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Summary

Disturbance accommodating control (DAC) has been developed in the last decades

for wind turbines to control the rotor/generator speed and to reduce structural loads.

The method allows accommodating unknown disturbance effects by using the combi-

nation of disturbance observers and disturbance rejection controllers. The actual

main problem of DAC is to define suitable disturbance observer and controller gain

matrices to achieve the desired overall performance including turbine speed regula-

tion in combination with structural load mitigation. The disturbance rejection control-

ler is often designed and tuned separately for individual applications and operating

conditions. The closed-loop system stability and uncertainties due to the use of the

linearized reduced-order model in controller synthesis procedure are not fully consid-

ered. This paper introduces a method to design DAC by optimizing the observer and

controller parameters simultaneously to guarantee system performance respecting to

structural loads mitigation, power regulation, and robustness. To eliminate the rotor

speed control steady-state error due to model uncertainties, partial integral action is

included. Simulation results using NREL reference wind turbine models show that the

proposed method successfully regulates the rotor speed without error despite the

presence of the model uncertainties. Structural loads are also reduced using pro-

posed method compared to DAC designed by Kronecker product method. The pro-

posed approach is able to define a stable and robust DAC controller by solving a

non-smooth H∞ optimization problem with structure and stability constraints.
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1 | INTRODUCTION

Structural load reduction and speed regulation are the main goals of large-scale wind turbines control in the above-rated region (wind speed

region 3). In this region, the rotor speed or generator power needs to be regulated to the rated value guaranteeing system safety because the

wind energy is surpassing the turbine capacity. Rotor speed is regulated by adjusting the blade pitch angles collectively or individually.1

Structural load mitigation is important to be considered because of the wind turbine size growth as a development in the last decade induced

by economic factors. Multi-objective advanced control methods are needed to alleviate the load while maintaining the rotor speed at rated value.

Related control approaches need to be robust and able to reduce the effects of unknown variable wind speed disturbances and modeling errors.
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Disturbance accommodating control (DAC)2 is an effective and widely applied technique to accommodate the effects of wind disturbance on

the wind turbines.3 The method introduces an additional feed-forward controller to compensate effects of changing wind speed and unknown

disturbances in combination with a regular feedback controller. Often a predefined disturbance model is used in combination with general state-

space system model to estimate the unknown inputs by an extended observer. The gain matrix of the disturbance observer needs to be designed

carefully because of the trade-off between the error of disturbance estimation and the error caused by the model uncertainties. High observer

gains are required to achieve good disturbance/state estimation; however, it also makes the observer more sensitive to measurement noise and

unmodeled dynamics.4 In addition, it is a challenge to define a suitable feed-forward disturbance rejection control gain matrix to guarantee system

stability and totally cancel the disturbance effects.

In literature, disturbance observers are often designed using an extended system model and classical design methods such as pole place-

ment5,6 or Linear Quadratic Regulator (LQR).7 However, tuning methods for a precise disturbance estimation and about effects of uncertainties

on the estimation quality depending on the dynamics of the disturbances are not discussed.

The disturbance rejection controller is typically considered as feed-forward and is calculated separately. The feed-forward gain matrix can be

found by using Moore-Penrose Pseudoinverse.7 This method does not guarantee to find a nonzero matrix, especially with the presence of the

actuator dynamics. The disturbance effects are not totally canceled by using this method leading to the steady-state error. In Wang et al.,8,9

the Kronecker product is used to find the disturbance rejection gain matrix which completely cancels out the effects of disturbances; however,

the steady-state error still exists due to the error in the disturbance estimation caused by the incorrect assumed wind disturbance model. Instead

of calculating the disturbance rejection gain matrix individually, in Njiri and Söffker,10 the feedback and feed-forward gain matrices are calculated

simultaneously by using the extended system model including the disturbance model for the LQR synthesis procedure. The method considers the

overall system stability; however, an assumption about the connection between unknown input and system states is needed to guarantee

the exosystem controllability. In Do et al,11 an extra integral loop is used in combination with the DAC to eliminate the rotor speed regulation

steady-state error with the presence of the model uncertainties.

Most of the DAC design methods compute the disturbance observer, the feedback, and the disturbance controller gain matrices separately.

The effects of state and disturbance estimation quality, system robustness, and overall system optimality are not fully considered. This paper

develops a robust scheme for designing the DAC for wind turbines. Unlike previous works, the disturbance observer, feedback, and disturbance

rejection gain matrices are optimized simultaneously using the H∞ norm of the closed-loop generalized system. A partial integral action is included

in the design process to eliminate the rotor speed control steady-state error due to the model uncertainties. The closed-loop stability is ensured

by providing H∞ norm constraint to the closed-loop transfer function matrix. The paper uses non-smooth H∞ optimization with constraints12

applied for wind turbines in a previous work.13 In the previous work, the approach is applied for defining a traditional observer-based controller.

In this work, additional disturbance observer and disturbance rejection controller are considered and calculated to accommodate the effects of

varying wind speed. The proposed method successfully reduces the structural load (tower bending moment) and regulates the rotor speed

without steady-state error despite the presence of the model uncertainties. The approach also is robust with respect to model errors caused by

the use of simplified models.

The H∞ approach was applied and field-tested for multi-objective robust control of wind turbines.14-16 This contribution implies the similar

idea of minimizing weighted H∞ norms of system closed-loop transfer functions to achieve performance and robustness. However, the proposed

controller is restricted using the DAC structure instead of a high-order H∞ controller. In other words, DAC controller parameters are optimized

using structured H∞ approach12 to improve disturbance accommodation and to show robustness advantages.

The contribution is structured as follows. The properties of the wind turbine model and simulation tool used are introduced in Section 2.

Section 3 provides an overview of DAC approaches. The proposed robust DAC design approach based on H∞ optimization is given in Section 4.

The developed method is applied to control a wind turbine in the above-rated region. In Section 5, the simulation results of the proposed method

and the DAC design method based on the Kronecker product are compared. Lastly, conclusions are outlined.

2 | WIND TURBINE MODEL DESCRIPTION

This contribution uses the FAST simulation tool17 for evaluation and comparison of the proposed method. As an example, the proposed controller

is designed and simulated for a WindPACT 1.5 MW onshore reference wind turbine18 that is developed based on an actual commercial wind tur-

bine. The simulation tool and wind turbine model used are identical to those in our published papers.13,19

The FAST tool provides a numerical process to obtain linearized models for controller design.17 The tool computes the state-space system

matrices for different azimuth positions of a predefined operating point. The state-space matrices are azimuth-averaged to obtain the final model

for designing controllers. Typically, a reduced-order model is obtained because only several interested DOFs are enabled during the linearization

process. In this contribution, the tower, blade, drive-train, and generator DOFs are used to obtain a linearized reduced-order model for designing

the controller; however, all DOFs are enabled during the simulation step. The above-rated region (operation wind speed from 12 to 25 m/s) is

considered so that the turbine model is linearized at 18 m/s hub-height wind speed with 20.463 rpm nominal rotor speed.
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The state-space linearized reduced-order model is represented in a suitable coordinate as

_x ¼AxþBuþBdd,

y ¼Cx,
ð1Þ

where x�ℝ11x1 denotes the mechanical state vector, A�ℝ11x11 the linearized system matrix, B�ℝ11x1 denotes the control input matrix,

Bd �ℝ11x1 the disturbance matrix, and C�ℝ2x11 denotes the output matrix. The measured output y�ℝ2x1 includes rotor speed ω calculated from

the generator speed through gearbox ratio and tower fore-aft bending moment ζ reflecting tower displacement. The control input u�ℝ1x1

denotes the perturbed collective blade pitch angle Δβ, and the disturbance d�ℝ1x1 denotes the perturbed hub-height wind speed Δv. All variables

are initialized at zero.

The detailed corresponding state vector is

x¼

tower displacement ðfore-aft Þ
drivetrain torsional displacement

blade 1 displacement ðflap-wiseÞ
blade 2 displacement ðflap-wiseÞ
blade 3 displacement ðflap-wiseÞ

generator speed

tower velocity

drivetrain torsional velocity

blade 1 velocity

blade 2 velocity

blade 3 velocity

2
6666666666666666666664

3
7777777777777777777775

: ð2Þ

To compensate the effects of actuator dynamics, an additional actuator model is required because pitch actuator dynamics are not included

in the FAST linearized model. For simplicity, a first-order lag (PT1) model is used to represent the actuator dynamics as

β¼ 1
sτaþ1

u, ð3Þ

where β denotes the actual pitch angle, τa the actuator lag time, and u represents the desired pitch angle. The state-space actuator model is

expressed as

_β¼�1=τaβþ1=τau: ð4Þ

From (1) and (4), the linear wind turbine model considering actuator dynamics is obtained as

_x

_β

" #
¼ A B

0 �1=τa

� �
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Aa

x

β

� �
|{z}
xa

þ 0

1=τa

� �
|fflffl{zfflffl}

Ba

uþ Bd

0

� �
|ffl{zffl}
Bda

d

y ¼ C 0½ �|ffl{zffl}
Ca

x

β

" #
:

ð5Þ

3 | DISTURBANCE ACCOMMODATING CONTROL

This section provides a review of DAC design methods for the wind turbine application. Open problems and limitations of the existing approaches

are also discussed.

In DAC theory, an assumed disturbances model is used to estimate the external disturbance.2 For wind turbine applications, the varying wind

speed affecting the blades is considered as the disturbance. The disturbance model is expressed as

_xd ¼Dxd,

d ¼Hxd,
ð6Þ
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with xd denotes the disturbance state and D and H denote the disturbance state-space model. For stepwise constant uniform wind speed, they

can be chosen as D¼0, H¼1.20 In the general case that the wind dynamical behavior is unknown, the choice D¼0 in combination with suitable

observer gains can reconstruct arbitrary bounded dynamics.21

Combining (5) and (6), an expanded system can be obtained as

_xa

_xd

" #
¼ Aa BdaH

0 D

� �
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Ae

xa

xd

� �
|ffl{zffl}

xe

þ Ba

0

� �
|ffl{zffl}

Be

u,

y ¼ Ca 0½ �|fflffl{zfflffl}
Ce

xa

xd

" #
:

ð7Þ

System and disturbance states are estimated using a standard observer with the extended model

_̂xa
_̂xd

" #
¼

Aa BdaH

0 D

" #
x̂a

x̂d

" #
þ

Ba

0

" #
uþLðy� ŷÞ,

ŷ ¼ Ca 0½ �
x̂a

x̂d

" #
:

ð8Þ

The error e between the real and estimated states is expressed as

e¼
xa� x̂a

xd� x̂d

" #
, ð9Þ

with the corresponding dynamic

_e¼ðAe�LCeÞe: ð10Þ

Assuming (Ae, Ce) as observable, the matrix L (observer gain) can be determined by pole placement or LQR technique using the extended

model (7) to make (10) stable, so the estimated error e converges to zero.

The estimated values are used to calculate the control variable

u¼ uxþud ¼Kxx̂aþKdx̂d, ð11Þ

where ux realizes control objectives such as speed regulation and structural load mitigation and ud mitigates the wind disturbance d effects

(Figure 1). Assuming (Aa, Ba) as controllable, the feedback controller gain matrix Kx can be defined via standard state feedback control design tech-

niques like LQR as

F IGURE 1 Disturbance accommodating control
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Kx ¼R�1BT
aP, ð12Þ

with P is calculated using the Riccati equation

AaPþPAT
a þQ�PBaR

�1BT
aP¼0; ð13Þ

here, Q and R are positive definite. The matrices R and Q are designed to get the desired system dynamic responses.

The disturbance rejection controller gain matrix Kd is calculated separately to accommodate the effects of the unknown inputs. The closed-

loop system with the controller can be expressed as

_xa ¼ðAaþBaKxÞxaþðBaKdþBdaHÞxd,
y ¼Caxa:

ð14Þ

To accommodate the effects of the disturbance on the system dynamic, Kd is designed to minimize the norm BaKdþBdaHk k. The disturbance

rejection controller gain matrix Kd can be calculated using Moore-Penrose Pseudoinverse (†) as

Kd ¼�B†
aBdaH¼�ðBT

aBaÞ�1
BT
aBdaH: ð15Þ

Generally, the norm BaKdþBdaHk k is not equal to zero using Kd calculated from (15); thus, the effects of disturbances are not completely can-

cel. In addition, when use the actuator dynamics is considered, Equation 15 cannot provide nonzero gain matrix of the disturbance rejection

controller.7,9

The Kronecker product method described in Wang et al9 can be used to find a nonzero disturbance rejection controller Kd that, under given

conditions, totally cancels the disturbance effects. The method calculates the disturbance rejection gain matrix Kd by solving the regulation equa-

tion as

Aa Ba

Ca 0

� �
|fflfflfflffl{zfflfflfflffl}

F

S1
S2

� �
� S1

0

� �
D¼� BdaH

0

� �
|fflfflffl{zfflfflffl}

J

: ð16Þ

The solutions S1 and S2 of (16) can be found using the Kronecker product as

S1
S2

� �
¼ðI

O
FþD

O
IÞ�1ð�JÞ; ð17Þ

here,
N

denotes the Kronecker product of two matrices.

The disturbance rejection gain matrix Kd is computed as

Kd ¼ S2�KxS1; ð18Þ

this controller guarantees zero steady-state error if the system and disturbance models are completely precise. The condition to find a nonzero Kd

is defined as

�J� colðI
O

FþD
O

IÞ; ð19Þ

here, col() denotes the column span space of a matrix. If (I
N

F + D
N

I) has full column rank, the solution is unique.9

The overall disturbance accommodating controller including the observer, feedback controller Kx, and disturbance rejection controller Kd can

be considered as a dynamic controller (Figure 1). Replacing the control variable u from (11), (8) can be rewritten as

_̂xa
_̂xd

" #
¼

Aa BdaH

0 D

" #
x̂a

x̂d

" #
þ

Ba

0

" #
Kx Kd½ �

x̂a

x̂d

" #
� L1

L2

� �
|ffl{zffl}

L

Ca 0½ �
x̂a

x̂d

" #
þLy; ð20Þ

here, L1 denotes the observer gain matrix for system states, L2 observer gain matrix for disturbances.
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The DAC dynamic controller defined by L, Kx, and Kd is described as

_̂xa
_̂xd

" #
¼

AaþBaKx�L1Ca BdaHþBaKd

�L2Ca D

" #
x̂a

x̂d

" #
þLy,

u ¼ Kx Kd½ �
x̂a

x̂d

" #
:

ð21Þ

Existing approaches to design DAC have following problems and limitations:

• Observer gain (L), state controller gain (Kx), and disturbance rejection gain (Kd) are calculated separately, the effects of state and disturbance

estimation quality, and overall system optimality is not fully considered.9,11

• Disturbance rejection controller Kd is designed as a feed-forward controller. System stability when adding the disturbance rejection controller

is not fully considered.7

• Precise turbine and wind disturbance models are required. System robustness regarding inaccurate models is not considered.6,7,9

Existing all-in-one approaches with the combination of Proportional-Integral-Observer (PIO)21,22 and output control23 solve all problems men-

tioned before but are very sensitive to measurement uncertainties as well as noise. The observer and controller gains are designed separately;

assumptions related to the connection between unknown inputs and system states are needed to guarantee the exosystem controllability.11

In the wind turbine applications, the disturbance model may not be accurate due to uncertainties and stochastic variation of wind distur-

bance. Also, the use of linearized reduced-order models leads to inaccurate turbine models, especially when the turbine operates outside the

given operating conditions. So it is necessary to develop a method to define robust DAC for wind turbines with respect to model and measure-

ment uncertainties.

4 | ROBUST DISTURBANCE ACCOMMODATING CONTROL

The DAC design methods described in Section 3 calculate the observer, state controller, and disturbance controller separately. The overall system

stability, robustness, and optimality are not fully considered. This section proposes a novel scheme to simultaneously compute the robust distur-

bance accommodating control (RDAC) parameters (L, Kx, and Kd) off-line. The idea is using the mixed-sensitivity H∞ norm of the closed-loop trans-

fer function as the cost function to optimize the DAC parameters.

4.1 | Robust H∞ control background

The general H∞ problem can be defined as the task to find the optimal stable controller for a plant P minimizing the H∞ norm k.k∞ of the closed-

loop transfer function (Gzd) from unknown disturbance inputs d to the regulated outputs z as

Ropt ¼ argmin
R �R

kGzdðP,RÞk∞, ð22Þ

where Ropt designates the optimized controller and R a group of controllers stabilizing P (Figure 2). The optimized controller minimizes unknown

disturbance inputs effects to the outputs improving the system robustness. Linear Matrix Inequality (LMI)24 or Riccati Equations (AREs)25

approaches are typically used to find the optimal H∞ controller.

F IGURE 2 Standard H∞ problem
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There is a conflict between robustness against uncertainties and performances of the H∞ approach.26 The conflict can be solved by using

weighting functions Wx for each regulated outputs (Figure 3); here, O denotes the transfer function of the original plant. The system dynamics at

frequency ranges can be designed by choosing suitable weighting functions. The standard H∞ optimization (22) is extended to the mixed-

sensitivity loop shaping approach as

Ropt ¼ argmin
R �R

W1S

W2RS

W3T

�������
�������
∞

: ð23Þ

By using additional weighting functions, the sensitivity function S¼ðIþORÞ�1 and other closed-loop transfer functions such as the comple-

mentary sensitivity function T¼ I�S or RS can be designed to have the desired shapes. The transfer function RS maps unknown inputs d to the

control inputs u. The gain of RS affects the bandwidth of the controller as well as the system robustness with respect to additive uncertainty.

The complementary sensitivity T is the transfer function between the measurement noise or reference input to the output. The size of T is impor-

tant for reference tracking, noise attenuation, and multiplicative uncertainty robustness.26

Typically, W1 and W3 are selected to have a small gain of S within the desired bandwidth to achieve good tracking control performance and

to have a small T (large S) in the high-frequency range providing higher robustness against the multiplicative uncertainty. The weighting function

W2 can be a high-pass filter improving the stability margin with additive uncertainty and avoiding high-frequency control signal.

4.2 | Robust DAC approach

As presented in the previous section, the mixed-sensitivity H∞ norm of the closed-loop transfer function is a good indicator for both system per-

formance and robustness. The norm is used as the cost function to find the optimal robust DAC (RDAC). Unlike the standard H∞ control finding

the full-order controller, the proposed RDAC approach finds parameters of a “structured controller”27 having the DAC structure (21). Non-smooth

H∞ synthesis proposed in Apkarian and Noll28 is used to define the controller parameters with structural constraints. The similar approach was

applied to find the robust observer-based controller in our previous paper.13 In this contribution, as novelty, an additional disturbance observer

and disturbance rejection controller are included to improve the disturbance accommodating performance.

The problem to find the robust disturbance accommodating controller (RDAC) is formulated as

RDAC¼DACopt ¼ argmin
DAC � DAC

kGzdðP,DACÞk∞, ð24Þ

where DAC denotes a controller having DAC structure (21), DAC a group of DAC controllers that stabilize P, and DACopt denotes the optimized

controller defined by the optimal values of L, Kx, and Kd. With structural constraints, the problem (24) is non-convex and cannot be solved by tra-

ditional H∞ approaches such as AREs or LMI.

F IGURE 3 Mixed-sensitivity H∞ control
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To find a DAC controller stabilizing the closed-loop system, a stability constraint is added to the original optimization problem. Assuming full

controllability and observability, a linear time-invariant system is Lyapunov stable if and only if the H∞ norm of the closed-loop transfer function

from inputs to outputs is finite,29 so the stability constraint is fulfilled by

kCaðsI�AðDACÞÞ�1Bak∞ < þ∞, ð25Þ

where AðDACÞ denotes the closed-loop system matrix depending on the controller DAC.

The task to define robust and optimal DAC controller is formulated as an optimization problem as

RDAC¼DACopt ¼ argmin kGzdðDACÞk∞
s:t: kCaðsI�AðDACÞÞ�1Bak∞ < þ∞:

ð26Þ

The additional constraint (25) guarantees asymptotic stability of the controlled system when finding the optimal parameters for the DAC con-

troller. Note that (26) must be initialized with a stabilizing controller. The H∞ norms in (26) are calculated from the system closed-loop state-space

model using a bisection algorithm.30 The problem (26) is non-smooth and non-convex and can be solved using global optimization approaches

such as Genetic Algorithm (GA).

By solving (26), the optimal parameters L, Kx, and Kd of the DAC controller are defined (Figure 4). A non-smooth optimization algorithm is pro-

posed in Apkarian and Noll28 to solve (26) with a reasonable balance between computing time and effectiveness. The Clarke sub-differential31

and a multi-start steepest gradient descent method are used to find the optimal structured H∞ controller. The stopping criterion is ∂fðxÞ¼0 indi-

cating a critical point formulated as

inffkgk : g� ∂fðxÞg< ϵ; ð27Þ

here, ∂ denotes Clarke sub-differential, f(x) the cost function, and ϵ is a small positive number. When the criterion is fulfilled, it is assumed that a

local optimum for defining K, L is defined. Due to the non-convex cost function, in general, it can be assumed that several local minima exist. The

multi-start strategy is applied to overcome this problem. Finally, the best parameter set is applied. This heuristic approach solved practically

the problem that the global optimum is unknown or the related search is too computationally costly. The detail optimization procedure can be

found in Apkarian and Noll.28

The obtained RDAC controller is robust with respect to the minimization of mixed-sensitivity H∞ norm of the closed-loop transfer function.

The inaccuracies of system and disturbance models are considered as additive and multiplicative uncertainties. Suitable system performance and

robustness can be achieved by designing the shape of weighting functions. With additional disturbance observer and disturbance rejection con-

troller, the computed RDAC controller also can accommodate the effects of varying wind disturbance and can be realized as a standard DAC

controller.

4.3 | Robust DAC for wind turbines

The proposed RDAC method is applied for wind turbine region 3 control (Figure 5). The S/RS mixed-sensitivity approach is used26 shaping S and

RS focusing on disturbance rejection, vibration damping, and robustness; the shape of T is reflected through the shape of S. The goals are to miti-

gate the structural load (here, for example, is the tower bending moment) and to regulate the rotor/generator speed at a predefined rated speed.

F IGURE 4 RDAC design using non-smooth H∞ synthesis with constrains
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The actuator is included in the plant P considering the blade pitch dynamics. Here, the control input is the collective blade pitch angle β, the wind

speed d is considered as unknown disturbance, the measured outputs are the tower fore-aft bending moment ζ, and the rotor speed ω.

The generalized plant P of the wind turbine and actuator is expressed by

P :

_xa ¼ AaxaþBauþBdad

y ¼ Caxa
z ¼ WCzxa;

8><
>: ð28Þ

here, W denotes the weighting function matrix and Cz the exogenous output matrix.

The desired robustness and performance are obtained by choosing the suitable weighting function matrix W. The exogenous output z with

weighting functions are described as

z1

z2

z3

2
64

3
75

|ffl{zffl}
z

¼
W11 0 0

0 W12 0

0 0 W2

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
W

ω

ζ

β

2
664

3
775¼WCzxa: ð29Þ

For good speed regulation performance and robustness against wind disturbances, W11 is designed as a low-pass filter. The crossover fre-

quency of the weighting function determines the bandwidth of the controller. Larger bandwidth provides faster responses and better control per-

formance; however, the controller bandwidth is limited by the dynamics of the pitch actuator.14 Also, high control bandwidth leads to less

robustness, so a good balance of the value is required. The tower variation is reduced by choosing W12 as an inverted notch filter centered at the

tower fore-aft frequency Tfa (6.55 rad/s) (Figure 6). To reduce high-frequency control activity, W2 is selected as a high-pass filter. The designed

weighting functions are given as

W11 ¼0:045sþ0:125
sþ0:025

,W12 ¼11:11s2þ11:11sþ72:82
s2þ0:1sþ6:55

,

W2 ¼ 10sþ10
0:01sþ1

:

ð30Þ

The weighting functions can be adapted to the desired objectives and actual wind dynamics for optimal situation-based operation.

To remove the rotor speed regulation steady-state tracking error, partial integral action is included in the RDAC controller. This can be real-

ized by letting Sð0Þ¼0 with some approximation to avoid numerical problems. In this contribution, the integral action is included directly in the

controller. In this case, the order of the controller increases by one; however, it makes the balance between the performance of each output chan-

nel and robustness easier. The additional integral state xi of the rotor speed measured output is introduced into the controller as

_xi ¼Ciy,

u ¼Kxx̂aþKdx̂dþKixi,
ð31Þ

where the matrix Ci defines the location of the measured rotor speed in the outputs and Ki denotes the integral gain.

From (8) and (31), the DAC dynamic controller with partial integral action is described as

F IGURE 5 RDAC for wind turbines
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_̂xa
_̂xd

_xi

2
664

3
775 ¼

AaþBaKx�L1Ca BdaHþBaKd BaKi

�L2Ca D 0

0 0 0

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Ar

x̂a

x̂d

xi

2
64

3
75

|ffl{zffl}
xr

þ
L1

L2

Ci

2
64

3
75

|ffl{zffl}
Br

y,

u ¼ Kx Kd Ki½ �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Cr

x̂a

x̂d

xi

2
664

3
775:

ð32Þ

The DAC controller (32) is considered as a “structured controller.”27 The controller if defined by the parameter matrices Kx, Kd, Ki, and L.

DAC¼DACðL,Kx,Kd,KiÞ: ð33Þ

The condition for the existence of a DAC controller stabilizing P is the full controllability and observability of the extended system (7). The

robust disturbance accommodating controller RDAC is defined by the optimal parameter matrices K¼ ½KxKdHKi� and L¼ ½L1L2�T obtained by solv-

ing the optimization problem (26) using non-smooth H∞ synthesis.28 To formulate the cost function and constraint in (26), the H∞ norms of close-

loop transfer functions need to be calculated.

The DAC controller (32) can be described as

DACðL,KÞ : _xr ¼Arxr þBry

u ¼Crxr ;

�
ð34Þ

here, Ar(L, K), Br(L), and Cr(K) as defined in (32).

Using (28) and (34), the closed-loop system is described as

_xa
_xr
y

z

2
6664

3
7775¼

Aa BaCr Bda

BrCa Ar 0

Ca 0 0

WCz 0 0

2
6664

3
7775

xa
xr
d

2
64

3
75: ð35Þ

The behavior of closed-loop system (35) for a given weighting matrix W only depends on the controller matrices (Ar, Br, Cr). The controller is

based on the DAC structure (32) and determined by K and L gain matrices. Closed-loop transfer functions are derived from (35); the H∞ norms of

F IGURE 6 Bode plot of open-loop, inverted weighting functions, and closed-loop with RDAC
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the close-loop system then are calculated30,32 to formulate the optimization problem (26). The optimal parameters K∗ and L∗ for the RDAC con-

troller are obtained by solving (26) using the non-smooth H∞ synthesis algorithm implemented in the MATLAB function hinfstruct.12

5 | RESULTS AND DISCUSSION

For validation of the proposed RDAC method, the FAST simulation software, developed by NREL, is used.17 The controllers are designed using a

linearized reduced-order model; however, the simulations are realized using a full-order nonlinear wind turbine model. This combination allows

the representation of modeling errors due to the fact the controller is controlling the nonlinear system, but the design is based on the related line-

arized model. The control objectives are reducing the structural load (tower fore-aft bending moment) and regulating the rotor speed to a rated

value of 20.463 rpm (rated generator speed 1,800 rpm). The standard load case for fatigue and normal power production is based on IEC

61400-1 DLC 1.2.33 The proposed RDAC controller is evaluated and compared with a baseline DAC controller with two scenarios based on step

and stochastic wind profiles. The state feedback and observer of the baseline DAC controller are designed by LQR techniques; the disturbance

rejection controller is designed by Kronecker product method as described in Section 3. The DAC and RDAC controllers have the same order and

structure (Equation 32); only parameters are different. Both controllers are designed using a single linearized wind turbine model at the wind

speed of 18 m/s as given in Section 2. As mentioned in Wright,34 the use of tower top acceleration (realistic measurement of modern turbines)

measurement over tower bending moment/tower deflection shows no difference in DAC performance. With the development of strain measure-

ment techniques (i.e., fiber optic strain gauge), the measurement of bending moment also becomes realistic and can represent directly the struc-

tural load. For the simplicity of system matrices, in this contribution, the tower bending moment measurement is used. Details of the controller/

observer matrices (L�ℝ13x2,Kx �ℝ1x12,Kd �ℝ1x1,Ki �ℝ1x1) of DAC and RDAC are given in Table 1.

5.1 | Step wind profile results

For assessing the regulation performances and robustness of the proposed RDAC approach with changing operation point (wind speed), a step

wind profile changing from 14 to 22 m/s is applied (Figure 7a). The model used for controller design is linearized at the wind speed of 18 m/s.

When the turbine operates at the wind speed differ from the selected linearized point, the model is not precise due to the nonlinearity nature of

wind turbines. In Figure 7b, the rotor speed responses of the RDAC approach and the baseline DAC solved via Kronecker Product (DAC) are

shown. It can be observed that the baseline DAC approach cannot provide zero steady-state error due to the model mismatch caused by

unmodeled dynamics and nonlinearities of the wind turbine. On the other hand, the proposed method successfully regulates the rotor speed to

the rated speed without static error. Some low-frequency variations are introduced in the RDAC result due to the effect of integral action. The

proposed RDAC approach has good regulation performance over a wide range of operation wind speed indicating high robustness with respect to

wind speed variation.

TABLE 1 Gains of matrices (L�ℝ13x2,Kx �ℝ1x12,Kd �ℝ1x1,Ki �ℝ1x1) of DAC and RDAC

DAC RDAC

L KT
x KT

d KT
i

L KT
x KT

d KT
i

0.291 0.929 �229.976 2.518 0.001 �3.465 6.930 0.661 0.413 �0.002

0.000 0.000 �207.811 0.576 �1.841 �26.551

1.490 0.390 �3.542 29.493 �57.091 �8.662

1.490 0.390 �5.680 29.328 �57.380 4.727

1.490 0.390 �5.679 27.444 �49.512 3.637

�0.253 �0.026 �81.413 2.160 �9.007 �0.479

0.317 0.000 �48.729 �0.036 �25.023 �2.396

0.002 0.000 �35.676 3.449 22.432 0.524

1.804 1.044 �0.442 �8.704 �61.538 1.237

1.804 1.044 �0.680 �9.093 �68.707 �0.719

1.804 1.044 �0.680 �31.844 �21.858 �0.595

0.000 0.000 21.010 �0.136 �0.948 2.546

9.782 2.076 0.180 �0.253
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F IGURE 7 Responses of step wind profile

F IGURE 8 Disturbance accommodating control with integral action

F IGURE 9 Responses of step wind profile—with integral action
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Gain-scheduled techniques can be used to handle the problem of changing operating points. However, the techniques often require wind

speed information which typically is not available. Besides, it is difficult to determine the switching conditions for stochastic wind conditions

resulting in complex controllers. There is no guarantee of stability and performance per se when controller parameters are interpolated between

linearized operating points. In Dykes and Rinker,18 a baseline gain-scheduled PI controller is presented using the pitch angle as scheduling variable.

The approach only regulates the rotor speed without considering structural load. Comparisons between the gain-scheduled PI controller and the

proposed RDAC approach that has fixed parameters were given in our previous paper.13

To eliminate the static error of the baseline DAC, an additional integral control loop of the rotor speed, which is required to be tuned sepa-

rately, is used in combination with the baseline DAC (Figure 8). The results of DAC with integral action method (DACI) are compared to that of

RDAC (Figure 9). Note that the proposed RDAC method also has the partial integral action (31), the integral gain Ki in this case is optimized with

other parameters. The RDAC method provides lower settling time and over-shoot than that of the baseline DAC with the integral loop (DACI)

indicating better speed regulation performance. The closed-loop singular values plot is shown in Figure 10. The maximum singular value is an

important term to evaluate the performance and robustness of the system. For a MIMO system, the maximum singular value is equal to the larg-

est system gain. A lower maximum singular value results in a less sensitive or more robust system in the worst scenario.26 As shown in Figure 10,

a reduction in maximum singular value (mapping from disturbance d to output y) is achieved using RDAC compared with the DACI approach.

F IGURE 10 Singular values plot of open-loop and closed-loop systems from disturbance d to output y (DACI, DAC with integral action;
RDAC, Robust DAC)

F IGURE 11 Stochastic wind profiles
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5.2 | Stochastic wind profile results

For more realistic working conditions and the investigation of wind disturbances rejection ability of the controllers (RDAC and DACI), stochastic

wind profiles with different turbulence intensity (TI) level and mean wind speed are used (Figure 11). The wind profiles followed the IEC 61400-1

standard33 and are generated using TurbSim35 based on the von Karman wind turbulence model using different random seeds. The wind profiles

F IGURE 12 Responses of stochastic wind profile (DACI, DAC with integral action; RDAC, Robust DAC)

F IGURE 13 Regulation error and fatigue damage (DACI, DAC with integral action; RDAC, Robust DAC)
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are chosen to have the mean speed of 18, 16, and 14 m/s, and the turbulence level of A, B, and C, respectively. Here, turbulence level A is the

most turbulence level regarding the IEC categories standard with the expected value of TI at 15 m/s is 16 %.35

In figure 12, the simulation results for stochastic wind are shown. The proposed RDAC method has lower speed variation for all considered

wind profiles as observed from figure 12.b. This means the proposed controller provides better speed control performance than the DACI

method. The tower load is also mitigated by using RDAC indicated by lower tower bending moment variation amplitude compare to that of the

DACI controller (Figure 12c). The control variables (collective blade pitch angle) of two controllers are shown in Figure 12d.

Quantitative evaluation of the results is realized using the mean square rotor speed regulation error and the tower fatigue damage.36 The

cumulative fatigue damage of the tower is calculated from the tower bending moment time series using Miner's rule37 and rainflow-counting

F IGURE 14 Power-load covariance distribution diagram (DACI, DAC with integral action; RDAC, Robust DAC)

F IGURE 15 Results of stochastic wind profile—10 min simulation with different random seeds (DACI, DAC with integral action; RDAC,
Robust DAC)
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algorithm (RFC).38 The cumulative damage results for different wind profiles are shown in Figure 13b. The normalized mean square rotor speed

regulation error and damage of the two controllers are given in Figure 13c. The RDAC approach produces less regulation error and damage than

the DACI method for all cases.

To evaluate both speed regulation and structural load reduction and the relationship between those objectives, a covariance distribution dia-

gram measure19 is used (Figure 14). The generated power (proportional to the rotor speed) and the corresponding structural load (here is tower

bending moment) of each controller at a certain point of time are plotted in a single diagram. Speed regulation and structural load reduction per-

formances of each controller are reflected by the standard variations of the related data distribution. With that manner, the dimensions of the

covariance ellipse can represent both speed regulation and structural load reduction performances. Lower dimensions mean better control

F IGURE 16 Power-load covariance distribution diagram 10 min simulation with different random seeds (DACI, DAC with integral action;
RDAC, Robust DAC)

F IGURE 17 Power spectrum analysis (DACI, DAC with integral action; RDAC, Robust DAC)
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performances in speed regulation and structural load reduction, respectively. It can be detected that the covariance ellipse representing the RDAC

approach is smaller than that of the DACI controller demonstrating better performances of RDAC for both objectives.

The analysis results for 600 s (10 min) of stochastic wind with different random seeds are shown in Figures 15 and 16. Advantages of the

RDAC approach over the DAC approach designed by LQG and Kronecker product (DACI) are clearly shown in the figures with respect to lower

speed regulation error and fatigue damage. The blade pitch activities or the input energy are nearly the same for both controllers. From the power

spectrum analysis of the rotor speed and tower bending moment responses (Figure 17), it can be observed that the proposed RDAC approach can

compress the speed and moment variations in the low-frequency region compared to the DACI approach.

6 | CONCLUSIONS

A new method to design disturbance accommodating control (DAC) system for wind turbine load mitigation control in region 3 is developed. The

DAC including disturbance observer, feedback controller, and disturbance rejection controller is considered as a single dynamic controller.

The parameters of the dynamic controller are computed by minimizing the mixed-sensitivity H∞ norm of the closed-loop transfer functions with struc-

ture and stability constraints using the non-smooth optimization technique. Integral action is included in the dynamic controller instead of in the gen-

eralized plant for zero steady-state tracking error of the rotor speed. Simulation results show that the proposed method is able to regulate the rotor

speed without steady-state error despite the presence of the model uncertainties. The proposed RDAC approach has better speed regulation and

structural load reduction performances in comparison with the DAC controller designed by the Kronecker product method. The proposed approach

also provides high robustness against the imprecise model caused by the use of reduced-order linearized model and unknown wind disturbances.

The proposed RDAC and the baseline DAC controllers are designed at a single operating point. The controller can operate robustly with fixed

parameters under a wide range of wind speeds. However, to improve the control performance, gain-scheduling techniques can be employed for

several operating points in future work. This might also allow more detailed comparisons which existing classical gain-scheduling methods known

from literature. The approach introduced establishes therefore a new baseline approach for robust control integrating load mitigation.

The proposed RDAC approach uses the mix-sensitivity H∞ norm as a cost function for the optimization problem. The robustness and perfor-

mance of each output channel can be designed by weight functions for different frequency ranges. The weight functions can be adapted to the

actual wind dynamics with related dominating frequencies for a more effective situation-based balance between robustness and performance.

The weights also can be chosen depending on the situation-based demands from grid operators.

In this paper, two linear DAC design approaches are compared in region 3. For better evaluation of the new approach, further studies might

be required using more realistic conditions in comparison with a well-tuned, gain-scheduled baseline controller with a proper tower damper over

the full operating range.
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