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Abstract

The global population of individuals with motor impairments faces substan-
tial challenges, including reduced mobility, social exclusion, and increased
caregiver dependency. While advances in assistive technologies can augment
human capabilities, independence, and overall well-being by alleviating care-
giver fatigue and care receiver weariness, target user involvement regarding
their needs and lived experiences in the ideation, development, and evalu-
ation process is often neglected. Further, current interaction design concepts
often prove unsatisfactory, posing challenges to user autonomy and system
usability, hence resulting in additional stress for end users. Here, the ad-
vantages of Artificial Intelligence (AI) can enhance accessibility of assistive
technology. As such, a notable research gap exists in the development and
evaluation of interaction design concepts for Al-enhanced assistive robotics.

This thesis addresses the gap by streamlining the development and evalu-
ation of shared control approaches while enhancing user integration through
three key contributions. Firstly, it identifies user needs for assistive techno-
logies and explores concepts related to robot motion intent communication.
Secondly, it introduces the innovative shared control approach Adaptive DoF
Mapping Control (ADMC), which generates mappings of a robot’s Degrees-of-
Freedom (DoFs) based on situational Human-Robot Interaction (HRI) tasks
and suggests them to users. Thirdly, it presents and evaluates the Extended
Reality (XR) framework AdaptiX for in-silico development and evaluation of
multi-modal interaction designs and feedback methods for shared control
applications.

In contrast to existing goal-oriented shared control approaches, my work
highlights the development of a novel concept that does not rely on computing
trajectories for known movement goals. Instead of pre-determined goals,
ADMC utilises its inherent rule engine - for example, a Convolutional Neural
Network (CNN), the robot arm’s posture, and a colour-and-depth camera feed
of the robot’s gripper surroundings. This approach facilitates a more flexible
and situationally aware shared control system.

The evaluations within this thesis demonstrate that the ADMC approach signi-



ficantly reduces task completion time, average number of necessary switches
between DoF mappings, and perceived workload of users, compared to a
non-adaptive input method utilising cardinal DoFs. Further, the effectiveness
of AdaptiX for evaluations in-silico as well as real-world scenarios has been
shown in one remote and two laboratory user studies.

The thesis emphasises the transformative impact of assistive technologies
for individuals with motor impairments, stressing the importance of user-
centred design and legible Al-enhanced shared control applications, as well
as the benefits of in-silico testing. Further, it also outlines future research
opportunities with a focus on refining communication methods, extending
the application of approaches like ADMC, and enhancing tools like AdaptiX to
accommodate diverse tasks and scenarios. Addressing these challenges can
further advance Al-enhanced assistive robotics, promoting the full inclusion
of individuals with physical impairments in social and professional spheres.



Zusammenfassung

Menschen mit motorischen Beeintriachtigungen stehen vor groen Heraus-
forderungen, einschlie lich eingeschrinkter Mobilitdt, sozialer Ausgrenzung
und zunehmender Abhédngigkeit von Betreuungspersonen. Assistive Tech-
nologien konnen die Mobilitdt und Unabhéngigkeit der Betroffenen férdern
und ihr allgemeines Wohlbefinden verbessern. Allerdings ist zu beobachten,
dass die Einbeziehung der Zielgruppe in Bezug auf ihre Bediirfnisse wih-
rend der Entwicklungs- und Evaluationsphase hiufig vernachlissigt wird.
Dariiber hinaus erweisen sich aktuelle Konzepte des Interaktionsdesigns
oft als unbefriedigend. Sie stellen Herausforderungen fiir die Autonomie
der Zielgruppe und die Bedienbarkeit dar, was zu zusétzlichem Stress fiir
die Betroffenen fiihrt. Kiinstliche Intelligenz (KI) kann die Zuginglichkeit
assistiver Technologien optimieren und verbessern, insbesondere durch den
Einsatz von assistiver Mensch-Roboter-Kollaboration. Es besteht insoweit
eine Forschungsliicke in der Entwicklung und Evaluierung von Interaktions-
designkonzepten fiir KI-unterstiitzte assistive Robotik.

Diese Arbeit adressiert diese Forschungsliicke, indem sie die Entwicklung
und Evaluierung von Ansitzen fiir KI-unterstiitzte assistive Robotik optimiert
und die Integration der Zielgruppe durch drei wesentliche Punkte verbessert.
Erstens werden die Bediirfnisse der Nutzenden von assistiven Technologi-
en identifiziert und Konzepte fiir die Kommunikation geplanter Roboter-
bewegungen erforscht. Zweitens fiihrt sie das innovative ADMC-Konzept
fiir eine unterstiitzte Bedienung des Roboters ein. Dieses Konzept basiert
auf der situationsspezifischen Erfiillung der an das Mensch-Roboter-Team
gestellten Aufgaben durch die Generierung von Kombinationen von Roboter-
Freiheitsgraden, die dem Bedienenden vorgeschlagen werden. Drittens wird
das XR-Framework AdaptiX zur in-silico-Entwicklung und Evaluation von mul-
timodalen Interaktionsdesigns und Feedbackmethoden fiir Anwendungen
der KI-unterstiitzten Bedienung vorgestellt und evaluiert.

Im Gegensatz zu bestehenden Ansitzen wird in dieser Arbeit ein neuartiges
Konzept entwickelt, das nicht auf der Berechnung von Bewegungen zu bereits
bekannten Zielen basiert. Anstelle von vordefinierten Endpunkten verwen-



det ADMC seinen inhidrenten Regelmechanismus - z.B. ein Convolutional
Neural Network (CNN), die Ausrichtung des Roboterarms sowie ein Farb-
und Tiefenbild der Umgebung. Dieser Ansatz ermdglicht ein flexibleres und
situationsangepasstes System.

Die im Rahmen dieser Arbeit durchgefiihrten Studien zeigen, dass der ADMC-
Ansatz die zur Aufgabenerfiillung bendtigte Zeit, die durchschnittliche An-
zahl der notwendigen Wechsel zwischen Freiheitsgradabbildungen und die
wahrgenommene Arbeitsbelastung der Nutzenden signifikant reduziert. Dies
wurde mit einer nicht-adaptiven Eingabemethode verglichen, welche rein
kartesische Freiheitsgrade verwendet. Dariiber hinaus wurde die Effizienz
von AdaptiX fiir die Evaluierung sowohl in-silico als auch fiir Anwendungen
in der realen Welt nachgewiesen.

Insgesamt wird der positive Einfluss von assistiven Technologien auf
Menschen mit motorischen Beeintrachtigungen hervorgehoben. Auch die
Bedeutung von nutzerzentriertem Design, verstdndlichem Verhalten KI-
unterstiitzter Anwendungen und die Vorteile von in-silico-Tests werden be-
tont. Dariiber hinaus werden Forschungsmoglichkeiten skizziert, wobei der
Schwerpunkt auf der Weiterentwicklung von Kommunikationsmethoden,
Szenarien fiir ADMC und Werkzeugen wie AdaptiX liegt. Losungen in diesem
Bereich konnen die Entwicklung von KI-gestiitzter assistiver Robotik vor-
antreiben und die vollstindige Integration von Menschen mit korperlichen
Beeintriachtigungen in soziale und berufliche Bereiche férdern.
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INTRODUCTION

Assistive technology is of fundamental importance for persons with
permanent or temporary functional difficulties as it improves their
functional ability, and enables and enhances their participation and
inclusion in all domains of life.

- WHO and UNICEF [235]

¥
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——

Figure 1.1: Filling a glass of water, supported by an assistive robot. Robotic arms
support users with motor impairments in day-to-day tasks like drinking. Effective
implementation requires thoughtful design to enhance user benefits and support
self-determined living. © Kevin Rupp, Frankfurt UAS



Introduction

1.1 Motivation and Research Gap

In 2023, the World Health Organization (WHO) reported that 15% of the global
population lives with a disability [234]. In Germany alone, by the end of 2021,
7.8 million individuals were officially classified as severely disabled [206]. No-
tably, more than 58% of these cases were associated with physical disabilities,
affecting a total of 4.5 million people. For many in this demographic, motor
impairments have led to a significantly - and often permanently - reduced
ability to move their extremities. This diminished mobility frequently leads
to exclusion from social and professional contexts [235] and an increased
reliance on caregivers for daily tasks, creating a near-constant need for their
presence [142]. Furthermore, these concerns are amplified by the ageing
population, who often encounter similar challenges to those with disabili-
ties [204], and the growing demand for ageing in place solutions [152].

Assistive technologies serve as essential tools for individuals with motor im-
pairments, frequently providing practical solutions to enhance their mobility
and independence [51, 141, 161] (see Figure 1.1). These technologies, ranging
from simple aids to advanced robotic systems, address specific needs and
empower users to navigate daily tasks with greater autonomy [22, 45]. By
reducing dependence on caregivers and facilitating participation in social
and professional activities, assistive technologies contribute to substantially
enhanced well-being, health, and overall eudaimonia [208]. While caregiver
fatigue is well-documented [23, 114], care receivers also experience weariness
when consistently surrounded by their assistants [53]. The opportunity to
spend time without constant human presence, even for a few hours - and
possibly facilitated through assistive technologies - can enhance the quality
of life for individuals with motor impairments [30]. By lessening the constant
need for caregivers, those once reliant on human assistance are empowered
to regain their independence and achieve valuable alone-time. Recent ad-
vances in (semi-)autonomous technologies have made this level of support
possible and prompted the onset of robotic device integration into selected
aspects of our personal and professional lives. These innovations foster close-
quarter collaborations with robots across diverse domains, spanning from
industry assembly lines [28] to mobility aides [66] and patient care [182].



Motivation and Research Gap

Focusing specifically on assistive robotic systems, Kyrarini et al. - in their com-
prehensive literature review — underscored the positive impact of these so-
called cobots in supporting individuals with motor impairments in Activities
of Daily Living (ADLs) [128]. Among these systems, assistive robotic arms
emerge as a particularly valuable and versatile subset of collaborative tech-
nologies, capable of autonomously performing everyday pick-and-place op-
erations [21]. Yet, new challenges arise when robots are assigned (semi-
)autonomous tasks, potentially introducing additional stress for end users.
As such, they need to be adequately addressed before and during the (pre-
)ideation, design, and development process [176] - hereinafter denoted as
research process. Notably, Pollak et al. [176] emphasise the diminished sense of
control experienced by users when using a cobot’s autonomous mode. Their
study demonstrates that transitioning to manual mode not only enabled par-
ticipants to regain control but also reduced stress levels noticeably. These
findings are further corroborated by Kim et al., whose comparative study on
control methods demonstrate markedly higher user satisfaction among the
manual mode cohort [117].

In contrast to standardised industrial settings, care environments demand
flexibility as cobots assist non-tech-savvy users in various, often highly
situation-dependent, ways [54, 66, 71, 120, 210]. Operating robots in these
contexts remains a significant challenge, as users need to consistently main-
tain oversight to operate the system effectively and safely. As emphasised
by Stephanidis et al., transparency, understandability and accountability are
foundational elements for achieving successful Human-Computer Interac-
tion (HCI) [208]. Yet, a fundamental issue arises from the type of robots
used, as multiple Degrees-of-Freedom (DoFs) require either complex multi-
dimensional input devices or a division into different modes with two-
dimensional joystick controls [140, 177]. The former is often impractical for
individuals with motor impairments [44, 116], while the latter introduces time-
consuming mode switches, frequently increasing task completion times [103].
Consequently, these commonly used control methods often prove unsuitable
when designing assistive robotic solutions for people with motor impair-
ments.
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Addressing these issues, shared control systems - leveraging the advantages
of Artificial Intelligence (AI) - can streamline and enhance robot operation
accessibility in Human-Robot Interaction (HRI) / Human-Robot Collabora-
tion (HRC) [2, 193]. Their success depends on well-designed communication
of the robot’s motion intent, ensuring users are consistently aware of and
understand the level of support provided by the system [1]. Additionally,
accommodating different users and their respective abilities may require
tailored input devices or customised multi-modal feedback methods [105].
These challenges are compounded by the inherent difficulties in conducting
research studies that require the physical interaction of robots and humans.
Logistical complexities, high transportation costs, safety concerns related to
robots and associated teething problems, recruitment challenges, and the
limited availability of the target user groups collectively contribute to the
intricacy of HRI research [12, 34, 120, 122, 147].

Research Gap

A notable research gap exists in the development and evaluation of in-
teraction design concepts and multi-modal feedback methods for AI-
enhanced assistive robotics, specifically when aiming for a user-centred
design process to empower individuals with motor impairments in their
day-to-day lives.

1.1.1 Motivating Al-enhanced Shareds Control for Assistive
HRI

In a typical scenario motivating my research, a wheelchair-mounted assistive
robotic arm, such as the Kinova Jaco 2 [118], enables users to perform essential
ADLs like drinking or eating (see Figure 1.2). This setup presents users with
the challenge of operating six or more DoFs, necessitating complex input
devices or cumbersome and potentially confusing mode switches. While
manual control systems allow individuals to manoeuvre assistive robotic arms
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Figure 1.2: Usage of an assistive robotic arm, in a domestic setting. In (a), the robotic
arm is used to drink a glass of water; (b) shows the mounting to a wheelchair. The
user controls each robot DoF sequentially via a joystick mounted on the armrest,
with a button integrated into the wheelchair's headrest to alternate through the
DoFs.

with direct movement control, these methods are often time-intensive and, in
current commercial offerings [14, 64, 118], limited to predefined movements
along specific DoFs. In contrast, autonomous robots can manage ADLs for
people with motor impairments but may introduce a new form of dependence,
potentially compromising the desired sense of autonomy [20].

Al-based shared control systems, as detailed by Erdogan and Argall [62],
represent a continuum of autonomy. This spectrum ranges from systems
predominantly favouring manual control - and only subtly refining user in-
puts - to those where users mainly issue high-level commands for robotic
execution. The gradient represents the nuanced balance of user involvement,
from direct, moment-to-moment control to more abstract, directive interac-
tions, illustrating the diverse approaches to augmenting human capabilities
through robotics [208]. In uniting both approaches, shared control systems
involve users directly in the control loop [179, 238] on an operational level [70].
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These systems consider user inputs while also incorporating robotic deci-
sions or suggestions to enhance system usability. This dual approach aims
to maintain user independence by allowing personal input and autonomy
while benefiting from the efficiency and precision of automated technol-
ogy [109, 157]. Shared controls thus represent a balanced solution by merging
human intuition with robotic efficiency to improve the usability of assistive
technologies [15, 29, 68].

1.1.2 Motivating a Shared Control Framework in Assistive HRI

Shared control approaches are viewed with cautious optimism for their po-
tential to enhance effective HRI, but several challenges currently impact -
and potentially hinder - their widespread implementation. Addressing these
obstacles is essential for advancing and practically implementing shared
control systems for assistive technologies where user-centred design and
adaptability are desirable [76, 111]. Researchers encounter challenges during
the research and evaluation stages, including:

Challenge 1 - Exploration of Shared Control Systems: Developing shared
control systems for assistive technologies requires extensive experi-
mentation, fine-tuning, and balancing between user and robot control
input [130].

Challenge 2 - Understanding Robot Behaviour: Despite extensive research
into design solutions to communicate robot motion intent, clear insights
into the entities, dimensions, and relations are still lacking. In assistive
robotics, visualisation and feedback modalities must be precisely tai-
lored to individual user needs and abilities, as there is no one size fits all
solution [105].

Challenge 3 - Diverse Requirements for Input Devices: The suitability of
input devices can vary greatly between users. Individual capabilities
and needs may necessitate multi-modal input or require selecting from
different input modalities [12].
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Challenge 4 - Conducting In-person User Studies: The physical intermin-
gling of robots and humans for research studies presents substantial
challenges, including logistical and transportation complexities, safety
concerns with robots in close proximity to humans, and the varying
availability of target users [34].

Addressing these challenges presents difficulties for shared control re-
searchers, as rigorous testing demands considerable resources and time,
often constraining flexibility for the to-be-tested variables, such as the level of
assistance the system provides, interaction design, intervention strategies,
and use-case scenarios. Furthermore, the bulky, costly, and intricate nature
of assistive robotic arms in associated research studies may hinder the in-
volvement of the target group in the research process due to logistical and
safety concerns. As one option to to facilitate a holistic and flexible approach
to these challenges, my thesis proposes a modular and open framework for
in-silico development and evaluation of shared control approaches, including
options for updated suggestions, attention detection and guiding, as well as
multi-modal control and feedback support. Adopting a simulation approach
akin to those already successfully employed in industrial settings [144, 160,
217] allows for the exploration of different shared control applications while
integrating various input devices and visualisation modalities, while address-
ing - at least partially - the challenges of integrating the target group in the
research process.

Research Opportunities

Motivating Al-enhanced Shared Controls for Assistive HRI: Applica-
tions of Al-enhanced shared controls can combine the benefits of
(semi-)autonomous actions with the flexibility of manual controls. This
presents a significant research opportunity to fine-tune the optimal bal-
ance between human and algorithmic control inputs, enhance system
legibility, and devise intervention strategies to improve the usability and
accessibility of shared control-based assistive technologies.
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Motivating a Shared Control Framework in Assistive HRI: Al-enhanced
shared control applications require rigorous testing to determine the
system’s optimal parameters, which often entails considerable resource
and time investments. A promising research opportunity involves the de-
velopment of a testbed environment for in-silico research and evaluation
of assistive robot shared control applications, serving as a beneficial in-
termediate stage prior to real-world testing. This approach can increase
flexibility and resource efficiency for HRI researchers while facilitating
the early involvement of target users in the research process.

1.2 Research Structure and Key Findings

This thesis addresses the research gap through a three-step process (STEP I-
III). Each stage includes a central guiding question (Q) and highlights key
findings from my research contributions. Any corresponding publication (P)
is illustrated in Figure 1.3 and listed in Related Publications for each step.

STEP | STEP I

Different
Input Devices
for ADMC
[P10]

Ethnographic
Study of User |
Needs

[Py

Single-DoF
Control Input
and
Feedback
P9]

Human-Al
Collaboration
in Robotics
p8]

Adaptive DoF
Mapping
Control
P41

Adaptive
Control in 3D
Space

P11

Scoping
Review
Robot Intent
[P5]

Visual/Haptic Visual

AdaptiX

p
Feedback
7]

Cues
[P3, P6]

as D&D Tool
4]

Figure 1.3: Overview of the thesis research structure, including an architecture of
the thesis’s thematic connections across STEP I-lll, along with the corresponding
publications.



Research Structure and Key Findings

In STEP I, recommendations are provided to understand the needs of tar-
get users with motor impairments regarding assistive technologies and the
potential role of assistive robotic arms in addressing these needs. These rec-
ommendations stem directly from the user group and are derived through
an ethnographic study. Further, the concept of robot motion intent within
HRI is defined through a comprehensive scoping review, and its entities,
properties, dimensions, and relationships are clarified to enhance communi-
cation and collaboration among researchers. Based on the findings in STEP I,
STEP II delineates key factors influencing cooperation between humans and
Al-enhanced robots, explicitly focusing on motion legibility, integration of
user control input, and intervention possibilities. This step also presents a
new shared control application with diverse visualisation options for DoF
mappings and concludes with introducing the comprehensive AdaptiX frame-
work. Lastly, STEP III reports empirical concept evaluations of AdaptiX in
Virtual Reality (VR), Mixed Reality (MR), and Augmented Reality (AR) en-
vironments - consolidated under the term Extended Reality (XR) [95] - in
remote and laboratory studies. During the evaluation process, the frame-
work was improved based on the feedback received from each individual
evaluation, following a user-centred design process [106].

The individual sections reported in this thesis are embedded in two research
projects (MobILe: 165V7866K and DoF-Adaptiv: 16SV8565), supported by the
German Federal Ministry of Education and Research (BMBF). Here, I collab-
orated with different partners from TU Dortmund University, Westphalian
University of Applied Sciences, Frankfurt University of Applied Sciences, German
Research Center for Artificial Intelligence GmbH (DFKI), Friedrich-Wilhelm-
Bessel-Institut Forschungsgesellschaft mbH (FWBI), HIDREX GmbH, pi4_robotics
GmbH, and munevo GmbH. The aim of both research projects was to use
(semi-)autonomous robotic arms to support people with motor impairments
by enhancing user capabilities and supporting self-determined living.

I switch from I to the scientific plural we when referring to papers conducted
in collaboration with others. The contributing authors are clearly identified
in the Statement of Contributions following the last chapter of this work.


https://foerderportal.bund.de/foekat/jsp/SucheAction.do?actionMode=view&fkz=16SV7866K
https://foerderportal.bund.de/foekat/jsp/SucheAction.do?actionMode=view&fkz=16SV8565

Introduction

1.2.1 STEP I: Analysing User Needs and Robot Intent Commu-
nication

STEP I delves into the early stages before the ideation process by clarifying
user’s needs from their own perspective and by delineating the various con-
cepts associated with robot intent communication. The latter addresses the
necessity for a mutual understanding between humans and their robotic
assistants through a scoping review that clarifies various aspects of robot
motion intent within HRI. The former comprises an ethnographic study of in-
dividuals with motor impairments, specifically their execution of ADLs. This
study identified essential requirements for an assistive robotic arm tailored
to day-to-day tasks. The step centres around the guiding question:

Q1 How can legible Al-enhanced assistive robots be effectively integrated in
domestic care settings while accounting for subjective needs?

STEP I Key Findings

User-derived Recommendations: Current assistive technologies often
adapt solutions initially designed for the general population to ad-
dress the perceived needs of individuals with motor impairments, often
without direct involvement from the target group. Our ethnographic
study [P2] emphasises that structural, social, and collaborative concerns
exist and that they need to be addressed throughout the research process.
This approach yielded eleven recommendations for designing robotic
drinking aids, informed by the expressed needs and observed lived expe-
riences of our study participants. A significant finding from our research
is the frequent desire expressed by participants to spend time without
constant assistance, a need that can be met by developing effective and
safe assistive technologies. Focusing specifically on a drinking aid, the
positive adaptation of such technology would enhance access to hydra-
tion, a critical aspect often necessitating the presence of caregivers.
Moreover, our user-centred approach underscores the benefits of involv-
ing the target group in the early research stages to enhance the likelihood
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of future user acceptance of assistive technology. Finally, our utilisation
of Google Cardboard to simulate the use of a robotic arm offers an efficient
and flexible solution, showcasing the effectiveness of VR technology to
introduce HRI scenarios to users.

Intent Communication Model: Establishing effective communication
of a robotic system’s intent to users is essential for fostering collabo-
ration and preventing task failures in HRI. Based on insights from our
systematic literature review [P5], we devised a model for robot motion
intent communication. This model highlights the primary entities of
robot, intent, and human and identifies a communication flow among
them resembling the classic HCI model introduced by Schomaker [191].
A central finding from our research is the significance of factors such
as attention, state, and instruction, which often serve as essential pre- or
post-cursors for explicit motion intent communication. Furthermore,
we extracted several empirical findings that underscore the connection
between intent information and intent location. These insights are im-
portant for developing more legible feedback methods to foster a shared
understanding of robot behaviour. Our work supports researchers to
better align their work with the suggested dimensions, thereby making it
easier to assess and compare different studies (e.g., [137, 138, 192, 222]).

Related Publications: [P2] and [P5]

1.2.2 STEP lI: Concept & Design of Al-enhanced Assistive
Robotics

STEP II explores challenges linked to the collaboration between humans and
Al-enhanced robots to extract empirical implications - covering the chal-
lenges of legibility, user control, and intervention - and to fine-tune user
and system interactions. Based on these findings, a novel shared control ap-
proach - Adaptive DoF Mapping Control (ADMC) - is proposed, which utilises
the multi-dimensional mapping of a robot’s DoFs to allow for a simplified
control by the user with a low-DoF input device. Subsequently, a set of several
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feedback methods - involving visual and haptic modalities — were conceptu-
alised and developed accompanying ADMC to communicate suggested DoF
mappings. The step concludes with introducing and implementing the Adap-
tiX framework. This framework includes a VR simulation environment and
extensive customisation options, and as such, streamlines the integration
of the target group into the research process, reduces operational overhead,
and enhances overall efficiency.

The guiding question in STEP II is:

Q2 How can we engage in collaborative efforts with an Al-enhanced system
by reducing input complexity?

STEP II Key Findings

Challenges in Human-AI Collaboration for Assistive Robotics: Al-
enhanced systems can support users - especially when their interaction
modalities are limited - in controlling an assistive robotic arm. In our
work [P8], we identified three primary challenges associated with inter-
acting with an Al-enhanced assistive robot and derived corresponding
empirical implications. These insights were integral to the development
of the AdaptiX framework [P4].

Shared Control Approach: Expanding on prior research and related work,
we introduce ADMC, a context-aware shared control approach using mul-
tiple robot DoFs mapped onto a low-DoF standard input device (e.g., a
joystick) [P4]. This eliminates the need for complex multi-dimensional
input devices - which are often impractical for individuals with mo-
tor impairments - and reduces time-consuming mode switches during
Cartesian robot control. Adopting the ADMC approach can facilitate
the simplified and accessible operation of an assistive robotic arm for
ADLs, thereby increasing independence from constant human care and
company.

12
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Feedback of Directional Cues: We devised visual feedback methods
by leveraging insights from our research on robot motion intent com-
munication [P5]. These visualisations create a safe and collaborative
environment, allowing users to comprehend movement directions and
implications based on DoF mappings [P6]. Additionally, we demonstrate
the efficacy of vibrotactile haptic feedback in conveying directional cues
from the robot [P3]. This offers an alternative to visual feedback, catering
to individuals with visual impairments or addressing visual clutter from
augmented information in a given scenario.

Comprehensive Framework: Ensuring effective addressing of the target
group’s concerns and well-designed intent communication is impera-
tive for implementation of shared control systems in assistive robots.
Our AdaptiX framework [P4] facilitates the development and assess-
ment of robotic applications in-silico. It serves as a vital intermediary
between concept ideation, development, and evaluation, offering HRI
researchers enhanced flexibility and promoting efficient resource allo-
cation (e.g., [83]). Notably, using a virtual model during the development
stages simplifies the seamless integration of the target group.

Related Publications: [P3], [P4], [P5], [P6], and [P8]

1.2.3 STEP lll: Evaluating Interaction Design & Robot Intent
Communication

In STEP III, I present a visual approach to communicate the robot’s world
perception, ensuring object-aware navigation. Additionally, this phase in-
volves the evaluation of our AdaptiX framework and the ADMC shared control
approach. Using the XR framework introduced in STEP II, we conducted both
remote and laboratory studies, employing a virtual robot in a simulation
environment or a physical robot in the real world. The evaluations include
systems with varying numbers of DoFs for user input and exploration of
different input devices. The guiding question is:
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Q3 How does the AdaptiX framework support researcher in developing and

14

evaluating ADMC and other shared control approaches using low-DoF

input devices?

STEP III Key Findings

Number of Input-DoFs: In our initial evaluation [P1], we employed a
two-dimensional input for our shared control approach [P4], with ADMC
utilising one axis for Optimal Suggestion and the other for Adjusted Sug-
gestion. Participants raised concerns about the dynamically changing
mapping of combined DoFs and the two-DoF input device. Subsequent
studies [P9, P10] adopted a one-dimensional input for ADMC. Here, we
demonstrated that adaptive controls significantly reduce task comple-
tion time, average number of necessary mode switches, and perceived
workload compared to Cartesian control.

Suggesting an Updated DoF Mapping: Leveraging the benefits of adaptive
controls, we conducted a comparison between two ADMC variants: Con-
tinuous and Threshold, distinguished by the time of suggestion communi-
cation to the user [P9] via legible and straightforward visualisations [P7].
We found no significant differences between Continuous and Threshold,
which suggests that both discrete and continuous communication of
movement suggestions enable users to efficiently utilise adaptive control
methods. Qualitative interviews further supported these findings.

Exploring Input Devices: Expanding on the Threshold variant of ADMC,
we employed AdaptiX to assess three distinct input devices for command-
ing a physical assistive robotic arm: a motion controller, assistive buttons,
and a head-based approach [P10]. Although all participants successfully
controlled the robotic arm with each input device to accomplish the
project task, the study’s results underscore the heightened effectiveness
of hand-operated input methods compared to a head-based interaction
approach.

Related Publications: [P1], [P4], [P7], [P9], and [P10]



Contribution

1.3 Contribution

Assistive technologies empower individuals with disabilities by promot-
ing self-determination and independent living [203], reducing dependence
on human caregivers [10, 151], and enabling people to stay in their own
homes [87] - a key consideration in an ageing population [3]. However, these
systems are often designed for the target group with limited input from the
community. Adopting a user-centred design process enhances user accep-
tance of upcoming assistive technologies by incorporating users’ insights
into their respective capabilities and needs [86, 98]. Building on this perspec-
tive, this thesis delves into the research process, presenting user-derived
recommendations for an assistive drinking aid [P2] and a robot intent com-
munication model [P5]. The model aids future researchers in aligning their
work with suggested dimensions, facilitating the assessment and comparison
of HRI studies.

We built on Goldau and Frese’s two-dimensional shared control approach [84]
and extended it into three-dimensional space, thereby increasing the po-
tential DoFs and enabling a more precise representation of ADLs [P4]. It
mitigates the need for complex - and often impractical for individuals with
motor impairments - multi-dimensional input devices and time-consuming
mode switches during Cartesian robot control through DoF mappings. For
an legible behaviour, we developed visual and haptic feedback methods to
communicate the resulting movement direction [P3, P6], including an arrow-
based gizmo visualisation approach, in the AdaptiX framework.

The comprehensive AdaptiX framework, with its modular architecture and
additional functionality, facilitates the development and evaluation of assis-
tive robot control applications in-silico and in real-world settings, offering
enhanced flexibility, promoting efficient resource allocation, and integrating
the user group into the research process. Moreover, this thesis evaluates the
AdaptiX framework and ADMC shared control approach. AdaptiX effectively
enables the research of new interaction designs and feedback techniques
in-silico, supporting real-time suggestions by user attention guiding. It also
allows quick assessments of different input devices through its standardised
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User Input Adapter, successfully serving as an interface between the physical
robot and virtual communication via a XR Head-Mounted Display (HMD).

Research Contribution

This thesis contributes to Al-enhanced assistive robotics in domestic care
settings through three key advancements. First, it provides an under-
standing of user needs regarding assistive technologies and delineates
various concepts associated with robot motion intent communication.
Second, the innovative shared control approach ADMC is presented,
which generates DoF mappings based on the situational HRC task and
communicates them as suggestions to the user. Third, the XR framework
AdaptiX is introduced and evaluated for in-silico development and eval-
uation of multi-modal interaction designs and feedback methods for
shared control applications. This work effectively narrows the research
gap by facilitating the development and evaluation of shared control
approaches while simplifying user integration into this process.
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BACKGROUND AND DEFINITIONS

Chapter Two contextualises the thesis within the current HRI / HRC research
landscape and defines foundational terminology essential for subsequent
discussions. Key focal points include assistive robotics in domestic care,
applications of shared control methodologies, and the implementation of
multi-modal feedback strategies.

2.1 Human-Robot Interaction & Collaboration

The term robot encompasses a diverse array of (semi-)automated devices
characterised by varying capabilities, technologies, and physical forms [88].
These versatile entities have the potential to contribute to our daily lives by
providing assistance in workplaces, aiding with household tasks, and even
accompanying us in public spaces [4, 17, 139]. Despite variances in DoFs and
mobility among these cyber-physical systems, their diverse applications can
augment human capabilities and improve efficiency [74]. Initially champi-
oned in industrial settings, robots performed strenuous tasks like manipu-
lating and welding heavy components, typically within confined areas [102,
229]. And while they were originally viewed as mere tools to be operated
remotely by human workers [187, 236], their evolution in functionality and
purpose has been remarkable. The advent of lightweight materials [50, 85,
134] and the integration of safety sensors [55, 175, 225] enabled robots to
become more adaptive to human presence, facilitating them to shut down or
adjust operations when humans are in close proximity or when encountering
resistance [78, 92, 188].

These advancements have led to the emergence of cell-less HRI [18], facili-
tating innovative applications like collaborative assembly tasks [196], craft-
ing [173], or assisting people with disabilities in their daily activities [170]. A
comprehensive review by Ajoudani et al. investigated various approaches
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to HRI, charting their evolution and emerging adoption over the past two
decades [4]. They highlight the success of combining human cognitive skills
- intelligence, flexibility, and responsiveness - with the precision and ca-
pacity for repetitive tasks inherent in robots. To delineate the spectrum of
human-robot teaming, Matheson et al. categorised various types of cell-less
HRI based on the degree of interaction proximity [143]. These include coex-
istence (sharing the same space at different times), synchronised (occupying
the same space but not concurrently), cooperation (no spatial or temporal
separation but working on separate tasks), and collaboration (jointly working
on a task with interdependent actions).

These categorisations underline the importance of communication and trans-
parent interaction in successful HRI. While advancements in human-aware
navigation primarily focus on enabling robots to interpret and respond to
human behaviour [126], it is equally imperative to facilitate humans’ under-
standing of robotic conduct [124]. As highlighted by Matheson et al., the
increasing physical intermingling of humans and robots accentuates the
significance of effectively communicating robot motion intent for safe and
efficient collaboration, constituting a foundational aspect of explainable
robotics [143].

2.2 Assistive Robotics in Domestic Care

Optimising and streamlining collaborations becomes particularly important
when designing for vulnerable user groups, such as with assistive technolo-
gies for people with motor impairments. Assistive robotics have the potential
to substantially enhance independence and improve care by providing sup-
port and alleviating the burden on caregivers, thereby improving the quality
of life for those requiring care [22, 36, 101, 117, 148, 214]. Exactly how assistive
robotic systems can assist individuals with motor impairments has gained
increasing attention in research. Notably, the Robots for Humanity project
led by Chen et al. [43] and a seminal study by Fattal et al. [66] examined the
feasibility and user acceptance of such technologies. While the ultimate aim
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is to fully (re-)integrate individuals with motor impairments into professional
and social spheres, a recurring observation in their works is that current assis-
tive technologies primarily focus on enabling the performance of ADLs [174].
These actions range from fundamental tasks such as eating and drinking to
more complex activities like grooming and dressing [47].

Ongoing technological advancements are continually expanding the capabil-
ities and enhancing the performance of cobots in the tasks they can perform
for - and with - their users. In a study by Gallenberger et al., camera systems
and machine learning were integrated into an autonomous robotic feeding
system to identify food types and plan the picking and delivery process to
the user’s mouth [75]. Another approach, as detailed by Canal et al., used a
learning-by-demonstration framework for feeding tasks [36]. These projects
highlight robotic capacity to autonomously complete tasks with minimal
user intervention, focusing on the technical aspects of developing assistive
technology rather than fine control by users. This emphasises that imple-
menting safe and user-friendly robotic solutions can fundamentally improve
the quality of life for individuals requiring assistance [185]. Additionally, by
assisting caregivers in their responsibilities and even facilitating certain tasks
to be accomplished without human assistance, the overall quality and acces-
sibility of care are enhanced [125]. The resulting increase in independence is
particularly beneficial for individuals with motor impairments, meeting the
community’s desire for extended periods of alone-time and privacy [168].

In their research, Drolshagen et al. discovered that individuals with disabili-
ties generally adapt well to working alongside cobots, even in close proxim-
ity [59]. Overall, robotic assistance tends to be positively received by people
with motor impairments, especially when their specific needs are considered
in the design process [67], and when sufficient oversight is provided to ensure
a sense of security [24]. As such, effective communication of the robot’s mo-
tion intent emerges as a crucial factor for achieving high acceptance among
end users. These findings are corroborated by Beaudoin et al., who investi-
gated the long-term usage of the Kinova Jaco - a robotic arm representing a
notable advancement in assistive technology [19]. Their study covered various
themes, including improvements in daily task capabilities, satisfaction levels
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with the Jaco system, psychological impacts, and the broader implications for
users and their caregivers. According to Beaudoin et al., nearly all participants
reported increased autonomy in certain aspects of life and noted positive
psycho-social effects. Notably, a marked success was the improved ability of
participants to drink independently using the Kinova Jaco, thereby reducing
their dependence on human assistance while simultaneously increasing their
well-being and health through continuous access to beverages [35, 49, 97].

2.3 Shared Control Applications for Robots

The appropriate level of autonomy in assistive robots is a common point
of contention. Highly autonomous systems [218] that reduce user interac-
tion to mere oversight have been found to elicit stress [176] and feelings of
distrust [242] among users. Conversely, at the other end of the spectrum,
manual controls with only minor adjustments to the user’s input [201] can be
challenging, or even impossible, for users with certain types or degrees of
impairments to operate [43, 112]. Shared control presents a middle ground
by integrating manual user operation through standard input devices with
algorithmic assistance from computer software to adjust the resulting mo-
tion. This approach addresses concerns associated with purely autonomous
systems and manual controls [1]. In shared control, there is a collaborative
effort between the user and the robot on the operational level, empower-
ing individuals with motor impairments to actively participate in their care.
Consequently, such methods can enhance the sense of independence and im-
prove ease of use compared to entirely manual controls [70]. By maintaining
a balance between autonomy and user involvement, shared control systems
can provide a more acceptable and comfortable experience for individuals
relying on assistive technologies [90, 181, 220].

A distinct approach is the shared control system proposed by Goldau and
Frese [84]. This system integrates the cardinal DoFs of a robotic arm based on
the situational task and aligns them with a low-DoF input device. The process
involves attaching a camera to the robotic arm’s gripper and using a Convolu-
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tional Neural Network (CNN) trained on ADLs performed by individuals with-
out motor impairments [84], akin to the learning-by-demonstration method
used in autonomous robots [36]. The CNN then provides a set of re-mapped
DoFs, ranked according to their predicted effectiveness for the given situation,
allowing users to execute a variety of movements as required. Furthermore,
this CNN-based approach offers extensibility, as it can be trained to distin-
guish between many different situations, enhancing its practicality for every-
day use. In their proof-of-concept study, which involved a two-dimensional
simulation environment featuring a robotic gripper representation and a
target object, Goldau and Frese [84] observed faster task execution with the
proposed system than manual controls. However, users perceived the shared
control approach as more complex, expressing their preference for a more
extensive training phase - even in this low-DoF environment. Their findings
highlight the need for more intuitive and responsive interaction feedback
when controlling a robot.

My research in Al-enhanced assistive robotics builds on Goldau and Frese’s
approach, but extends it from two dimensions to three-dimensional space.
This extension increases the potential DoFs, enabling a more precise repre-
sentation of ADLs. By incorporating additional functionality, visualisations,
and a Robot Operating System (ROS) integration, my work facilitates the
development and evaluation of innovative interaction and control methods
based on a shared control approach.

2.4 Multi-Modal Feedback Methods

Safe and effective HRC relies on a seamless communication of robot motion
intent [143]. The subsequent sections offer an overview of multi-modal feed-
back methods designed to convey directions and guide the user’s attention
effectively .
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2.4.1 Directional Visualisations

In recent years, AR technology has increasingly been applied in HRC con-
texts [13, 56], with much prior research focusing primarily on HMDs, Mobile
Augmented Reality (MAR), and Spatial Augmented Reality (SAR) to visualise
robot motion intent [93, 184, 228]. Rosen et al. showed that AR could offer
significant improvements over traditional desktop interfaces in visualising
intended robot motions [184]. Their study demonstrated that a AR/MR HMD
allows humans to determine where the robot is going to move more quickly
and accurately compared to existing two-dimensional baselines. However,
existing literature predominantly addresses visualising motion intent for
autonomous robotic systems [9, 38, 52, 93, 209, 230]. These studies explore
how AR can effectively communicate the planned trajectory or behaviour of
robots, thereby enhancing predictability and safety in shared environments.
In their comprehensive literature review, Suzuki et al. examined the inter-
play between AR and robotics in greater detail, highlighting the potential
of AR-based visualisations for conveying information such as movement
trajectories or the internal state of the robot [212]. Their work underscores
the potential of AR technologies in enhancing communication between hu-
mans and robots, which is crucial for safe and efficient HRC. However, their
review does not delve deeply into the specific categorisations or intricacies
associated with intent, suggesting a need for further research in understand-
ing and classifying its multifaceted nature. Moreover, limited attention has
been given to communicating suggestions for robot intentions and associated
control modalities. This approach not only displays the robot’s current or
planned actions but also provides users with intuitive interfaces and feedback
mechanisms to understand and influence these actions.

In my research, I am using different XR feedback technologies, including VR,
MR, and AR. Within this research scope, we implement visual feedback by
simulating AR in a VR environment and utilising directional cues registered
in three-dimensional space. This method allows users to comprehend var-
ious movement directions for both actual control and the suggested DoFs
combinations. A primary strategy involves the use of arrows, a straightfor-
ward and universally understood visualisation technique as demonstrated
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in prior works [197, 200, 228]. The overarching goal is to provide users with
an intuitive and efficient means to interpret and interact with the suggested
movements and controls of the robotic system.

2.4.2 Vibrotactile Haptic Feedback

Research on vibrotactile signals as a feedback modality highlights their effi-
cacy in directing attention, guiding actions, and conveying patterns [94, 96,
231]. Barralon et al. conducted a study on pattern recognition using a vibro-
tactile belt equipped with eight actuators, where participants were tasked
with selecting the correct corresponding visual representation [16]. Lee and
Starner proposed BuzzWear, a wearable tactile display with three vibration
actuators designed for notification purposes by modulating intensity, pattern,
direction, and starting point [131]. Their findings show that after 40 minutes
of training, subjects could already distinguish between 24 patterns with up
to 99% accuracy. Vibrotactile haptic feedback finds application in guidance
contexts as well. Lehtinen et al. conducted a study using a vibrotactile glove
to assist in a visual search task on a flat plane displayed on a wall [132]. Their
findings showcased that the impact of visual complexity can be significantly
mitigated through enhanced spatial precision in the guidance provided.

However, while certainly successful for specific tasks, a prevalent challenge
in tactile displays is their limited resolution. To address this constraint, re-
searchers have turned to tactile illusions for simulating smooth movement
patterns [46], such as Phantom Sensations [6, 169], Apparent Tactile Motion [33,
119, 195], and the Cutaneous Rabbit illusion [79, 149, 180, 205]. Tan et al. per-
formed a study using a 3 x 3 tactile display, employing the Cutaneous Rabbit
sensation to communicate eight two-dimensional directional cues. They
achieved successful cue recognition, demonstrating the attainable spatial
resolution when using vibrotactile haptic feedback [213]. While prior re-
search has predominantly concentrated on two-dimensional directional cues
(e.g., [213]) or enabled users to feel directions as they approach with their
hand (e.g., [94]), our objective is to convey three-dimensional directional
cues. We extend the work established by Tan et al. [213] for communicating
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two-dimensional directions and expand upon it by combining their base with
pulse or intensity mapping to also communicate the gradient. This novel
approach leverages vibrotactile feedback for more nuanced and spatially
aware interactions, potentially improving user navigation and understanding
of robotic movement or environmental cues.

2.4.3 Feedback Modalities for User Attention Guidance

In shared control systems, directing user attention to the robot’s assistance is
imperative to prevent potential hazards such as collisions [172]. This becomes
especially important when either party manoeuvres the robot in a manner
that might exacerbate the situation or when something out of the ordinary
happens. Various feedback modalities have been proposed to guide user
attention as a supplementary feedback mechanism alongside AR [26, 40,
159]. Incorporating multi-modal feedback - including auditory, visual, and
tactile/haptic signals - improves system predictability and user response,
thus facilitating prompt and informed decision-making.

Similar strategies are employed in autonomous vehicles, which issue Take-
Over-Requests (TORs) for the human operator to regain control in complex
situations [8, 239]. This TOR prompts the driver to assume manual control of
the vehicle to prevent a collision or to drive in areas the vehicle cannot handle
autonomously. Auditory, visual, and tactile/haptic modalities are commonly
used for TORs [240] - either as a single sensory input [172] or a combination
of multiple variants [171]. Simulation studies, along with research on reaction
times to different sensory stimuli, indicate that multi-modal feedback results
in the lowest possible reaction times in shared control systems [31, 57, 123].
By integrating these feedback mechanisms, existing assistive robotics can
enhance safety and efficiency. Many systems including robots are already
equipped with screens, speakers, and vibration motors, facilitating the addi-
tion of robust, multi-modal feedback and - thereby - improving the overall
effectiveness of shared control systems. Based on these insights, I propose
using multi-modal feedback as an effective means to convey an update to
suggestions for DoF mapping and to garner user attention.
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The availability of context and the use of context in interactive
applications offer new possibilities to tailor applications and systems
on-the-fly to the current situation. However, context influences and
often fundamentally changes interactive systems.

- A. Schmidt [190]

Chapter Three delineates the contributions of ten research papers centred
on designing and developing interaction and feedback modalities for assis-
tive HRC. In the initial stage - STEP I - the discussion revolves around two
papers: [P2], which analyses user needs and concerns regarding assistive
robotic arms, and [P5], which covers a comprehensive literature review on
how robots communicate their intent. STEP II details the concept and de-
sign of Al-enhanced assistive robotics, beginning with the development of
a shared control approach by mapping DoFs [P4, P8]. It further examines
different approaches for communicating these DoF mappings, including visu-
alisations [P6] and vibrotactile haptic feedback [P3]. Further, a transitional XR
framework is introduced, serving as an innovative in-silico testbed environ-
ment which can be used throughout the research process and for evaluating
shared control applications in user studies [P4]. Publication [P4] contributes
to STEP II and STEP III, with the former concentrating on the framework’s
development and the latter exploring its practicality through remote [P1] and
laboratory studies [P9, P10], employing a virtual robot in a simulation envi-
ronment or a physical robot in the real world. Due to revisions between these
user studies, AdaptiX was evaluated in different versions. Lastly, STEP III
details the development and evaluation of visualisations communicating the
robot’s environment perception to the user, particularly in terms of detected
obstacles [P7]. Each step includes specific research questions, an introductory
summary, and detailed insights from the corresponding papers.
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Al-enhanced DoF Mapping

1-DoF Input DoF Mapping Feedback
Mode Switch Update of DoF Mapping

Control Robot / Read Data

Figure 3.1: Overview of the Al-enhanced DoF mapping concept, including the im-
portant entities for collaboration: the user, the control system, and the robotic arm.

The system proposed in this thesis adopts an Al-enhanced DoF mapping
concept to enable users to control a high-DoF robotic arm with a single-DoF
control input (see Figure 3.1). By generating a combination of several DoFs,
the system suggests a mapping for multi-dimensional movements of the
robotic arm. This mapping, along with any updates to it, is conveyed to the
user through multi-modal feedback. By manipulating a single-DoF input
device, users can control the robot along the generated DoF mapping. Addi-
tionally, they have the option to perform a mode switch to activate another
combination of DoFs. By combining the user input and the activated DoF
mapping, the system regulates the robotic arm and ensures the intended
robot movement by interpreting its data.

3.1 STEP I: Analysing User Needs and Robot Intent
Communication

STEP I explores user needs and concerns towards an Al-enhanced assistive
robotic arm, as well as the factors influencing effective robot intent com-
munication. Centred on supporting individuals with motor impairments in
ADLs, the first research question (RQ) arises from the recurrent challenges
faced by the target demographic, compounded by the diverse spectrum of
impairment types and severity levels:
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RQ1.1 What are the essential needs of individuals with motor impairments
for an assistive robotic arm?

To address RQ1.1, I present the findings of an ethnographic study, resulting
in recommendations for the embedding of assistive robotic arms in the users’
day-to-day life [P2]. Through interviews and in-situ observations conducted
in participants’ homes, we obtained a comprehensive understanding of user
needs regarding their care, thereby giving the community a voice in the
research process.

As robots gain greater autonomy, their interactions with humans in shared
spaces become more frequent. This necessitates the development of a mu-
tual understanding between humans and their robotic counterparts, as high-
lighted in research question:

RQ1.2 How can robots effectively communicate their intended movement,
and what comprises this intent?

In response to RQ1.2, I propose a robot motion intent model based on a scop-
ing review [P5]. Our review seeks to clarify the definition, properties, and
relationships of robot motion intent within the field of HRI. Furthermore,
the study offers an extensive overview of the various types of visualisations,
modalities frequently used in communicating robot motion intent, along with
derived empirical implications, and suggests numerous avenues for future
research.

3.1.1 Ethnographic Study of User Needs

Assistive technologies are increasingly recognised as a meaningful addition in
domestic care settings, capable of reducing the need for constant human sup-
port and providing opportunities for individuals with physical impairments
to regain some level of independence [168]. However, studies conducted by
Klein [121] and Merkel and Kucharski [153] highlight cases of non-acceptance
and non-use. They advocate for a shift towards devices that are better aligned
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with the needs of the target group. Similarly, Vines et al. recommend involving
future users in the developing progress to enhance product acceptance [227].

In our ethnographic study [P2], we explored user perspectives regarding
potential systems assisting with drinking and eating tasks. Through inter-
views and in-situ observations involving 15 users with motor impairments, we
gained a situational perspective and derived a set of requirements towards
assistive technologies. The interviews were structured into four sections,
covering participants’ living situations, attitudes towards eating and drinking,
required levels of assistance, and preferences for an ideal robotic aid. To
introduce participants to the concept and to simulate a close-contact setting,
we employed a Google Cardboard [89] with a stereoscopic video featuring
our laboratory robot setup. This lightweight solution proved essential since
interviews took place in participants’ homes. The video depicted a robotic
arm delivering a glass of water to the user’s face, with the original sounds of
the robotic aid increasing the authenticity of the experience. Focusing on
participants’ consumption of food and drinks with the assistance of their care-
givers, the in-situ observations recorded the relative location of the assistant,
methods employed, and communication between both parties. Based on our
analysis, we derived a set of eleven recommendations for a robotic drinking
aid. These recommendations are categorised into three groups addressing
structural, social, and collaborative concerns, as illustrated in Figure 3.2.

#1 Dimensions of the #3 Taking Design #4 The Care Situation (DD I?eslgn
. . R #8 Ease of Use and Interaction
Robotic Arm Seriously and Social Aspects
Technology
#2 Physical . L1y R?bOtIC Arm s #11 Robotic Arm as a
#5 Safety #6 Privacy/Autonomy Combined Drinking .
Attachment . N General Aid
and Eating Aid
#7 Data Privacy and
Security
Structural Concerns Social Concerns Collaborative Concerns

Figure 3.2: User derived set of recommendations that support researchers and
practitioners in designing assistive robots, categorised into three groups addressing
structural, social, and collaborative concerns.

Consistent with the findings of Fattal et al. [66] and others [153, 216], our
results indicate structural concerns expressed by our participants. Conse-
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quently, our findings underscore the necessity for recommendations per-
taining to the physical characteristics of the robotic arm and attachment
site. Participants further emphasised the importance of limiting the total
number of assistive systems in their homes. Consequently the ideal versatile
robotic aid should perform multiple tasks, supporting many different ADLs.
A crucial insight revealed participants’ desire to spend time without their
assistants, which requires them to complete ADLs on their own with robotic
support. This autonomy would promote independent and self-determined
living [30], while simultaneously alleviating caregivers and addressing the
well-documented caregiver fatigue [114]. Participants particularly valued the
inclusion in the design process of a device developed specifically for them.
The VR environment of the Google Cardboard allowed us to virtually bring the
robot to the participants and mitigated logistic challenges. This involvement
fosters a sense of ownership and ensures that the resulting recommendations
are finely attuned to their unique needs. Beyond the individual impact, these
recommendations represent a crucial step in bridging the gap between tech-
nological design and the nuanced contexts of the target group and - as such -
increase acceptance of future assistive technology within the community.

3.1.2 Scoping Review: Robot Motion Intent

As robots increasingly operate within shared spaces alongside humans, their
growing autonomy - especially in close-contact interactions - underscores
the need for a mutual understanding. While robotic research addresses this
challenge from sensory and path planning perspectives, as seen in human-
aware navigation [126], the field of HRI focuses on enhancing human compre-
hension of robot behaviour [25, 184, 228]. However, the intricacies of human
communication often get lost in this context, requiring an understanding of
robotic behaviour from its own frame of reference. Yet, progress in this area
is impeded by the lack of a clear definition of robot motion intent. The usage of
this concept is often ambiguous, encompassing various aspects without con-
sistent definition or specification by researchers. Instead, similar underlying
ideas have been explored in the literature under terms such as conveying
the inner state of a robot [215], communicating a spatial perception of the
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outside world [27], or expressing a forthcoming/planned movement, either
directly or indirectly [39, 146].

To investigate essential and current themes in robot intent communication,
we conducted a scoping review [P5], following a multi-step process in accor-
dance with the Preferred Reporting Items for Systematic Reviews (PRISMA) [166]
guidelines. The analysis revealed that several papers either presented, com-
bined, or empirically compared multiple intents. Consequently, we systemat-
ically extracted all individual intents from the paper corpus (n= 77), resulting
in a total of 172 unique intents. Analysing the identified intents, we mapped
the primary entities robot, intent, and human, and identified a communication
flow among them resembling the HCI model proposed by Schomaker [191].
Reflecting on all entities, our analysis of the intents revolved around: 1) why
they were communicated (goal), 2) who communicated them (robot), 3) what
they communicated (intent), 4) to whom they were communicated (human),
and 5) in which circumstances they were communicated (context). Dimen-
sions, categories, and properties emerged from the data through an open
coding process of the extracted answers. Specifically, we identified the kind
of robot, location of intent, type of intent, information of intent, and role of
human as our dimensions with the resulting intent communication model
shown in Figure 3.3.

Role

Type

Kind Location Information

- Robotic Arm - On-Robot - Motion - Spatial - Collaborator
- Humanoid - On-World - Attention - Temporal - Observer
- Mobile Robot - On-Human - State - Coworker

- Bystander

- Instruction

Figure 3.3: Overview of the intent communication model from robot to human. The
three entities (i.e., robot, intent, human) and their dimensions are derived from our
literature corpus [P5]. The flow of communication parallels the human-computer
interaction model from Schomaker [191].

By delineating the dimensions of intent information, we found that the spatial
property plays a significant role. Information registered in space establishes
a direct connection between real-world objects and displayed information,
whereas information unregistered in space lacks this immediate link, re-
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quiring an additional mental step to establish the connection. Consequently,
conveying information unregistered in space may be less intuitive, prompting
researchers to explore various combinations of information to mitigate this
challenge. Findings addressing the spatial property indicate that both discrete
and continuous information are effective for communicating intent, with
the combination of these two forms proving to be the most practical method
in conveying robot intent. Additionally, for the intent location dimension,
we found that most of the review’s corpus leans towards presenting intent
information as close as possible to the robot’s target to ensure a comprehen-
sive situational understanding by the user. Most importantly, our scoping
review emphasises the need for a broader perspective on robot motion intent,
revealing that it encompasses intent types that may initially appear unre-
lated to motion. Our analysis identified attention, state, and instruction as
crucial elements, often serving as necessary pre- or post-cursors for effective
communication of explicit motion intent.

3.1.3 Summary & Next Steps

STEP I embodies two aspects, with the first focusing on gathering in-
formation and analysing user needs regarding an assistive robotic arm
(RQ1.1), while the second delves into the examination of prior usage of
robot motion intent in the literature (RQ1.2).

Ensuring the effectiveness of assistive technologies relies on usability
for the target group. End users, being the most knowledgeable about
their capabilities and needs, play a key role in determining the opti-
mal interaction methods with robotic devices. Hence, considering the
user’s preferred collaboration mode, whether high-level (e.g., command-
based) or manual (e.g., joystick-, button-based), becomes imperative.
Equally essential is transparent communication of the current mode
to users and their human assistants. By extending our interviews with
a stereoscopic video of our laboratory robot setting, we observed that
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VR simulation solutions can prevent excessive workload of the possibly
vulnerable users during the research process and accelerate prototyp-
ing [219]. Furthermore, partially focusing on the research process in
simulation - as seen here by using Google Cardboard - helps alleviate
the challenges posed by the bulky, expensive, and intricate nature of
assistive robotic arms. Presenting new interaction and control options
becomes much less time-consuming while simultaneously excluding
potentially dangerous close-contact situations with users before glitches
are managed [P2].

Our scoping review reinforces the demand for a more holistic under-
standing of robot motion intent, which encompasses various intent cate-
gories initially seeming unrelated to motion [P5]. However, our analysis
uncovers that attention, state, and instruction consistently serve as essen-
tial prerequisites either before or after conveying explicit motion intent.
Tailoring approaches for different types of intent, intent information,
and intent location provides an opportunity for multi-modal feedback.
This not only informs the user about the robot’s intended movement but
also offers a chance for timely intervention.

3.2 STEP ll: Concept & Design of Al-enhanced As-
sistive Robotics

In STEP II - guided by the findings of STEP I - I explore shared control applica-
tions, analyse challenges associated with human-AI collaboration and derive
empirical implications from this. Based on these insights, I introduce the
concept of our ADMC shared control approach, which generates and suggests
DoF mappings to the user. Subsequently, visualisations and a vibrotactile
haptic communication approach for these DoF mappings are conceptualised.
The step concludes with the introduction and implementation of the AdaptiX
framework, which facilitates both the development and evaluation of shared
control applications.
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Several challenges complicate the effective development of shared control ap-
proaches, potentially hindering progress if not adequately addressed. Highly
autonomous systems [218] reduce the amount of required user interaction
but may induce stress [176] and feelings of distrust in users [242]. On the other
hand, manual controls [201] can be challenging, or even impossible, due
to user motor impairments [43, 112]. Developing successful shared control
systems for assistive technologies necessitates extensive experimentation,
fine-tuning, and a delicate balance between user and robot control input [130]
to reconcile the advantages and disadvantages of the autonomy spectrum
extremes. Additionally, there is a noticeable gap in understanding optimal
system strategies for specific situations and the diverse user profiles within
the target user group, leading to the research questions:

RQ2.1 What considerations are essential when designing shared control ap-
plications?

To address RQ2.1, insights from two research projects are presented, as de-
tailed in [P8] and [P4]. The former delineates three main challenges when
interacting with an Al-enhanced systems, while the latter introduces our
novel shared control approach - ADMC.

RQ2.2 How can an intended movement direction by DoF mappings be com-
municated?

To communicate the recommended movement direction to the user (RQ2.2),
I examine various visualisation concepts from our work [P6]. Additionally, I
introduce a feedback concept that goes beyond visualisations by utilising vi-
brotactile haptic feedback, as explored in our HaptiX concept and subsequent
evaluation [P3].

RQ2.3 How can logistical burdens be reduced and the target group be better
involved in the research and evaluation process?
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To include the target group during the research and evaluation process while
simultaneously reducing logistical burdens associated with in-home robot
installations and laboratory visits (RQ2.3), I propose a comprehensive XR
testbed environment [P4] for the in-silico development and evaluation of
Al-enhanced shared control approaches and multi-modal feedback meth-
ods [P4]. In assistive robotics, the customisation of visualisation, feedback
modalities and - maybe most importantly - the selection of suitable input
devices [12] is paramount to address individual needs and abilities, recog-
nising the absence of a one size fits all solution [105]. AdaptiX, featuring a
VR simulation environment and extensive customisation options, not only
facilitates the integration of the target group into the research process but
also reduces operational overhead and enhances overall efficiency. The open
source AdaptiX framework presented in this thesis is available for use by
future researchers.

3.2.1 Human-Al Collaboration in Assistive Robotics

Current HRI research highlights a significant challenge faced by developers:
optimising the autonomy level of assistive robots [130]. Striking a balance is
crucial, as purely autonomous systems [218] - where users primarily issue
high-level commands for the robot to execute - may diminish user interaction
and trust. On the other end of the spectrum, manual controls [201], with only
minimal alterations to the user’s input, could prove impractical for users
with specific impairments [117, 176, 242]. Various approaches are currently
in use across different settings to achieve a balance, including time-optimal
methods [103], blended mode switching [65], shared control templates [178],
and body-machine interfaces [107]. These shared control approaches - com-
bining manual input with algorithmic assistance - represent a promising
research direction. However, drawing from the relevant literature identified
in [P4, P8], we delineated three main challenges when interacting with an
Al-enhanced assistive robot [P8]. Addressing these challenges is crucial for
establishing the viability of shared control solutions.
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Al Legibility: While objectively the robot system is designed to act in the
user’s best interest, user trust is not guaranteed. Establishing trust
necessitates transparency and legibility that users can comprehend.
Additionally, users should be able to intervene in the robot’s control in
the event of errors or incorrect suggestions for interaction. Effective
communication of intent also involves capturing or guiding the user’s
attention, which, in turn, may require employing multi-modal stimuli
tailored to the situation and user capabilities.

Al User Control: Prioritising user control presents challenges in robot inter-
action, where the complexity and DoF limitations of available input
devices can pose usability issues. To achieve an optimal shared control
balance, we propose starting with a minimised set of user interactions
and increasing that on demand, depending on the individual capabili-
ties. While optimal ways of accomplishing a goal may require complex
intervention from the robot, such interventions may be challenging for
users to understand and, therefore, trust. A low DoF of the user input
further allows a more extensive selection of specific input devices to
be used to control the robot.

Al Intervention: The aim is to keep users in the loop so that they can in-
tervene appropriately whenever the Al reaches its limits. However,
avoiding the imposition of sole decision-making on the user is crucial
to mitigate cognitive demand and temporal delays. Optimal efficiency
is achieved through the implementation of a four-eye principle, where
the Al operates with implicit user consent until intervention becomes
necessary to fulfil the task’s goal.

Previous research (e.g., [174]) has demonstrated that pick-and-place tasks are
ubiquitously necessary to perform ADLs. Consequently, it is important that
shared control applications are implemented first for these straightforward
tasks before more complex sequences are examined. If users encounter
difficulties in comprehending shared controls for pick-and-place tasks, it
is plausible that more intricate tasks could lead to additional frustration.
Therefore, we designed and optimised our initial version of ADMC to perform
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pick-and-place tasks with an assistive robotic arm. Our work highlights the
benefits and importance of sensible interaction design, which addresses these
challenges and requires both a deep understanding of and interconnection
with the AI technology.

3.2.2 The Adaptive DoF Mapping Control Concept

The original adaptive concept presented by Goldau and Frese involves inte-
grating the primary DoFs of a robotic arm based on the current context and
aligning them with a low-DoF input device [84]. This alignment is achieved
by attaching a colour-and-depth camera to the robotic arm’s gripper and
training a CNN using individuals without motor impairments to perform
ADLs, akin to the learning-by-demonstration approach used in autonomous
robots demonstrated by Canal et al. [36]. In a proof-of-concept study, Goldau
and Frese compared the control of a simulated two-dimensional robot using
manual controls and CNN-based controls. While their approach showed the
successful usage of DoF mappings, it lacks integration into realistic real-world
scenarios.
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Figure 3.4: Concept of ADMC using a CNN. (a) Control pipeline for proposed adap-
tive shared control and (b) matrix representation of DoF mappings: columns repre-
sent input-DoFs, rows represent output-DoFs, and subsets represent modes [P4].
Two columns were added to represent zero movement mappings in Finger Mode.

Building on Goldau and Frese’s methodology [84], our work [P4] extends their
approach from two dimensions to three-dimensional space. This expansion
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increases the number of potential DoFs, allowing for a more accurate rep-
resentation of ADLs within our framework. In our adaptive DoF mapping
concept - denoted as ADMC - the objective is to offer a set of DoF mappings
arranged by their effectiveness in executing the pick-and-place task used in
our experiments. These DoFs mappings (see Figure 3.4) are suggested by a
rule engine (e.g., a CNN or script-based approach). The concept of usefulness
assumes that maximising the cardinal DoFs of the robot aligned with an
input DoF while progressing toward the next goal is the most advantageous
approach.

This optimal DoF mapping suggestion is considered the preferred choice,
primarily due to a substantial reduction in the need for mode switches when
multiple DoFs are consolidated into a single motion. Combining more DoFs
- provided it is suitable for the given context - minimises the necessity for
mode switches. Consequently, the DoF mappings are organised based on the
number of DoFs they combine. Additionally, alongside the Optimal Suggestion,
a second suggestion is presented, representing an orthogonal variation of the
first suggestion. This second option offers the highest degree of variability in
spatial direction while keeping the number of combined DoFs unchanged.
Users may find this secondary suggestion valuable for adjusting their position
while maintaining a sensible orientation toward the next goal. The following
DoF mappings were employed:

Optimal Suggestion: Combining translation, rotation, and finger movement
(opening and closing) into one suggestion, causing the gripper to move
towards the target, pick it up, or release it on the intended surface.

Adjusted Suggestion: An orthogonal suggestion based on Optimal Sugges-
tion but excluding the finger movement. Allows the users to adjust the
gripper’s position while still being correctly orientated.

Translation Suggestion: A pure translation towards the next target, disre-
garding any rotation.

Rotation Suggestion: A pure rotation towards the next target disregarding
any translation.

Gripper Suggestion: Opening or closing of the gripper’s fingers.
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3.2.3 Concepts to Visualise Al-generated Movements

The objective of achieving a high level of Al legibility revolves around en-
hancing the understanding of how the Al reassigns input mapping or adjusts
the movement trajectory of the robot. In our survey on robot motion intent
approaches [P5], we observed that, for conveying location information such
as movement direction, head-mounted technology such as AR HMDs are
effective in visually representing proposed robot movement [48]. Although
this research has explored robot motion intent, there needs to be more insight
into what works best in various situations and for various user demograph-
ics. Customising the visualisation and feedback modality is paramount, as
there is no one size fits all solution [105]. To address this issue, we proposed
design concepts spanning a spectrum between two extremes - indicative and
explanatory [P6]. Indicative feedback focuses on essential information only,
providing a swift and straightforward solution suitable for proficient robot
users. In contrast, explanatory feedback entails showing movements in great
detail, offering extensive information that particularly benefit novice users.

DoF-Indicator: In this concept, Light Emitting Diodes (LEDs) are attached to
the robot’s axis and joints communicate active (LED lights up) and inac-
tive (LED does not light up) DoFs. Alternatively, LEDs could be mounted
on a bar in front of the user and referring to each joint by the corre-
sponding number (e.g., joint 1 - 7). Users of the system must derive the
resulting movement direction based on the active DoFs. Consequently,
this form of visualisation is likely better suited for experienced users.

DoF-Combination-Indicator: Here, DoF mappings are communicated
through a simplified representation of the robot itself, capable of execut-
ing movements in only two DoFs simultaneously, such as rotating and
extending the arm. This approach reduces the complexity of the robot
and enhances the user’s comprehension of the intended movement.
As an AR representation, it either can be displayed separately in the
corner of the AR screen or overlays the actual robot, further decreasing
the robot’s complexity.
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Gizmo Visualisation: With this visualisation approach, gizmos - arrows,
planes and point clouds - convey the robot’s current movement ca-
pabilities. Planes represent a two-dimensional representation of the
intended movement possibility (e.g., x/y or x/z plane). Point clouds ex-
tend this by a third dimension, enabling a visualisation of a (complex)
three-dimensional space surrounding the robot. Alternatively, arrows
indicate the respective movement directions based on the DoF map-
ping and even provide a forward and backward direction in terms of
controlling the robot. Arrows may vary in shape, being either straight
or curved, depending on the complexity of the DoF mapping.

Demonstration: Current movement possibilities are demonstrated either
through the physical robot itself or an AR ghost representation. In both
cases, rapid movement signifies the intended motion.

Arrows - as one of the simplest gizmo visualisations — are commonly em-
ployed to represent movement directions, both in HRI and everyday applica-
tions. Previous studies have demonstrated their effectiveness in visualising
the robot motion intent of a Baxter robotic arm in AR [186], as well as a mo-
bile robot’s trajectory in SAR [39, 104, 145]. Findings by Zein et al. show that
an arrow-based MR visualisation leads to a significantly lower workload
compared to either auto-completed trajectories without a visualisation or
traditional teleoperation [241]. This emphasises the suitability of arrow-based
visualisations to communicated the intended movement directions of the
ADMC approach.

Beyond Visualisation for Al-generated Movements

Human perception of objects in their environment predominantly relies on
the sense of sight. However, situations may arise where this ability can be
impaired or entirely unavailable. These circumstances may include objects
being obscured by other items or User Interface (UI) elements (i.e., visual
clutter) or being positioned outside the individual’s field of view. Additionally,
optical perception may be limited or impossible for vision-impaired individu-
als. In addressing this, Burke et al. demonstrated that the haptic modality can
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partially compensate for the absence of visual information and, in certain
instances, outperform audio-based cues [31]. This type of feedback can be
particularly valuable when the visual channel is overwhelmed by distracting
information [42, 115]. It can also be effectively combined with other sensory
modalities.

Building on these insights, our research [P3] investigated various design ap-
proaches for conveying three-dimensional directional cues using vibrotactile
feedback. The study involved the development of two conditions based on
the Cutaneous Rabbit [80] illusion and one condition based on Apparent Tactile
Motion [33] to communicate two-dimensional directions. The gradient of the
overall three-dimensional direction was subsequently encoded using meth-
ods such as the number of discrete vibration pulses, vibration intensity, or a
combination of both. Our findings demonstrate that users can understand
three-dimensional directional cues and associate them with forthcoming
movements. This approach can be employed to map Al-generated movement
suggestions onto vibration input on the hand to improve accessibility. Varia-
tions in the intensity of the actuators can indicate the degree of directional
change, allowing users to better visualise the generated trajectory.

3.2.4 The AdaptiX Framework as a Research and Evaluation
Tool

AdaptiX [P4] facilitates the development and evaluation of shared control
applications in a high-resolution transitional MR environment. The XR frame-
work incorporates a VR simulation environment featuring a virtual robotic
arm (e.g., a Kinova Jaco 2) and offers extensive customisation options. This
in-silico approach streamlines the research process while simultaneously
reducing overhead and increasing efficiency. An overview of the framework’s
architecture is presented in Figure 3.5.

In addition to Cartesian robot control, our study incorporates our proposed
ADMC concept as the standard shared control approach. ADMC operates
on suggestions generated by a rule engine (e.g., a CNN or script-based ap-
proach) for user control. The script-based approach is particularly valuable as
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AdaptiX Framework for Unreal Engine
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Figure 3.5: Overview of the AdaptiX architecture, illustrating each component, their
directional communication, and the crossover from and to the framework [P4]. The
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it helps mitigate potential biases that may arise from more generic methods
like CNN-based controls, which are currently still limited in scope [41, 77,
133]. Integrated directly into the Unreal Engine [61], our ADMC concept al-
lows researchers and developers to fully customise control methods, system
behaviour, and feedback techniques using C++ or Blueprints.

AdaptiX supports various pre-implemented input devices and offers an adap-
tor class for streamlining the development and implementation of additional
input devices. This adaptability allows researchers and developers to effort-
lessly incorporate their own innovative ideas and concepts. The integration
of a ROS interface within AdaptiX facilitates seamless connections to non-
simulated physical robotic arms, thereby enabling bidirectional interactions
and data exchange through a DigitalTwin and PhysicalTwin approach. Straight-
forward trajectory programming is made possible by manually guiding the
Tool Center Point (TCP) of a simulated or physical robotic arm to a desired
location and recording both its position and orientation for future replay. The
system further provides customisation options by allowing adjustments to
specific details such as camera positions and background scenes, thus creat-
ing a highly customisable environment. AdaptiX enables the exploitation of
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the entire continuum of MR. This extends the use of the transitional frame-
work to new scenarios and environments - including the real world. Conse-
quently, the virtual and real environments of the robotic arm are aligned,
allowing researchers to seamlessly switch between the user controlling the
real and virtual robot. The level of MR can be adjusted in various steps (cf.
the virtuality continuum of Milgram and Kishino [156]). The MR environment
setups include:

1. the completely real environment with the real robotic arm,
2. the real environment extended with visual cues,

3. the real environment into which the virtual robot is transferred and
displayed (with and without visual cues),

4. the virtual environment into which the real robot is transferred and
displayed (with and without visual cues),

5. the completely virtual environment with the virtual robotic arm.

Integrating the modular and extendable AdaptiX framework provides a com-
prehensive foundation for developing novel interaction designs and feedback
methods for shared control applications. AdaptiX offers advantages in both
remote and in-person studies, eliminating the need for a physical robotic
device during initial ideation and prototyping stages, thereby enhancing flex-
ibility, accessibility, and efficiency. Additionally, it streamlines the research
process by obviating the need for researchers to start from scratch when
implementing their individual solutions.

3.2.5 Summary & Next Steps

STEP II outlines the conceptual development of Al-enhanced assistive
robotics, which includes the exploration of human-AI collaboration [P8],
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the application of shared control using ADMC [P4], and the development
of visual [P6] as well as vibrotactile haptic [P3] feedback methods to
convey robot motion intent. These efforts result in a XR framework for
the research process [P4] of shared control applications in HRI.

Considering the primary challenges associated with collaboration be-
tween humans and Al-enhanced systems (RQ2.1), we devised and devel-
oped a shared control approach (ADMC) that priorities user control while
facilitating seamless intervention strategies and provides legible DoF
mapping suggestions through multi-modal feedback methods (RQ2.2).
The objective of the ADMC approach is to present a set of DoF mappings
ordered based on their effectiveness in accomplishing a pick-and-place
task, which are integral to many ADLs. In this context, a useful map-
ping maximises the cardinal DoFs of the robot assigned to a low input-
DoF. This shared control application enables users to control a complex
robotic arm with a reduced input DoF. Based on an initial training of
the CNN, the system is not limited to cardinal DoFs or pre-determined
motions of an autonomous system. However, it retains the capability to
accurately represent and execute those, while also adapting to a wider
range of movements and behaviours. Therefore, the system provides a
DoF mapping that adapts to the current environmental and situational
HRC task goal.

One significant aspect of predicting robot behaviour is understanding its
motion intent and comprehending how it conceptualises its actions [P5].
To address this, we focused on visual solutions that communicate the
robots Al-generated motion intent to a human collaborator. Our ap-
proach entails a design exploration employing various visualisation tech-
niques to optimise user understanding of DoF mapping effect, ideally
resulting in increased safety and fostering end user acceptance. We offer
different sets of visualisations tailored for both novice and experienced
users.

Furthermore, we introduce a solution to evaluate novel interaction tech-
niques and feedback methods with the target group without physically

43



Al-enhanced Assistive Human-Robot Collaboration

transporting the robot to the users’ homes or study participants to the
laboratory. This approach mitigates additional logistical burdens and
ensures the involvement of the target group into multiple steps of the
development process (RQ2.3). Additionally, future researchers stand to
benefit from using AdaptiX. They can leverage its capabilities across
the entire spectrum of MR and choose to develop a fully immersive VR
environment, basic AR visual cues or even a desktop application using a
pure screen space. With the simulated and real-world environments of
the robotic arm perfectly aligned, nearly seamless switching between
controlling the real and virtual robot is possible and can be adjusted
during run time to provide optimal interaction solutions.

3.3 STEP lll: Evaluating Interaction Design & Robot
Intent Communication

The final step of this thesis encompasses an empirical concept evaluation of
perceptual feedback and ADMC within Al-enhanced assistive HRI. The initial
paper [P7] focuses on communicating robot perception during autonomous
tasks within a care environment. Especially in this context, promptly relay-
ing any identified objects and obstacles to the user is crucial for enhancing
trust in the assistive technology system. Furthermore, the exploration and
assessment of the ADMC concept are detailed across three papers: two VR
simulation studies - one remote [P1] and one in-lab [P9] - and one MR in-lab
study involving the control of a physical assistive robotic arm [P10]. Revisions
made between these user studies prompted evaluations of various updated
versions of AdaptiX.

As such, STEP III explores concepts of Al-enhanced assistive HRI, evaluated
within the AdaptiX framework along these research questions:

RQ3.1 How effectively can an autonomous robotic system communicate its
perception, and how well can users recognise perception errors?
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I addressed RQ3.1 by creating a scenario in which the gripper of an au-
tonomous robotic arm navigates through a set of obstacles, placed on a ta-
ble [P7]. I compared three visualisation concepts to assess the user’s ability
to recognise obstacles as perceived by the robot.

RQ3.2 How efficient is the ADMC approach in three-dimensional space with
a two-DoF input device for moving an assistive robotic arm?

To address RQ3.2, we assessed the ADMC approach in a remote VR study,
wherein participants performed pick-and-place tasks, comparing an adaptive
approach with a non-adaptive control method [P1]. Participants were tasked
with controlling the robotic arm along the suggested DoF mapping with one
joystick-axis and the alternative DoF mapping with the second axis.

RQ3.3 What is the efficiency of ADMC when refining the interaction design
and use a one-DoF input device for moving the robotic arm?

Building on the experiences and results of our initial user study [P1], we
optimised our control concept to an one-dimensional input (RQ3.3). Addi-
tionally, we evaluated different time points for communicating DoF mapping
suggestions to users in a VR laboratory study [P9], as well as different input
devices for controlling a physical robot [P10].

3.3.1 Visual Perception Feedback for Al-enhanced Assistive
Robotics

As a precursor to the AdaptiX framework [P4], we developed a three-
dimensional testbed environment to facilitate studies for (semi-)autonomous
HRI in close-contact scenarios [P7]. The reported studies [P7] explored vari-
ous visualisation approaches to effectively convey the robotic arm’s percep-
tion, especially information regarding detected objects within its physical
environment. This perception communication is essential as any failure in
object detection may harm the user, leading to unintended incidents such as
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knocking over items or causing damage during interaction. We applied this
concept to a breakfast scenario, where a robot assists in tasks like picking up
a bottle and pouring water into a glass.

Here, we investigated three different SAR visualisations for robot percep-
tion [P7]. Although primarily confined to two dimensions, research in the
context of motion intent has demonstrated that SAR can be adapted to cover
a dynamic workspace that includes multiple surface areas [9, 38]. In our sce-
nario, this adaptation is relevant for interacting with objects both on a table
and retrieving objects from shelves. SAR has the capacity to augment larger
areas of the surroundings, potentially extending beyond the user’s physical
field of view. Unlike HMDs, SAR can also be viewed by secondary users. How-
ever, the achievable field of view depends on the mounting position of the
projection system. While SAR may expand the visible augmentation area, it
still faces challenges in effectively communicating information about objects
that are off-screen, a challenge that we addressed in our research [P7] by
investigating the effectiveness on-screen and off-screen components of the
visualisations. In two web-based remote studies - one with the target group
and one with the general public - we compared the efficiency of the visuali-
sations when the robot fails to recognise an object, such as when the object
leaves the sensor coverage, resulting in the deactivation of the corresponding
visualisation. Both quantitative and qualitative findings underscored the sig-
nificance of an easily comprehensible visualisation (e.g., Line [P7]). We use
this approach for conveying the motion intent of the assistive robotic arm,
employing straightforward gizmo visualisations, such as arrows [P6], in our
AdaptiX framework [P4].

3.3.2 Visualising Adaptive DoF Mappings in 3D Space

In our initial study [P1], we used the AdaptiX framework to investigate the
proposed ADMC control method alongside associated visual cues for differ-
ent DoF mappings. The study aimed to assess the performance of the novel
adaptive control method - adapted from Goldau and Frese [84] - within a
three-dimensional environment in comparison to the standard mode-switch
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approach featuring cardinal DoF mappings. Additionally, the study explored
the impact of variations in the appearance of visual cues on the performance
of the adaptive control method. Due to the at-the-time ongoing COVID-I9 pan-
demic [233], the research was conducted remotely within a VR environment
created by the AdaptiX framework. Participants without specific backgrounds
were recruited, provided they had access to the necessary hardware for an
immersive experience, such as an Meta Quest 2 [154] VR HMD.

During the study, participants were tasked with repeatedly executing a simple
pick-and-place operation by controlling a virtual Kinova Jaco 2 using one of
three control types. These control types included the Classic visualisation, a
method based on Double Arrow cues employing two arrows attached to the
gripper’s fingers, and a visually simplified version called Single Arrow, which
utilised only one arrow positioned in the middle of the gripper. Comparative
results revealed that adaptive controls required significantly fewer mode
switches than the classic control methods. However, there were no notable
improvements in task completion time or perceived workload. Participants in
the study also expressed concerns about the dynamically changing mapping
of combined DoFs and the use of a two-DoF input device.

3.3.3 Single-DoF Control Input and Multi-Modal Feedback

In a subsequent study [P9], we assessed two new adaptive control methods for
an assistive robotic arm, one of which incorporated a multi-modal approach
for guiding the user’s attention. The study was conducted in a laboratory
setting to corroborate or challenge the initial investigation findings [P1] re-
garding participants’ interaction with the assistive robotic arm using the
AdaptiX framework. In this adaptive system, continuous calculations deter-
mined the optimal mapping of DoFs for task completion while in motion.
These calculations were presented to users as alternative control options dur-
ing the task. Users could cycle through suggestions by pressing a button on
the input device or continue with the current DoFs. The study compared two
variations, namely Continuous and Threshold, which differed in the timing of
when suggestions were presented to the user. These were contrasted against
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a non-adaptive Classic control method, examining effects on task completion
time, mode switches, perceived workload, and user opinions. Results indi-
cated comparable performance between Continuous and Threshold in terms
of quantitative measures and qualitative insights, suggesting both methods
effectively conveyed directional cues to users.

3.3.4 Different Input Devices for ADMC

A third study [P10] highlights the MR capabilities of the AdaptiX framework
and its integration potential with various input devices. Here, we employed
the Varjo XR-3 [224] XR HMD to explore an interaction design and feedback
technique akin to the Threshold approach [P9]. By incorporating the XR HMD,
the prototype creates an AR environment for the user, augmenting the physi-
cal setup with visual cues. Unlike the previous study [P9] involving a virtual
pick-and-place task, this setup incorporates physical objects, a physical drop
area, and a physical robotic arm with AR cues delivered through the headset.
Participants compared three assistive input techniques: 1) a head-based con-
trol method utilising head deflection on the pitch axis for continuous input
and on the roll axis for mode-switching, 2) a gamepad input using the Xbox
Adaptive Controller [155] extended with Logitech Adaptive Gaming Kit [135]
buttons for discrete input, and 3) the control-stick of a Joy-Con [162] motion
controller, serving as a baseline in comparison to our previous approach [P9].

Both of our selected input methods - Joy-Con and Logitech Adaptive Gaming
Kit buttons - show promise as effective approaches for controlling a robotic
arm within a shared control application. Our research findings indicate that
both hand-operated input methods, whether providing discrete or continuous
input data, offer several advantages: first, they reduce the perceived workload
of the user, and second, they enhance user perceptions of perceived usefulness,
perceived ease of use, emotions, and comfort during interaction with the robotic
arm. This suggests that hand-operated input methods can improve the user
experience and usability of shared control applications for robotic arms.
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3.3.5 Summary & Future Work

To address RQ3.1, our research on perceptional feedback visualisa-
tions [P7] demonstrated the advantages of straightforward and easy-
to-understand visualisations. We applied this approach to communicate
motion intent in subsequent research studies [P1, P9, P10]. The Line vi-
sualisation, preferred in both studies [P7], has not been integrated as a
perceptional feedback visualisation into AdaptiX yet, but it is planned
for future versions.

Our remote study [P1] using AdaptiX proved to be effective in evaluating
new interaction designs and feedback techniques. A notable advantage
of this approach is that the physical robotic device does not need to be
physically present during these initial studies when testing and assessing
critical design components. We showed that adaptive mappings of the
robot’s DoFs - ADMC - can lead to a significantly lower number of mode
switches compared to standard control methods. However, our study
could not conclusively show improvements in task completion time or
reduced cognitive load. Also, challenges concerning the understanding
of DoF mappings resulting from the two-dimensional input device were
raised during the study (RQ3.2).

The integrated multi-modal feedback [P9] is a crucial feature of AdaptiX,
capable of supporting real-time suggestions by guiding user attention.
Regarding RQ3.3, we examined possible effects for our single-DoF con-
trolled ADMC compared to Classic on task completion time, number
of necessary mode switches, perceived workload, and subjective user
experience. Although some participants found the combined visual-
auditory-haptic multi-modal feedback to be “irritating” [P9], it effectively
conveyed updated suggestions. In contrast to our previous study [P1], we
show the significant efficiency to adaptive control methods compared to
non-adaptive approaches. Future studies may continue exploring diverse
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input and feedback modalities along with corresponding user contexts
using AdaptiX as a virtual simulation framework to enabling the seamless
setup of further user research.

By integrating virtual cues into a real-world setting [P10], the research
moved closer to reality on the MR-continuum than the previous two
case studies [P1, P9]. Here, AdaptiX proved to be a successful and user-
friendly interface bridging the gap between physical robot control and
communication via an XR HMD. One key advantage of AdaptiX is its abil-
ity to quickly evaluate different input devices’ efficiency in controlling
the robotic arm within the context of adaptive DoF mappings. The stan-
dardised User Input Adapter offers researchers the flexibility in choosing
from various technologies, supporting continuous, discrete, and abso-
lute user input methods. Moreover, its modular nature allows for further
customisation to meet specific research needs.

I invite the research community to further enhance the AdaptiX frame-
work according to their specific contexts and needs. Researchers are
encouraged to create custom levels or scenarios and integrate new inter-
faces into the framework. This collaborative approach can contribute
to the continued development and versatility of AdaptiX, expanding its
potential applications in the field of Al-enhanced assistive HRC.



4

DISCUSSION

In Chapter Three, I presented ten research papers and delineated their con-
tributions to the development and evaluation of a shared control approach
in Al-enhanced assistive robotics. Building on this foundation, Chapter Four
contextualises the significance of this work within the broader landscape of
HRI.

The chapter commences by reflecting on the overarching research approach,
along the three guiding questions: Q1) how can legible AI-enhanced assistive
robots be effectively integrated in domestic care settings while accounting
for subjective needs, Q2) how can collaborative efforts with an Al-enhanced
system facilitated by reducing input complexity, and Q3) how does the Adap-
tiX framework support researcher in developing and evaluating ADMC and
other shared control approaches using low-DoF input devices? Subsequently,
the discussion explores two fundamental challenges within HRI that are
addressed by this work: first, enhancing the likelihood of successful human-
centred design through strategic integration of the target group, and second,
establishing legible control systems, which is particularly vital with a target
group that already relies on others for a significant portion of their daily
activities.

4.1 Critical Reflection of the Research Approach

Predefined key elements have shaped the overarching research approach and
design choices outlined in this thesis, thereby influencing its ultimate out-
comes. This includes the central focus on designing legible Al-enhanced con-
trol approaches for assistive robotic arms for people with motor impairments
in a user-centred design approach, focusing specifically on pick-and-place
tasks-based ADLs. To address Q1, STEP I reports an ethnographic study with
the target demographic to explore enhancing daily routines with assistive
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systems. Drawing on insights from prior studies [189, 226] highlighting low ac-
ceptance rates and underutilisation of assistive devices, this thesis prioritises
designing based on expressed user needs. While the in-situ home visits of-
fered a more realistic depiction of the lived realities of the target demographic
than laboratory settings, it is important to note the limited geographic dis-
tribution of study participants, potentially impacting generalisability of the
reported insights. Furthermore, understanding the robot’s behaviour is cru-
cial for successful HRC, especially for non-tech-savvy users unfamiliar with
complex robotic arms and close interactions [124, P5]. By facilitating effective
communication of robot motion intent, I sought to increase understanding and
predictability towards the system and create legible AI-enhanced assistive
robots for our target user group. To communicate directional cues - based on
the ADMC’s DoF mapping - we chose XR HMDs, as they significantly improve
users’ understanding of robot motion intent [P5]. Even though current HMD-
technology is not able to provide an immersive XR experience efficiently (due
to, e.g., size, weight, battery), research can and should use these concepts [37,
223]. Bulky XR HMDs are particularly unsuitable for individuals with motor
impairments, especially given the varied - and in some cases progressively
deteriorating - physical capabilities. As such, current XR HMDs present a one
size fits all approach that does not address these individual circumstances [11,
12, 105]. Consequently, the proposed ADMC interaction design concept and
multi-modal feedback modalities were not evaluated with the target demo-
graphic in STEP III, leading to results that should be interpreted relative to
each other rather than in absolute terms. Nevertheless, evaluating the ADMC
concept in a XR environment still provides valuable insights that can be ex-
trapolated to the target group. Study participants remained seated, simulating
the position of being in a wheelchair. They also used low-DoF input modali-
ties akin to those used by individuals with motor impairments to control their
assistive devices. Looking ahead, future research should prioritise includ-
ing intended users in individual case studies to gain a more comprehensive
understanding of potential challenges and validate or contest the insights
gained in [P9] and [P10].

In addressing Q2, the proposed shared control ADMC approach introduced in
STEP II solely focuses on the concept of combining a robot’s DoFs to generate
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distinct DoF mappings [P4, P8]. These mappings, based on an underlying rule
engine (e.g., CNN or script-based approach), are communicated to the user
as three-dimensional directional cues [P6]. By reducing input complexity
through this DoF mapping, users can control a high-DoF robotic arm via a
low-DoF input device. This approach builds on Goldau and Frese’s proposed
combination of specific robot DoFs [84], but extends it from two-dimensional
to three-dimensional space and incorporating environmental and situational
awareness, facilitating its use for pick-and-place tasks-based ADLs. In con-
trast, existing literature has primarily focused on goal-oriented shared control
applications [7, 91, 178, 237]. In such systems, the goal-oriented approach
involves detecting or determining the intended movement goal, computing
a corresponding trajectory, and incorporating user input to keep the user
in the loop. Contrary to this, the ADMC concept does not work with a fixed
goal location. Instead, it utilises its inherent rule engine, the arm’s posture,
and a colour-and-depth camera feeds of the robot’s gripper surrounding.
This approach enables a more flexible and situationally aware shared con-
trol system, integrating human cognitive skills (i.e., intelligence, flexibility,
responsiveness) with the robot’s precision for successful HRI [4].

To evaluate the interaction design of our ADMC concept (Q3), we used a
task-specific script [P1, P9, P10] as the underlying rule engine to provide DoF
mappings. To ensure a more deterministic study setting and mitigate poten-
tial biases, we decided against a more holistic but currently limited method
like a CNN-based control [41, 77, 133]. However, it is important to acknowl-
edge that our task-specific script proves effective solely within a controlled
experimental environment, where the positions and rotations of all relevant
objects and obstacles are factored in. Nevertheless, from a user perspective,
the system still proposes situationally aware DoF mappings and provides op-
portunities to adjust them, whether based on AI or a predefined task-specific
script. Thus, I recognise that our studies may not comprehensively assess the
quality of ADMC when employing a CNN as the rule engine.

Due to the then-ongoing COVID-19 pandemic, we conducted a remote VR
study [P1] to evaluate the initial iteration of our ADMC approach. Despite
being unsupervised due to the pandemic’s constraints - and influenced by the
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additional participants’ effort to download and install the study environment
on their hardware - I consider our study setup reasonable under the given
circumstances and capable of yielding reliable results. Additionally, we con-
ducted supervised laboratory studies in [P9] and in [P10] to evaluate our ADMC
approach, confirming significant improvements in adaptive control methods
over non-adaptive ones. In our second user study [P9], the lack of measurable
differences between different time-based communication methods for feed-
forward recommendations - Continuous and Threshold - suggests that both
discrete and continuous communication of movement suggestions enable
efficient usage of adaptive control methods. While participants overall ex-
pressed positivity towards adaptive control methods, individual preferences
varied considerably between both approaches. Some participants favoured
the higher level of control afforded by Continuous, while others preferred the
comfort provided by Threshold. Consequently, future development of adaptive
control methods should - in accordance with Burkolter et al. [32] - incorpo-
rate personalisation options to enhance comfort, end user acceptance, and
accommodate any future changes of capabilities.

Customisation would be particularly advantageous for Threshold-based con-
trols, as several participants expressed irritation with the haptic and audio
signals. Allowing users to adjust modalities, signal intensity, and even the
threshold itself may enhance usability while retaining the benefits of an adap-
tive method. Furthermore, when evaluating different input modalities [P10],
we observed a significant increase in perceived workload [100] during the
head-based interaction. This was substantiated during post-interviews, with
participants reporting mental demand and difficulties aligning their actions
with the suggested arrow directions. We also noticed that the Varjo XR-3 HMD
might be too bulky and heavy to be used for head-based interaction - espe-
cially for precise interactions that take a longer time. Moreover, we observed
that the specific initial placement of objects were perceived as disadvanta-
geous compared to others, as the robot is fixed in place and has to perform
unlegible movements for novice users to reach the target. However, further
experimental studies are needed to determine which factors shape personal
preferences and how customisation or crossover methods can deliver the
best results.
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4.2 Design of Human-centred Al

Despite the increasing prevalence of automation facilitated by AI across vari-
ous domains, such as autonomous driving [108], content curation [81], and
financial decision-making [82], it is imperative to recognise the crucial role
humans play in these systems. AI's long-term success and effectiveness is
contingent on acknowledging that human agency is critical in its design,
implementation, and use. As such, the concept of Human-centred AI (HCAI)
focuses on creating Al systems that amplify and augment rather than substi-
tute human abilities [199], which is conceivably particularly valued by a user
group that already relies on assistance for many aspects of their lives. HCAI
seeks to preserve human control in a way that ensures AI meets human needs
while simultaneously allowing users to increase autonomy, retain agency,
and remain in the loop regarding their care.

Research by Stephanidis et al. [208], and Ozmen Garibay et al. [165] represents
a significant step towards human-centred design in assistive technologies.
They emphasise involving users as collaborators rather than mere recipients
of technology, recognising their unique insights into their needs, capabilities,
and lived circumstances. At the core of this approach lies a collaborative,
interdisciplinary methodology that prioritises the direct involvement of users
and co-design processes. Echoing their sentiments, the WHO recommends
viewing users as active collaborators in the delivery of assistive technology
services rather than passive recipients [235]. Similarly, the WHO emphasises
that individuals who use assistive technology generally possess valuable in-
sights into their unique needs and circumstances. Adopting this approach
ensures that assistive technologies not only promote accessibility and the
enhancement of physical capabilities but also fundamentally improve men-
tal well-being and self-determined living. Additionally, Stephanidis and Sal-
vendy’s Design for All approach in the field of HCI integrates human-centred
design principles with accessibility and assistive technologies, including Uni-
versal Design principles for physical products and constructed spaces [207].
This approach prioritises users as central to the interaction design process,
particularly focusing on individuals with disabilities. Following these princi-
ples, our user-centred co-design process, beginning with our ethnographic
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study [P2], allows for a deeper understanding of our target demographic’s
nuanced needs, concerns, and daily challenges.

Further, when aiming to adhere to the foundational principles of Stephanidis
and Salvendy [207], it is imperative to assess the practical implications of
adopting human-centred approaches in the design, development, and deploy-
ment of assistive technologies [167, 202]. This involves critically examining
how such methodologies have already been implemented in real-world sce-
narios and their impact on user satisfaction and overall effectiveness. As
such, evaluating case studies where collaborative, interdisciplinary method-
ologies have led to innovative solutions can offer valuable insights into best
practices and potential pitfalls [129, 164]. Allowing an easy evaluation of case
studies, the AdaptiX framework [P4] supports HRI research by facilitating an
evaluation of assistive robots’ interaction design in-silico to ensure the effec-
tiveness and acceptance of these robotic aids already in the early research
stages and iterative prototype creation by shifting the burden away from
study participants to the researcher while reducing the total burden. User
feedback gathered in these early evaluations is essential to assess the system’s
requirements to ensure they meet the user’s needs. When then progressing
to physical prototyping, the shared control approach, interaction design,
and feedback methods can be directly transferred into real-world scenarios,
mitigating the need and researcher’s effort of starting from scratch.

Moreover, the role of emerging technologies such as Al and the Internet of
Things (IoT) in enhancing the adaptability and personalisation of assistive
devices offers another promising area for exploration [73, 158, 163], for exam-
ple, by using wearable and environmental sensors to provide professional
assistance services [72]. However, the integration of Al into assistive technolo-
gies also raises ethical considerations around privacy, data security, and the
potential for increasing the digital divide [60, 63, 150]. In our ADMC shared
control approach [P4], the posture data of the robotic arm as well as - when
using the CNN as underlying rule engine - the feed of a colour-and-depth
camera are integrated. This data is used to suggests DoF mappings based on
the environmental and situational contexts, focusing solely on objects and
obstacles to provide useful mapping suggestions. Recordings within this CNN
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approach are not stored and only used as live input, mitigating the threat
of privacy issues. Examining these ethical questions is vital for ensuring
that technological advancements align with the fundamental values of eq-
uity, inclusively, and human dignity [110, 221]. And, while the integration of
human-centred design principles marks a significant advancement in the
field of assistive technologies, it is only the beginning [99, 164]. The ongo-
ing dialogue between researchers, practitioners, users, and policymakers
must continue to address both challenges and opportunities brought by tech-
nological innovation. Future research should focus on developing scalable,
sustainable models for co-design that prioritise the diverse needs and ca-
pabilities of all users, ultimately leading to more accessible, effective, and
empowering assistive technologies.

4.3 The Human in the Loop

A prevalent challenge in assistive robotics is identifying effective methodolo-
gies and technologies for controlling such robots [232]. Devices in this cate-
gory often have a large number of DoFs, rendering them complex in terms
of maneuverability [127]. For instance, an assistive robotic arm equipped
with a basic gripping mechanism can execute movements within a three-
dimensional space, including translational motions along Cartesian coordi-
nates and rotational movements such as yaw, pitch, and roll [5, 211], typically
comprising between five to seven DoFs [194]. Conventional control interfaces,
like joysticks, are limited to managing two DoFs. To control a high-DoF robotic
device with a lower-DoF input device, a strategy called mode switching is
employed [136]. However, this approach requires users to select a specific
mode, temporarily disregarding other DoFs. Although high-DoF input de-
vices exist, their accessibility remains limited for individuals with motor
disabilities [58, 113, 183]. In their exploration of HRI mechanisms utilising
conventional button-based mode switching systems, Herlant et al. showed
that upwards of one-sixth of the total operational time was spent on mode
alteration [103]. Their research substantiated the premise that the imple-
mentation of automatic mode switching enhances user satisfaction [103],
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particularly within deterministic simulation environments and when objec-
tives are clearly defined [220].

For supporting users, shared control applications merge manual user input
and algorithmic assistance, addressing the limitations of fully autonomous
or manual systems [1]. They promote a cooperative interaction between the
user and the robot, significantly aiding individuals with motor impairments
in participating more actively during day-to-day tasks. Consequently, this
strategy enhances independence and usability compared to purely manual
controls [70]. Providing a comprehensive overview, Flemisch et al. proposed
the relationship between shared control, shared and cooperative guidance
and control, and human-machine cooperation, with increasing autonomy of
the system [69, 70]. As shown, human-machine cooperation and shared and
cooperative guidance support on a strategic (e.g., navigation) and tactical (e.g.,
guidance) level, requiring reduced user interaction and therefore leading
to elicit stress [176] and feelings of distrust [242] among users. Although the
system is designed to act in the user’s best interest, addressing this issue
requires the user to build trust, necessitating transparency and legibility that
users can comprehend [P8]. By facilitating legible interactions and controls,
users can intervene if the shared control application makes a mistake or
gives inappropriate suggestions for interaction. Communicating robot intent
further requires directing the user’s attention, eventually necessitating multi-
modal stimuli, depending on the situation and the user’s capabilities [P5].
By maintaining a balance between autonomy and user involvement, shared
control systems - functioning on the operational level [70] and keeping the
user directly in the loop - can provide a more acceptable and comfortable
experience for individuals relying on assistive technologies [90, 181, 220],
something that is particularly important when designing for people that
already have to rely on others for heightened support.

Based on these findings, our ADMC shared control approach aims to increase
the users’ sense of being in control - as confirmed by participants in [P9], by
including user input directly into the outcome. ADMC suggests mappings of
several robot DoFs to the user based on effectiveness and usefulness in exe-
cuting the current task and situational environment [P4]. The concept of use-
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fulness assumes that maximising the cardinal DoFs of the robot aligned with
an input DoF while progressing toward the next goal is the most advantageous
approach. The user controls the robot along the resulting DoF mapping move-
ment direction with a classic two-dimensional input device (e.g., a joystick),
with one input axis controlling robot movement and the second performing
a mode switch action to choose from different DoF mappings. Evaluations
demonstrate that our ADMC approach significantly reduces task completion
time [P9], the average number of necessary mode switches [P1, P9], and the
perceived workload [P9] compared to a non-adaptive input method. Moreover,
qualitative insights revealed that non-adaptive Classic control method could
still be a valuable addition in specific situations when ADMC suggestions did
not match their expectations, confirming the the users’ preferences for more
manual shared control approaches rather than autonomous aids.
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The old computing was about what computers could do; the new
computing is about what users can do. Successful technologies are
those that are in harmony with users’ needs. They must support
relationships and activities that enrich the users’ experiences.

- B. Shneiderman [198]

Figure 5.1: Grasping an object from a shelf by using ADMC. The interaction and
feedback methods for our Al-enhanced assistive robot were evaluated with the
target group. Participants were tasked with picking up various objects from a shelf
and placing them into a basket on a table in front of them. The ADMC approach
was assessed using three different input devices: head-based controls, assistive
buttons, and a joystick. © Matthias Kraus, masapido Filmproduktion
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5.1 Summary of Research Contributions

Assistive technologies can have a transformative impact on individuals with
motor impairments by fostering autonomy, facilitating independent living,
and reducing the reliance on human caregivers. With an ageing population
presenting additional substantial challenges, the potential benefits of these
technologies are becoming increasingly apparent. However, the development
of such technologies often neglects the perspectives and insights of the very
individuals they aim to assist. Adopting a user-centred design approach can
substantially improve the acceptance and effectiveness of new assistive tech-
nologies by incorporating direct feedback from users regarding their specific
needs and capabilities. This includes striking a balance between autonomous
actions by assistive aids and potentially demanding manual controls, thus
harmonising the respective advantages of both extremes of the assistive tech-
nology autonomy spectrum. This shared control approach ensures that users
are optimally supported while retaining control over their care to the greatest
extent possible.

In this context, my thesis presents an interaction design approach for Al-
enhanced assistive HRI. As such, my work began with the preliminary stages
before the research process, mainly focusing on two key perspectives: first,
presenting recommendations for an assistive robotic drinking aid based on
extensive user feedback and in-situ observations, and second, introducing
a robot intent communication model. Both the user-derived recommenda-
tions and the intent communication model are intended for use by future
researchers in designing and developing accessible, acceptable, and legible
robotic aids. Stepping into the initial stages of the research process, this
work extends the concept of shared control from two dimensions [84] into
three-dimensional space. Our ADMC concept increases the DoFs available for
controlling a robotic arm, resulting in a more precise representation of ADLs.
This approach addresses the limitations posed by complex multi-dimensional
input devices and time-consuming mode switches for individuals with motor
impairments [140, 177].
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To communicate the resulting movement direction, visual and haptic feed-
back methods - including a gizmo visualisation technique - have been de-
veloped and integrated into the transitional XR framework AdaptiX. With
its modular design and additional functionalities, AdaptiX streamlines the
design, development, and evaluation of assistive robot control applications
in both virtual simulations and real-world settings. Emphasising flexibility,
AdaptiX facilitates optimal resource usage and fosters enhanced involvement
of the target user group in the research process, thus promoting effective
collaboration and user-centred design. Furthermore, this thesis evaluated the
iteratively developed framework and its included ADMC approach through
several empirical user studies. AdaptiX emerged as a valuable tool for the
development and evaluation of novel interaction designs and feedback mech-
anisms in virtual environments, facilitating real-time user feedback through
attention guidance. Moreover, it enables swift assessment of various input
devices through its standardised User Input Adapter, effectively bridging the
gap between physical robots and virtual communication via XR HMDs.

5.2 Future Work

The research presented in this thesis can serve as a foundational framework
for future researchers and practitioners to expand the discussed concepts by
integrating novel approaches in Al-enhanced assistive robotics. Consequently,
forthcoming studies should investigate the topics outlined below:

5.2.1 Communicating Updated DoF Mapping Suggestions

In our user study [P9], we evaluated whether updated DoF mapping sug-
gestions should be continuously communicated or provided after reaching
a specific difference between the currently activated and suggested map-
ping. Both methods did not exhibit any significant quantitative or qualitative
differences, underscoring the necessity for individualisation options to ac-
commodate different user capabilities and needs. In this study, only the DoF
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Conclusion

mapping considered to be the most useful was directly presented to the user.
The other modes (i.e., adjusted, translation, rotation, and gripper) had to
be assessed and selected sequentially through mode switches. Future work
could compare different at-a-glance DoF mapping visualisations to assist users
in selecting the most helpful mode for their tasks without having to switch
sequentially through all different modes. This might also improve compara-
bility of different visualisation approaches. Likewise, different input methods
to directly select a specific mode can be designed, developed, and evaluated
to mitigate the sequential one-button-click approach and probably further
decrease task completion time and perceived workload of the users.

5.2.2 ADMC Approach in Industrial Settings

The shared control approach introduced in this thesis - ADMC - was designed
to assist individuals with motor impairments in carrying out ADLs assisted by
arobotic arm. Consequently, the AdaptiX framework was primarily conceived
and optimised to facilitate the development and evaluation of DoF mapping
suggestions for pick-and-place tasks, as they are part of many ADLs. However,
the application possibilities of Al-enhanced robotic arms extend beyond do-
mestic care to other domains, including the industrial and manufacturing
sectors, where robots have long been utilised to support workers. Recent
advancements in robotics have led to the emergence of cell-less HRI [18], facili-
tating innovative and close-contact collaborations, sharing the same physical
space. As such, workers may use a robotic arm as a third hand and could en-
counter issues because of limited capacity for input modalities - akin to the
previous target group of people with motor impairments. A focused ethno-
graphic study to identify key aspects for effective and seamless HRC in the
workplace should be conducted as an initial step to gather specific user needs.
Based on the respective findings, an adapted approach of specific DoF map-
pings can be designed and developed to better suit the evaluated industrial
tasks. The industrial environment may also impose certain restrictions on a
multi-modal feedback approach, such as increased ambient light and noise,
which need to be considered during the research process. Additionally, and
in contrast to the previous target group, workers in industrial settings may be
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able to use different kinds of input/feedback technology and different types
of robotic arms, requiring further evaluation steps and situation-specific
customisation options.

5.2.3 Enhancement of DoF Mapping Suggestions

ADMC represents a concept and initial implementation of a shared control
approach utilising DoF mappings based on an underlying rule engine (e.g., a
CNN or script-based approach). The CNN’s training dataset was derived from
alearning-by-demonstration approach, using participant movement data dur-
ing pick-and-place tasks. Conversely, a script-based approach was employed
for a predictable behaviour of the model and therefore more controlled user
studies, constraining the use case to specific scenarios and tasks. In compre-
hensive real-world contexts, numerous additional factors must be considered
to suggest the appropriate DoF mapping for the current environment, sce-
nario, task, and state. Future research can focus on enhancing the underlying
rule engine by refining training strategies, integrating environmental and
contextual data, and analysing human movements across a broader range
of daily tasks. Such a comprehensive Al-enhanced model would enable the
robotic arm to operate effectively in a wide variety of scenarios - therefore
increasing its universality - and achieve more precise control in tasks like
grasping objects from a shelf (see Figure 5.1). Furthermore, such a model
may be used in different variants of shared control approaches, each tailored
to create a mapping based on the output of the AI. Moving forward, the un-
derlying research can be expanded by the integration of multiple different -
and potentially more efficient - assistive robots, able to perform an increased
and diversified array of tasks. Additionally, various innovative interaction
designs, feedback methods, and intervention strategies could be investigated
when interacting with Al-enhanced robots.
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5.3 Concluding Remarks

Assistive technologies are instrumental in improving the independence and
quality of life for individuals with motor impairments. Central to the suc-
cess of these innovations is the active involvement of the target group in the
research process. Their firsthand insights into their contexts and lived expe-
riences are invaluable, ensuring that solutions are effectively tailored to truly
meet their needs. Finding operational and technological solutions to facilitate
end user inclusion in this process ensures that they can contribute effectively
and impactfully. By adopting accessible design principles and leveraging
inclusive technologies - like the in-silico tool AdaptiX - researchers can create
environments where all stakeholder voices are heard and respected.

Furthermore, placing emphasis on meaningful shared control and improving
the legibility of assistive technologies is essential to mitigate dependency
and foster greater user acceptance. Empowering users to maintain control
over their devices and care routines not only encourages autonomy but also
reinforces their sense of agency. By adopting user-centred approaches and
incorporating customisable features, solutions can be tailored to meet in-
dividual needs, thereby fostering trust, acceptance, and - consequently -
independence.

Looking ahead, future research should focus on refining and expanding upon
the concepts introduced in this thesis. This includes further exploration of
communication methods for updated DoF mapping suggestions, extending
the application of the ADMC approach to other settings, and enhancing the
underlying AdaptiX rule engine to accommodate a broader range of tasks
and scenarios. By addressing the discussed challenges and building on the
foundation laid out in this work, the field of Al-enhanced assistive robotics
can continue improving the quality of life for individuals with physical im-
pairments and contribute to a future where their full inclusion in social and
professional spheres becomes a reality.
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Statement of Contributions

The research within this thesis would not have been possible without my su-
pervisor, colleagues, and the students I supervised. The table below separates
my contribution from others’ to the included papers.

Table A.1: Clarification of my own and others’ contributions to the projects

included in this thesis.

Paper My Contribution

Co-author(s) Contribution

[P1] I developed an initial ver-
sion of the Unreal Engine
framework, co-developed
the concept and method-
ology, provided resources,
supported in the study de-
sign, conducted the vali-
dation, and have been in-
volved in writing and edit-

ing the paper.

K. Kronhardt and S. Riibner - in the
context of their scientific speciali-
sation course — extended the given
Unreal Engine framework by a script-
based adaptive control approach, de-
veloped an arrow-based visualisa-
tion, and extended the framework
for a remote study. They conducted
the study, performed data curation,
and created the first draft of the pa-
per. F. F. Goldau and U. Frese pro-
posed the initial idea of DoF map-
ping. J. Gerken provided feedback
on the paper.
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[P5]

I was the leading author,
conducted the interviews
and in-situ observations,
did the thematic analyses
and the main part of the
paper writing.

I was the leading author,
developed the concept, as-
sisted in developing the
prototype, designed the
study, supported the on-
site data gathering, and
did the data analysis.

I was the leading au-
thor, co-developed the
concepts, developed the
software architecture, and
built the comprehensive
framework.

I was the leading author,
conducted the literature
review, and analysed the
data to derive the intent
communication model
and empirical findings.

A. Baumeister conducted the inter-
views, in-situ observations, and the-
matic analysis together with me,
supported the study design, and
contributed to the paper writing. S.
Schneegass, B. Klein, and J. Gerken
provided feedback on the paper.

T. Franzen built - in context of
his master’s thesis - the prototype
and conducted the study. K. Kron-
hardt supported the study design. U.
Gruenefeld assisted in the data anal-
ysis and writing the paper. S. Schnee-
gass and J. Gerken gave feedback on
the paper.

F. F. Goldau co-developed the con-
cepts and framework modules. K.
Kronhardt was involved in the ini-
tial phases of the framework and co-
developed the concept. U. Frese and
J. Gerken gave feedback on the pa-
per.

U. Gruenefeld created two of the fig-
ures and supported the paper writ-
ing. U. Gruenefeld, S. Schneegass,
and J. Gerken were involved in the
analysis phase to discuss derived en-
tities, dimensions, and properties of
the model. Additionally, they gave
feedback on the paper.



[P6]

[P7]

[P9]

I was the leading author
and co-developed the visu-
alisation concepts.

I was the leading author,
developed the initial pro-
totype, conducted both re-
mote studies and inter-
views, and analysed the
data.

I was the leading author
and coordinator.

I was the leading author,
designed the study, sup-
ported the onsite data
gathering, and analysed
the data.

K. Kronhardt and T. Franzen co-
developed the visualisation con-
cepts in brainstorming sessions
with me. J. Gerken provided feed-
back on the paper.

K. Kronhardt added a study mode
to alternate conditions to the proto-
type. T. Franzen assisted in the ini-
tial data analysis. U. Gruenefeld sup-
ported designing the study, analysis
of data, and writing of the paper. S.
Schneegass and J. Gerken gave feed-
back on the paper.

K. Kronhardt supported with the
conceptual ideas within this paper
and the draft creation. J. Freien-
stein supported the manuscript’s
draft creation and refinement. J.
Gerken co-authored the paper and
gave feedback.

K. Kronhardt - in context of his mas-
ter’s thesis — built upon the given
prototype, conducted the study, and
contributed to the data analysis, sup-
ported the writing, and provided the
figures in the paper. F. F. Goldau and
U. Frese proposed the initial idea of
DoF mapping. J. Gerken provided
feedback on the paper.



[P10]

I was the leading author,
developed the overall
concept, co-developed
the prototype within the
framework environment,
set the study design, and
analysed the study data.

K. Zinta - in context of his bache-
lor’s thesis - co-developed the pro-
totype and conducted the user study.
J. Gerken providing feedback during
the ideation phase.
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Abstract: Robot arms are one of many assistive technologies used by people with motor impairments.
Assistive robot arms can allow people to perform activities of daily living (ADL) involving grasping
and manipulating objects in their environment without the assistance of caregivers. Suitable input
devices (e.g., joysticks) mostly have two Degrees of Freedom (DoF), while most assistive robot arms
have six or more. This results in time-consuming and cognitively demanding mode switches to
change the mapping of DoFs to control the robot. One option to decrease the difficulty of controlling
a high-DoF assistive robot arm using a low-DoF input device is to assign different combinations of
movement-DoFs to the device’s input DoFs depending on the current situation (adaptive control). To
explore this method of control, we designed two adaptive control methods for a realistic virtual 3D
environment. We evaluated our methods against a commonly used non-adaptive control method that
requires the user to switch controls manually. This was conducted in a simulated remote study that
used Virtual Reality and involved 39 non-disabled participants. Our results show that the number
of mode switches necessary to complete a simple pick-and-place task decreases significantly when
using an adaptive control type. In contrast, the task completion time and workload stay the same. A
thematic analysis of qualitative feedback of our participants suggests that a longer period of training
could further improve the performance of adaptive control methods.

Keywords: assistive robotics; human-robot interaction (HRI); shared user control; augmented reality;
virtual reality; visual cues

1. Introduction

Robotic solutions are becoming increasingly prevalent in many areas of our pro-
fessional and personal lives and have started to evolve into collaborators [1,2]. A non-
negligible number of people live with motor impairments, ranging from slight limitations
to severe paralysis [3]. While a near-complete integration into professional and social life is
the final goal, current assistive robotic technologies focus on performing activities of daily
living (ADLs). These include tasks ranging from essentials such as eating and drinking to
more complex behaviors such as grooming and activities associated with leisure time [4].

A general problem with assistive robotic solutions is finding suitable methods and
technologies for controlling such robots. Assistive robotic devices are often characterized as
having a large number of Degrees of Freedom (high-DoF). For example, a robotic arm with
a simple gripper can freely operate in 3D space and move along Cartesian space as well as
yaw, pitch, and rotate. This typically results in five to seven DoFs. Standard input devices,
such as joysticks, only cover two DoFs. To control a high-DoF device with a low-DoF input
device, mode switching is used. This means that at any point in time, the user has to select
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a mode, which then maps the two DoFs of the input device to two of the total available
DoFs of the robot while neglecting the others. While high-DoF input devices do exist, they
are not often accessible for people with motor impairments.

Using a human—computer interface with a standard button-based mode switching
setup, Herlant etal. discovered that more than one-sixth of the total execution time is spent
changing the currently selected mode [5]. They showed that automatic mode switching
leads to increased user satisfaction within a deterministic simulation environment and with
a predefined goal.

Our latest research findings provide a proof-of-concept for a novel method of shared
control of an assistive robot. We evaluated the idea within a 2D simulation environment [6].
The novel control method uses a Convolutional Neural Network (CNN) to adaptively
generate DoF mappings based on camera data of the current situation. From a user
perspective, this system can help the user choose an optimal mapping of available control
DoFs for a low-DoF input device, either automatically or upon the user’s request. In this
paper, we build on this approach, focusing in particular on the user interface. Having an
adaptive mapping of control DoFs to the input device can be challenging to understand
and learn, which is why there is a need for visual feedback to convey that information to
the user. The approach in our previous work included visual cues in the form of arrows.
While the results are promising (see Section 2), the limitation of a 2D environment means
that it is difficult to predict how this approach transfers to 3D. For example, certain DoF
combinations might be more difficult to display with arrows in a 3D environment and lead
to visual clutter.

The goal of this paper is to explore the proposed novel control method, as well as
possible visual cues for the DoF mappings. In particular, we want to explore how the
novel, adaptive control method performs in a 3D environment compared to the standard
mode-switch approach with cardinal DoF mappings and whether changes in the visual
cues have an impact on the performance of the adaptive control method.

We conducted a remote online study with 39 non-disabled participants, in which we
compared three different control types with different DoF mapping behaviors and visual
cues. These were Classic and Double Arrow, which used two arrows attached to the fingers
as visual cues, and a visually reduced variant Single Arrow. Single Arrow only used one
arrow through the middle of the gripper (see Section 3 for a detailed description of each
control type).

The study was conducted inside a 3D Virtual Reality (VR) environment, utilizing Head-
Mounted Displays (HMDs) for an immersive experience (see Section 4.3 for a complete
description of the virtual environment). The participants repeatedly performed a simple
pick-and-place task, controlling a virtual robot arm using the three control types (see
Section 4.5 for a detailed description of the study design).

Due to the ongoing COVID-19 pandemic, we opted to recruit non-specific participants
that had access to the required hardware (an Oculus Quest VR-HMD) to participate in our
study. None of the recruited participants reported living with any motor impairments. We
acknowledge this limitation and discuss how our findings can be transferred to the target
group of people with motor impairments in Section 7.

As our main contribution, we present findings from our study, which compare our
two adaptive control types with the standard mode-switch control type, explicitly focusing
on task completion times, number of mode switches and workload. In addition, we
contribute an extensive discussion of qualitative results from voice recordings of our
participants, providing a deeper understanding of the benefits and challenges of each of
the three control types.

2. Related Work

To assist people with physical or cognitive impairments, prior research often suggests
possible solutions that use robots that automate specific tasks [7-10]. Assistive robots
are found in a variety of designs. There are stationary robots specifically designed for






Technologies 2022, 10, 30

30f23

meal-assistance [11], socially assistive robots for elderly people and people with cognitive
impairments [12], navigational robots for blind people [13], and many more examples,
both in research and commercially. Besides stationary robots (e.g., fixed to a table) [14],
there are also moving robots attached to mobile platforms [15,16] or mounted to the user’s
wheelchair [9].

To help people with motor impairments, assistive robot arms are widely used, both
within the workspace and in performing ADLs [17]. Their flexibility allows for many
different applications, such as feeding assistance [18], fetch and pick-up tasks [15], and
cataloging of books [7].

Robotic assistance is generally well-received by people with motor impairments. Drol-
shagen etal. found that people with disabilities quickly accept working with robots, even if
the robots are in close proximity [19]. Regarding ADLs specifically, Pascher etal. conducted
an ethnographic study with 15 participants with tetraplegia, multiple sclerosis, Locked-In
Syndrome, and similar diseases [20]. They found that people with motor impairments
would prefer to perform ADLs themselves with the help of a robotic aid as opposed to
with the help of another person. People with motor impairments want to “live more
independently” and “gain increased autonomy”.

However, automating ADLs, as suggested in research, can have unintended conse-
quences. Pollak etal. conducted a study comparing manual and autonomous modes of
collaboration with a collaborative robot (cobot) [21]. They found that using the manual
mode in which the cobot would perform tasks only upon interaction with the participants
decreased stress significantly. The participants felt “more capable of coping with and
controlling the situation” than in the autonomous mode.

Similarly, Kim etal. conducted a study with subjects with spinal cord injuries using
an assistive robot arm in either a manual or an autonomous mode [22]. They found that
overall task completion times for manual and autonomous usage for trained participants
were similar, but user satisfaction was higher in manual mode. This is despite the fact
that autonomous usage decreased the effort necessary to perform tasks significantly. The
authors call for more flexible interfaces to control assistive robot arms.

When interacting with robots that carry out movements, a study by Cleaver etal.
showed that users generally prefer to have a visual representation of the robot’s future
movements. However, having this visualization does not significantly affect the perfor-
mance when executing tasks using the robot [23]. When using a visual representation of
robot motion intent, the most prominent solution is to show the robot’s movement using
arrows [24-26]. In addition, most of these approaches rely on Augmented Reality to overlay
the visual representation on the user’s real environment.

Heeding the call for more flexible interfaces, we proposed in our recent work an
adaptive control concept for assistive robot arms that promises to allow users to be in
control at all times while still providing them with more assistance during ADLs than the
standard mode switch control concept [6]. In this proposed concept, a CNN interprets the
video feed of a camera attached to the robot arm and adaptively outputs the most likely
movement DoFs.

With current control concepts, users with low-DoF input devices, such as simple
joysticks, can only move the gripper of an assistive robot arm in cardinal directions (i.e.,
movement and rotation around Cartesian X-, Y-, and Z-Axes). The user has to switch and
choose between the provided mappings of input DoFs to some of the robot’s DoFs. This
may include the pairings of different DoFs of the robot that are less than ideal for the given
situation, resulting in many time-consuming and mentally demanding mode switches.
Additionally, in any given mode, an input on an axis of a low-DoF device would move the
gripper only in the cardinal direction currently assigned to this input DoF. Combinations of
multiple output DoFs (such as orbiting an object, which is the combination of rotation and
translation) require more than one input DoF (e.g., both the X- and Y-Axes of a joystick) to
be engaged simultaneously in such systems.
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To solve this problem, we proposed a representation of these assignments of input
DoFs to output DoFs in the form of a matrix similar to the one seen in Figure 1 in our
previous work. Each row in that matrix represents a cardinal output DoF, while each
column represents the input DoFs of an input device. The values in a column determine
which movement the robot’s gripper will perform if the input DoF is engaged. For example,
an identity matrix would yield a behavior identical to the cardinal mode switch approach,
as each input DoF is only mapped to one cardinal output DoF.

X — Axis 100 00 0O 05 0 0 05 0 0 O
Y — Axis 01 000O0TO 05 0 0 0 05 0 O
Z — Axis 0010000 0 0 0505 0 0 O
Roll 0001000 0 05 0 0 05 0 O
Pitch 000O0T1TO0TPO0 0 05 0 0 0 050
Yaw 000O0O0T1O0 0 0 05 0 0 050
Gripper 00 0O0O0O0T1 o 0 0 o0 o0 o0 1

Figure 1. Two different DoF mappings as matrices—(Left): classic control (one input DoF controls
one cardinal output DoF); (Right): arbitrarily combined controls (one input DoF controls more than
one cardinal output DoF at the same time).

This representation allows for combinations of multiple output DoFs for one input
DoF. For example, if the first column contains a value of 0.5 in the first two rows, engaging
the first input DoF would result in a diagonal movement along the XY plane of the robot’s
coordinate system (see the matrix on the right in Figure 1). According to the current
situation, the proposed control concept adaptively fills this matrix to create the most useful
combination of output DoFs.

We then conducted a small study with a 2D proof-of-concept simulation for our
proposed control concept. A total of 23 participants used a “standard” and an “adaptive”
control type for a simulated 2D robot that could drive forwards, sideways, rotate around
its center, and close its fingers to move blue boxes to target red boxes (see Figure 2). This
is the 2D equivalent of a simple pick-and-place task in 3D. Both control types switched
modes after five seconds without user input.

The results of our study showed that, subjectively, the “adaptive” control was sig-
nificantly faster but significantly more difficult than the “standard” control. “Adaptive”
control also led to significantly shorter sequence execution times.

While these findings are promising, the concept requires further evaluation in 3D
and in a more complex environment with devices that have more DoFs. We set out to
do precisely that: evaluate the proposed concept of adaptive control in a more complex
environment with a robot arm with seven DoFs.

L / L 4

Figure 2. The simulated robot with two out of the four cardinal DoFs (left) and two adaptive DoFs
(right) [6].
3. Control Types for a 3D Environment

To compare the standard control type of switching between cardinal modes to the
adaptive approach, we implemented three control types (see Figure 3) in a simulated 3D
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environment (see Section 4.3). This simulated environment is meant to act as a proxy for a
potential Augmented Reality (AR) implementation. There, users would control an assistive
robot arm and see the visual feedback superimposed on the real world and robot via an
AR-HMD device. Instead, in our 3D simulation, users wear an Oculus Quest VR-HMD,
which superimposes the visual feedback directly in the computed 3D scene. An overview
of the environment and the control types described in the following sections is provided as
a video (see Video S1).

All three control types use arrows as visual cues. Specifically, the arrows show which
direction the gripper will move if a user engages the corresponding input DoF. To allow the
users to predict the robot’s movement when engaging the input DoF with positive values
(e.g., pressing the control stick up) and negative values (e.g., pressing the control stick
down), the arrows have two heads. Each arrowhead points towards the corresponding
movement direction.

Lo oo L

(b)

Figure 3. Visualization for the different control types: (a) Classic; (b) Double Arrow; (c) Single Arrow.

Using visual cues in 3D as opposed to 2D often causes visual obstruction, e.g., if the
gripper is close to the table, the active DoF would lower the gripper towards the table. In
that case, the arrows would clip through the table, making them partially invisible to the
user. It would also be common that the robot’s gripper itself obstructs parts of the arrows,
making them harder to see and interpret. To eliminate these problems, the arrows were
made translucent and are always rendered above all other objects yet shown at the correct
depth as if looking through whatever is blocking them. This behavior is similar to viewing
the scene through Augmented Reality glasses, which would overlay the arrows onto a real
scene as opposed to showing the arrows as part of the real world that can be blocked by
other real-world objects.

To more easily communicate the currently active mode, all control types show a blue
indicator above the robot gripper consisting of four spheres, each representing a mode (see
Figure 3). The sphere representing the currently active mode is darker and less translucent
than the inactive ones, indicating how many modes are left to switch through before
returning to the first.

3.1. Manually Designed DoF-Calculations

The focus of this study was to evaluate how adaptively changing DoF mappings
would impact the participant’s experience in a more complex 3D environment. While we
proposed a CNN to perform these calculations in our previous work [6], there are other
ways of calculating these DoF mappings. We developed a manually scripted method of
calculating these DoF mappings for the specific task used in the study instead of training a
CNN. This method generates a matrix with the same rules described in our previous work
(see Figure 1) to represent DoF mapping, thus providing the possibility of equal movements
as generated by a CNN trained on camera data. Since our primary focus is the participant’s
experience with the adaptively changing DoF mappings, we assumed that this approach
would significantly decrease the possibility of unpredictable behavior while having little
impact on the applicability of our findings to a system using a CNN. A detailed description
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of the generated output values is presented in the description of the adaptive control types
(see Sections 3.3 and 3.4).

This approach is akin to the widely used “Wizard of Oz” method, in which the output
of a proposed system is instead provided by a human to test the user experience of that
proposed system before finishing the implementation. In our case, we instead simulated
the output of a complex CNN using a simpler system. As with “Wizard of Oz” experiments,
our results should therefore be applied to the user experience with the system using a CNN,
but the absolute performance measures may vary.

We developed three control types—Classic, Double Arrow, and Single Arrow—to func-
tion with different assistive robot arms and different input devices. To conduct the study,
we decided to use the widely available stand-alone VR headset Oculus Quest. The Oculus
Quest consists of the headset itself, and two motion controllers, one for each hand, with
several buttons and a control stick each. Participants executed a simple pick-and-place
task (see Section 4.6) in our VR environment using a virtual model of the Kinova Jaco robot
arm using each of the control types (see Section 4.3 for a detailed description of the virtual
environment and the VR setup).

3.2. Classic Control Type

The Classic control type implements the standard mode switch control type most
commonly used to control assitive robot arms. This means that an input DoF always
corresponds to a cardinal output DoF. Given the seven cardinal DoFs of the Jaco robot arm
(X-Translation, Y-Translation, Z-Translation, Roll, Yaw, Pitch, Open/Close fingers) and two
input DoFs (the X-Axis and Y-Axis on a motion controller’s control stick) four modes are
available to the users:

1. X-Translation + Y-Translation;
2. Z-Translation + Roll;

3. Yaw + Pitch;

4. Open/Close fingers + Nothing.

The last mode has no assigned output DoF for the X-Axis on the control stick to allow
the users to learn an axis-to-action mapping.

Users can switch modes by pressing the A-Button on the right-hand motion controller.
This allows them to perform the tasks at their own pace and assess the usefulness of a
mode as long as they need to. Whenever the A-Button is pressed while the fourth mode is
active, the first mode is selected again, allowing the users to cycle through modes at will.

Two arrows attached to the fingers of the gripper show the users which motion the
gripper would perform, given a user’s input on the respective input DoF. Red arrows repre-
sent the movement assigned to the Y-Axis of the control stick, and green arrows represent
the movement assigned to the X-Axis of the control stick. As the motion controllers are also
rendered in the virtual environment, we added a visual representation onto the control
stick rendered in-game. A cross with one red axis and one green axis is shown on the
motion controller to indicate which direction corresponds to which color. A blue sphere
surrounds the A-Button to match it to the blue mode indicator (see Figure 4).
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Figure 4. The virtual motion controller with directional indicators and the robot arm with matching
arrows visualizing the currently selected mode.

3.3. Double Arrow Control Type

The Double Arrow control type implements the proposed adaptive control method
using two arrows to show the position of the fingers if a user engages an input DoF.
Therefore, each input DoF corresponds to a combination of cardinal DoFs determined
based on the current situation. To ensure comparability with the Classic control type in
regards to the number of mode switches necessary to return to the starting mode, four
modes were developed. The modes are ordered by their complexity and usefulness to the
users’ goal of reaching the next target.

As in the Classic control type, two arrows attached to the fingers of the gripper show
the users which motion the gripper would perform, given a user’s input on the respective
input DoF. Red arrows represent the movement assigned to the Y-Axis of the control stick,
and green arrows represent the movement assigned to the X-Axis of the control stick.

The first mode assigns the Y-Axis of the control stick to a movement that both rotates
and translates the gripper towards the next target simultaneously. More precisely, if the
gripper is further than 10 cm away from the target, the movement is oriented towards a
point 15 cm above the target. If the gripper is closer than 10 cm to the target, the movement
is oriented towards the actual target. This ensures that the gripper tends to grasp and
let go of objects from above, as opposed to trying to do so from the sides and thereby
possibly crashing into the table. If the gripper is within reach of an object or target point
where an object is supposed to be placed by the users, it also allows them to open and
close the fingers. The X-Axis of the control stick in the first mode is assigned the same
movement as the Y-Axis but rotated by 90° to allow for corrections perpendicular to the
Y-Axis movement.

To provide users with more options, the second mode assigns the Y-Axis of the control
stick to a linear translational movement towards the object and the X-Axis of the control
stick to a rotational movement of the gripper towards the next target. Both of these
assignments were chosen since only moving or only rotating are less likely to further
the goal of the users. However, the individual movements themselves are still integral
movements for coordinating the gripper orientation and some movement towards the
goal. In the optimal case, this means that users would not need to use this mode, as both
orientation and positioning would be taken care of simultaneously by the first mode.
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The third mode assigns the Y-Axis of the control stick to the opening or closing the
fingers, depending on whether an object was currently held or not. The X-Axis of the
control stick has no assignment in this mode to ensure comparability with the Classic
control type.

If users stop moving the gripper, they should always be able to move the same way
they did before. To ensure this, the fourth mode always assigns the X- and Y-Axis of
the control stick the same mappings that were last used to move the gripper. Otherwise,
users who would want to assess if they had moved the robot far enough for their personal
preference using a given mapping would have no possibility to correct their course.

The system calculates the next movement mappings whenever the users stop moving
the robot. However, the system does not instantly assign the first mode to be active, as
this would disrupt the users’ flow of control (i.e., they might have stopped to asses the
situation and then decided to continue with the DoF mapping they were using). Moreover,
this would harm comparability to the Classic control type (as no automatic mode switches
happen in that control type). This means that whenever the users stop moving, the blue
mode indicator would show the fourth mode as being active, and a press on the A-Button
would lead to the newly calculated first mode.

3.4. Control Type Single Arrow

During the development of Classic and Double Arrow we discovered that, while two
arrows are a perfectly suitable visualization for a 2D environment, these arrows can result
in a large amount of visual clutter during complex movement in 3D environments. We
decided to develop a visualization that reduces visual clutter in a 3D environment and
compare its usage to the Double Arrow control type.

Dubbed Single Arrow, the input-to-output DoF mappings are calculated in the exact
same way as the mappings in Double Arrow. Switching between modes is also handled in
the same way as in Double Arrow. However, the visualization changes from displaying two
arrows at the tips of the fingers to displaying one arrow in the middle of the gripper, with a
slight offset to allow certain movements to be displayed. This reduces visual clutter for all
situations except when the fingers move.

4. Materials and Methods

We present a remote study with 39 participants to compare the proposed concept of
adaptive control (in two variations) against the standard mode-switch control concept. In
particular, we measured task completion times, the number of mode switches necessary to
perform a task, the workload necessary to use the different control concepts via a NASA
Raw-TLX (NASA Raw Task Load Index), and the participants” personal ranking of the
three presented control types. Participants used their own Oculus Quest headset to perform
a simple pick-and-place task using a virtual robot inside a realistic 3D environment.

4.1. Hypotheses
We propose the following hypotheses:
e Average Task Completion Time

- HI Double Arrow leads to lower task completion time than Classic. The adaptive
control of Double Arrow should significantly reduce the movements necessary
to perform the task by combining different cardinal DoFs into one continuous
movement, which otherwise would each have to be adjusted separately.

- H2Single Arrow leads to lower task completion time than Double Arrow. Only using
one arrow for each DoF mapping should reduce visual clutter. This should lead
to a shorter processing time of the suggested movements, reducing the total time
to execute a task.

¢ Average Number of Mode Switches
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- H3 Double Arrow leads to fewer mode switches than Classic. The adaptive control
of Double Arrow should reduce the necessity to switch modes significantly. Since
different DoFs are combined depending on the current situation, a change in po-
sition and rotation brings the robot arm closer to the target and can be performed
without mode switches.

- H4Single Arrow and Double Arrow need roughly an equal number of mode switches.
The behavior of the two adaptive control types is the same. Thus, while it might
take participants longer to understand what movements they can perform with
Double Arrow as opposed to Single Arrow, they should switch modes approxi-
mately as often in both control types.

e Workload

- H5 Double Arrow leads to lower NASA TLX scores than Classic. The adaptive
control of Double Arrow calculates sensible movements to reach the next goal
position and rotation. Thus, it should alleviate the participants from having to
think of a sequence of movements to reach their goal, reducing workload. This is
in contrast to the findings of our previous study, in which participants perceived
the Adaptive control as more complex than the Standard control [6]. We expect the
benefit of pre-calculated DoF combinations and the workload of developing a
sequence of movements in cardinal DoFs to be higher in a 3D environment than
in a 2D environment. Therefore, the workload for the adaptive control types
should be lower than for Classic in 3D.

- Ho6 Single Arrow leads to lower NASA TLX scores than Double Arrow. Since we
assume that reduced visual clutter leads to a shorter processing time for the
suggested movements, the NASA TLX scores of Single Arrow should be lower.

4.2. Participants

In total, 39 people participated in our study (12 female, 26 male, 1 non-binary), which
led to a data-set of 936 individual trials (8 per control type, 24 per participant). The
age of participants ranged from <19 to 69, with 20 to 29 being the largest group with
22 participants. Four participants had prior experience with controlling an assistive robot
arm, and no participants declared any motor impairments. All participants received EUR
10 as compensation unless they specifically denied the offer.

Due to the ongoing COVID-19 pandemic, we opted to perform a remote study using
VR. We did not specifically search for participants with motor impairments because the
potential target audience for people with VR setups at home that also have motor impair-
ments appeared too small. There would not be enough time to gather enough participants
in a realistic time frame. Instead, we searched for any participants that had access to the
necessary equipment (an Oculus Quest headset, see Section 4.3) and were able to install our
study software on their devices. With these non-specific participants, the performance mea-
sures for executing the tasks in our study with the different control types (see Section 4.6)
can be compared relative to one another, even though they may not be representative of
the intended target audience of such an assistive device. We acknowledge this limitation,
which is further discussed in Section 7.

Participants were recruited via announcements in different social media communi-
ties relating to VR (e.g., r/OculusQuest: https:/ /www.reddit.com/r/OculusQuest/, ac-
cessed on 3 January 2022), social media communities regarding assistive technologies (e.g.,
r/ AssistiveTechnologies: https:/ /www.reddit.com/r/AssistiveTechnology/, accessed on
3 January 2022), and platforms for acquiring participants specifically for XR studies (e.g.,
XRDRN: https:/ /www.xrdrn.org/, accessed on 3 January 2022) among other more local
announcements.

To ensure that VR sickness symptoms did not influence our results, the participants
filled out the Virtual Reality Sickness Questionnaire (VRSQ) at the end of the study [27]. The
VRSQ measures nine items on a four-point Likert scale and results in a value between 0 and
100, where 0 means no symptoms experienced and 100 means all symptoms were severe.
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Reported values were low (Mean: 11.30, Std.-Dev.: 11.38), and none of the participants
selected the “Severe” option for any of the items.

4.3. Apparatus

We designed a Virtual Reality environment based on a photogrammetry scan of a real
room. The environment included a virtual model of the Kinova Jaco (Kinova Jaco robot arm:
https:/ /assistive.kinovarobotics.com/product/jaco-robotic-arm, accessed on 3 January
2022) robot arm attached to a table, a red target surface, a blue block, and two virtual
screens—one for descriptions and questionnaires and one that would show example photos
of the control types (see Figure 5). We decided to use a virtual model of a real robot arm
(Kinova Jaco) to stay as close to a physical system as possible. Additionally, the Kinova Jaco
robot arm is specifically designed and often used as an assistive device for people with
motor impairments [5].

Thisis a training tasy

Please move
a @ the blue b,
Qurma s lock onto the red surface ygi f

S ek e S S

Reminder: Press the stick on the
; < vight motion contolie up/dov v b kot
of the red arrows or lefi i et S
change i D #
shows you how many suggestions are eftnthe st

Figure 5. The virtual environment: description screen (Left); screen with example photos of the
control types (not shown); Kinova Jaco with visualisation for control type Single Arrow (Right); table
with blue block and red target (Bottom).

The virtual environment was created with the Unreal Engine 4.26 and was developed
to be deployed to the Oculus Quest VR headset. Participants had to either own or have
access to such a headset and be able to install the study software on that headset using a
computer (Windows, macOS, and Linux could be used). Although we tested our software on
the original Oculus Quest hardware, we did not explicitly exclude the use of the newer and
very similar Oculus Quest 2 headset. The Oculus Quest consists of the VR headset and two
motion controllers, one for each hand. Each motion controller has several buttons and a
control stick. Participants controlled the robot using the right motion controller of the VR
headset. In particular, the control stick of the motion controller moved the robot according
to the currently active control type. This enabled the participants to control which DoFs
were being used and how fast the robot would move. The A-Button was used to switch to
the next mode cyclically, returning to the first mode when a mode switch was performed in
the last mode.

To simulate the movement of the robot arm, the inputs did not move the joints of the
robot as they would with a physical robot arm. Rather, the gripper of the virtual robot arm
is moved in 3D space according to the inputs, and the arm of the robot is programmed to
adopt a correct pose automatically. This was implemented using the physics system of the
Unreal Engine.
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4.4. Procedure

Participants were directed to a website with a brief introduction to the study, the
duration of the study (around 30 to 45 min), the technical and non-technical prerequisites
to participate in the study, and a description about what data would be collected during
the study. Participants were informed that certain metrics and usage data, such as task
completion times, will be recorded and sent to our servers during the study. They were
also informed that they would need to fill out a short questionnaire after each condition of
the study and that they would be able to record a short audio message after each condition.
Lastly, participants were informed that cookies were being used on our website. Each
participant gave informed consent by pressing a clearly labeled button to continue and
start the study. After giving their consent, participants were instructed on how to install
and open the study application and what to do when they were finished with the part
of the study inside the VR headset. During the study, neither a video of the participants
surroundings through the VR headsets external cameras and sensors nor a screen-recording
was captured.

Next, the participants put on their VR headsets and opened our study application.
They were greeted with a brief explanation of the study on a large virtual screen. Except for
the questionnaires after each control type, any text that was available to read on that screen
was also simultaneously read aloud as a prerecorded voice-over. The participants interacted
with this screen via a common interaction method that was also used in the menus of the
Oculus Quest headset: pointing a ray that originated from the motion controller towards
the screen and using the trigger to confirm input.

After the study explanation, the participants were presented with a description of the
first control type they would be using and the task they would be performing. This explana-
tion was supplemented with an image on a second smaller virtual screen. The descriptions
were written in a way that described how the gripper would move in relation to the current
situation. We did not explicitly describe the intentions behind the different modes and their
order in Double Arrow and Single Arrow (to provide ideally optimal mappings) to prevent
possible biases. Otherwise, the participants might have been inclined to trust the adaptive
mappings against their own judgment, thereby changing their behavior.

The explanation of each control type was followed by a series of trials of our pick-and-
place task (see Section 4.6) the participants had to execute to progress through the study.
For each control type, the task was performed once as a training trial and then eight more
times for the same control type. During these eight trials, the task completion time and the
number of mode switches performed was recorded.

After executing all trials for a control type, the participants were presented with the
NASA Raw-TLX questionnaire to capture the participants” workload. Additionally, the
participants could record a short audio message to point out additional things they felt
were relevant during the execution of the trials. The recording of the audio message was
optional. After filling out the questionnaire and optionally recording an audio message,
the participants would continue with the next control type until they had executed all trials
for all three control types.

Upon finishing the VR part of the study, participants received a unique code to
be entered in a form on our website to complete the VRSQ [27] and our questionnaire.
We asked the participants to report their demographic data and rank the control types
presented in the VR section of the study. Lastly, participants left their contact information
to receive the compensation.

4.5. Study Design

We used a within-subjects design with the control type as an independent variable
with three levels: (1) Classic, (2) Double Arrow, and (3) Single Arrow. Each participant
performed eight trials of a pick-and-place task for each of the three control types (see
Section 4.6). Additionally, they performed one training trial for each control type to






Technologies 2022, 10, 30

12 0f 23

familiarize themselves with the control type. The order of control types shown to the
participants was fully balanced.

We measured three dependent variables for each control type: Average Task Completion
Time, Average Number of Mode Switches, and Workload via a NASA Raw-TLX questionnaire.

Average Task Completion Time in seconds While participants executed each trial with
the robot arm, the time to complete the task was measured for each participant. Then, the
average task completion time for each control type was calculated across all participants.
Average Number of Mode Switches While participants executed each trial with the robot
arm, each mode switch executed by pressing a button on the input device was counted and
stored as the number of mode switches. Then, the average number of mode switches for
each control type was calculated across all participants.

Workload via a NASA Raw-TLX questionnaire After completing all trials within each
control type, the participants were asked to fill out a NASA Raw-TLX questionnaire to
obtain information about the participants’ perceived workload. The questionnaire consists
of the following six criteria, which participants would rate on a scale of 0 to 100 in steps
of 5: mental demand, physical demand, temporal demand, performance, effort, and
frustration [28].

In addition, the participants could record a short description of their experiences
in the form of a voice message, although this was not mandatory. The recorded voice
messages were transcribed and analyzed by multiple researchers to identify underlying
themes and common impressions the participants had while using the virtual robot arm
(see Section 5.2). Participants also provided a personal ranking of the three control types in
a questionnaire at the end of the study.

4.6. Task

Participants were asked to repeatedly place a blue block onto a red target using the
assistive robot. Participants performed this task eight times per control type. We did not
use two blocks per trial to reduce variability in our results. We decided to use a simple pick-
and-place task instead of a specific ADL (e.g., drinking from a glass) since pick-and-place
tasks are part of many ADLs. Moreover, a specific ADL might have caused problems with
participants” preconceived notions of that task (e.g., they would approach the glass in a
particular way, while the adaptive system would approach it differently). This would have
possibly distracted them from evaluating the control types as a whole, which we wanted
to avoid.

In each of the eight trials per control type, the position of the blue block changed to one
of eight predefined positions around the red target surface. The order in which the positions
were used in the eight trials was randomized for each participant and control type.

5. Results

We recorded both quantitative and qualitative data from the participants during the
trials. This section presents the results of each section from our data analysis.

5.1. Quantitative Results

The recorded quantitative data for each trial included task completion time (in seconds)
and the number of mode switches. For each control type, the quantitative data included the
NASA Raw-TLX results and the Rank given to the control type by the participants (lower
rank numbers are better). The used abbreviations and symbols are:

¢ IQR: Interquartile Range;

e  SD: Standard Deviation;

e  SE:Standard Error;

e p:p-value as an expression of the level of statistical significance;
e N:Sample Size;

e x%(2): Chi-Squared with two degrees of freedom;
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e F:F-Statistic for the Repeated-Measures ANOVA;
e  M: Mean;
e df: Degrees of Freedom for the calculation of x? for the Friedman Tests.

5.1.1. Task Completion Time

For each participant, we averaged the task completion times (see Table 1) of the trials
for each control type. In an exploratory analysis, we removed outliers that had average
task completion times > 2.2 * IQR of the mean task completion time in at least one control
type [29] (see Figure 6). Four outliers were excluded this way, leaving 35 participants for
analysis of task completion times. An inspection of QQ-plots found the resulting data-set
to follow a normal distribution.

Table 1. Statistics for average task completion times (in seconds, N = 35).

Classic Double Arrow Single Arrow
Mean 47.41 42.62 44.04
Median 44.66 37.75 41.23
Std.-Dev. 12.55 19.28 2224
IQR 14.03 24.33 31.68
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Figure 6. Boxplots for average task completion times.

To determine whether the control types had an effect on average task completion
times, we performed a Repeated-Measures ANOVA (RM-ANOVA). However, we found no
significant main effect (F(2, 64) = 1.31, p = 0.28).

In addition to the effect of control types, we examined whether the starting condition of
a participant had an impact on task completion times. We included the starting condition as
a between-subjects factor for the RM-ANOVA and discovered a significant interaction effect
between the starting condition and the task completion times (F(4, 64) = 8.86, p < 0.001).
Analyzing simple main effects, we discovered that the task completion times for Classic
stayed roughly the same regardless of the starting condition. However, both adaptive
control types heavily suffered when they were the starting condition (see Figure 7). A post
hoc pairwise comparison (Estimated Marginal Means, Bonferroni adjusted) showed that
task completion times for Single Arrow (M = 54.66 s, SE = 5.9) were significantly longer than
those for Double Arrow (M = 33.74 s, SE = 4.6) if Single Arrow was the starting condition
(p = 0.001). Conversely, task completion times for Double Arrow (M = 57.89 s, SE = 5) were
significantly longer than those for Single Arrow (M = 37.82 s, SE = 6.41) if Double Arrow was
the starting condition instead (p = 0.002). Another significant difference was found if Single
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Arrow was the starting condition: Classic task completion times (M = 48.23 s, SE = 3.57)
were longer than those of Double Arrow (M = 33.74 s, SE = 4.6) in that case (p = 0.013). The
other comparisons yielded insignificant results.

Task Completion
imes.
by Condition
~— Classic
=== Double Arrow
— Single Arrow

Estimated Marginal Means (Seconds)

Classic Double Arrow Single Arrow

Start Condition

Figure 7. Estimated Marginal Means for average task completion times.

5.1.2. Mode Switches

To determine whether there were differences between the average number of mode
switches between control types we used an RM-ANOVA. Due to a software error, mode
switch data were only recorded correctly for 20 participants. We found a significant effect of
control types on the average number of mode switches (F(2, 38) = 8.08, p = 0.001). Pairwise
comparisons revealed that there were significant differences (p < 0.05) between the average
number of mode switches for both adaptive control methods (Double Arrow: M =12.93,
SD = 3.91; Single Arrow: M = 14.23, SD = 5.15) and the Classic control method (M = 17.87,
SD = 4.8). We found no significant difference between the average number of mode switches
for Single Arrow compared to Double Arrow (p = 0.11, see Table 2 and Figure 8).

Average Number of Mode Switches
s

Classic Double Arrow Single Arrow
Control Type

Figure 8. Boxplots for average number of mode switches.
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Table 2. Statistics for average number of mode switches (N = 20).

Classic Double Arrow Single Arrow
Mean 17.87 12.93 14.23
Median 16.50 11.63 12.31
Std.-Dev. 4.80 391 5.15
IQR 7.00 5.09 791

5.1.3. Workload and Rank

Each participant completed a NASA Raw-TLX questionnaire after completing the task
with each control type, rating each dimension on a scale from 1 to 100. To evaluate whether
there were any differences between the control types regarding workload, Friedman Tests
were performed for both the overall NASA TLX value as well as the individual dimensions
of the questionnaire. No significant differences were found for either the overall NASA
TLX value (x2(2) = 5.33, p = 0.07) or the individual dimensions (see Table 3).

We also evaluated whether the users preferred one control type over the others. To do
s0, the participants ranked the control types after completing all tasks. A lower number
means the participant ranked that control type higher. No significant differences were
found for the ranks (x2(2) = 0.97, p = 0.65) (see Table 4).

Table 3. Statistics for individual NASA TLX Dimensions on a scale from 1 to 100 (df = 2, N = 39 for
all Friedman Tests).

Mental Physical ~ Temporal

Demand  Demand Demand Performance  Effort  Frustration

Classic (Mean) 53.33 30.26 36.92 32.05 48.59 41.41
Classic (Std.-Dev.) 24.64 21.67 21.07 20.48 24.84 24.52
Double Arrow (Mean) 56.28 28.21 40.38 38.97 52.82 43.08
Double Arrow (Std.-Dev.) 22.93 16.20 25.06 25.50 24.08 26.40
Single Arrow (Mean) 48.97 27.56 36.03 40.64 51.41 38.33
Single Arrow (Std.-Dev.) 24.69 2294 20.56 26.61 23.25 26.34
Mean Ranks

Classic 2.04 1.92 1.96 1.73 1.79 1.92
Double Arrow 221 217 218 2.15 218 217
Single Arrow 1.76 1.91 1.86 2.12 2.03 1.91
Friedman Tests

X2 4.23 2.07 2.38 4.86 3.15 1.76
Exact Significance 0.12 0.37 0.31 0.09 0.21 0.43

5.2. Qualitative Results

Participants were asked to describe their experience with the control type they used
in a voice message. They were asked to elaborate on the ease of controlling the robot,
their understanding of movement directions, and the predictability of the next movement
directions.

In total, 23 of the 39 participants recorded a message for all three control types. In
addition, only four participants recorded voice messages for two of the three control types,
and one participant just recorded a single voice message. This resulted in 26 voice messages
for each control type.
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Table 4. Statistics for NASA TLX on a scale from 1 to 100 and ranking on a scale from 1 to 3 (df = 2,
N = 39 for all Friedman Tests).

NASA TLX Rank
Classic (Mean) 40.43 1.87
Classic (Std.-Dev.) 17.11 0.77
Double Arrow (Mean) 43.29 2.05
Double Arrow (Std.-Dev.) 15.32 0.86
Single Arrow (Mean) 40.49 2.08
Single Arrow (Std.-Dev.) 17.29 0.84
Mean Ranks
Classic 1.85 1.87
Double Arrow 2.29 2.05
Single Arrow 1.86 2.08
Friedman Tests
X 5.33 0.97
Exact Significance 0.07 0.65

5.2.1. Thematic Analysis

The voice recordings were analyzed with the Thematic Analysis method described by
Braun and Clarke [30]. This method was chosen because it has the flexibility to identify
themes within the unstructured feedback from the recorded voice messages. Throughout
the analysis, we identified themes related to our hypotheses, which gave us a better insight
into how participants perceived their experience and success in executing the given tasks.

First, we transcribed the voice messages to be able to analyze them. Although most
participants recorded their messages in English, a few recorded them in German. Some of
the statements in the following chapters were therefore translated into English. Second, two
of our researchers performed the Thematic Analysis using the six-phase method described
by Braun and Clarke [30]. Each researcher read each transcribed voice message to become
familiar with the participant’s feedback. They then marked certain paragraphs and phrases
to identify underlying topics related to our hypotheses that were relevant within multiple
data-sets. Each marked phrase was assigned a short code describing its topic. We used
the software Obsidian (Obsidian markdown note-taking software: https://obsidian.md,
accessed on 3 January 2022) for managing and tagging the transcribed messages in a simple
markdown text format with links and tags. Third, codes were organized and grouped into
themes, and descriptive titles were assigned to each theme. For a visual representation,
we developed visual thematic graphs; one of which is shown in Figure 9. Although some
comments were related to several themes, we decided to sort them into the theme with
the best fit. Fourth, themes were revised and evaluated by reading the related phrases
and codes again to ensure that each theme was internally homogeneous. Fifth, both
researchers worked together to refine the themes and compile them into a single thematic
map presented in Figure 10. Sixth, a summary of the results was written based on the final
thematic map.
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Figure 9. Early thematic map with codes shown in yellow and themes shown in blue.
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Figure 10. Final thematic map with themes shown in green and sub-themes shown in gray.

5.2.2. Results of the Thematic Analysis

We identified the following themes in the combined thematic map: visualization of
robot movement, cognitive demand, predictability of mode switching, predictability of movement
and learning. The excerpts from one participant’s audio messages were marked with the
participant’s unique number (e.g., P26 for the 26th participant out of the total 39 partici-
pants). Since participants often referenced the previous control types they used, we also
added which control type they were referring to in brackets when citing them.

Visualization of robot movement: This theme comprises the difficulties and benefits
of the visualization of the robot’'s movement. As expected when transferring over a
visualization from a 2D environment to 3D, perspective was one source of errors across all
three control types. P5 stated, “Depending on the orientation of the robot arm, I could not
see exactly which way the arrows were going.” P4 added, “Sometimes moving the robot
was a bit difficult because it just did not feel natural from different perspectives.”

Regarding the control types Double Arrow and Single Arrow, many participants men-
tioned that the arrows are either hard to interpret or hard to see. Interestingly, the partici-
pants did not mention this problem with the Classic control type. Participants stated, “[... ]
the arrows that follow the change of the movement direction are a little more difficult and
a little bit less intuitive to understand than the previous trial [control type Classic]” (P9),
and “I think it is more difficult than the previous control type because it has more abstract
movement [...]” (P25). Besides the curved arrows, many participants found it difficult to
associate the differently colored arrows of the visualization with the different input DoFs
across all three control types. P31 made this clear after using the Single Arrow control type.
They said, “The hardest part working with this method of motion was determining which
direction pushing the analog stick would actually move the robot.”

Across both adaptive control types, participants mentioned the helpfulness of the
arrows. P25 commented, “I think it was confusing at first, but those red and green arrows
helped a lot to understand how the robot moved.” After using the Double Arrow control
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type, P8 mentioned, “Controlling the robot was better than before [control type Single
Arrow], because one could tell more easily where the arm would go, based on the multiple
arrows”. This suggests the possible benefits of having multiple arrows in the Double Arrow
control type.

Cognitive demand: In this theme, we consolidated statements that describe a higher
or lower cognitive demand while using a specific control type. Across all three control
types, some participants mentioned a high cognitive demand. After using the Single Arrow
control type, P17 stated, “This one was more cognitively demanding than the previous
one [control type Classic], maybe because this one did not have straight movement but a
lot of rotational movements”. P18 found it to be “a bit confusing, but okay.” Participants
described the Classic control type as “confusing” (P8) and “counter intuitive” (P18). Using
the Double Arrow control type, P21 expressed the need to focus on the task and added, “I
do not think you could do anything else while using this control method”.

While mentions of lower cognitive demand were equally frequent in total, many
participants found the Classic control type to be “easy” or “easy to understand” (P6, P9,
P25, P27, among others). After using the Classic control type, P39 added, “Here it was best
to intuitively remember where each function was”. This suggests a connection with the
next two themes regarding predictability.

Predictability of mode switching: This theme describes the ability of the participants
to anticipate the next set of movement combinations that the system provides when the
participant executes a mode switch. Many of the difficulties participants had with the
predictability were with the adaptive control types Single Arrow and Double Arrow. When
using the Double Arrow control type, P17 noted, “In this condition, I was not sure whether
cycling through the different types of movements in there always were consistent. That
was very confusing.” We also identified this statement as an expression of an increase
in cognitive demand. For the same control type, P21 added, “I did not know which
combination would be next when I pressed A”. Using the Double Arrow control type, P23
mentioned, “I could not predict the next movement, because I did not understand in
which order the different movements are shown to me next.” We think this participant
confused the ever-changing nature of the adaptive suggestions with the different modes.
Only a few participants mentioned difficulties with predicting the next mode in the Classic
control type. P37 said, “Predictability was uncertain as well, until the later moves where
I had enough training to do it effectively.” Additionally, many participants mentioned
that they had to switch modes many times to find the proper movement they needed in a
given situation, especially with the adaptive control types. Using the Double Arrow control
type, P3 stated, “So if I wanted it to go down I would have to switch through multiple
modes [...]”. Furthermore, using the Double Arrow control type, P5 mentioned, “I had to
click through many modes to find the movement that I thought would bring me closer to
the block”.

Mentions of good predictability were also spread across all three control types, al-
though these were less common. For the Classic control type, P39 stated, “It was very easy
to understand and especially the predictability was the easiest here”. Using the Single Arrow
control type, P37 mentioned, “The ease of understanding the movement was a lot easier as
well. With some of the movement directions being easier to understand and predict before
they show up.” After executing the tasks with the Double Arrow control type, P37 added,
“It seemed more predictable and overall, a more optimum way of doing things”.

Predictability of movement: In contrast to the previous theme, this theme is about
predicting how and where the robot arm will move when using the currently selected
mode. As visualization plays a big part when predicting the robot’s movement, this theme
is related to the first theme about visualization. Only a few participants mentioned the
predictability of movement directly. After using the Double Arrow control type, P4 said, “So
I tried to do one thing and it would do a completely other thing. It felt really unnatural
to try and get to the cube and even to pick it up”. For the Classic control type, P10 stated,
“Because of the immediate predictability [...], it was much easier to control the robot and
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to steer it into different vectors to approach the block in the different positions”. Using
the Single Arrow control type, P10 added, “Therefore I could understand very well how it
would move and how it would work out so I could reach the target”.

Learning: This theme describes the participants” impression of their learning experi-
ence while using the different control types. Across all three control types, participants
reported that they grew better at performing the tasks over time. For the Classic control
type, P26 stated, “Using this robot arm is pretty easy if you learn how to use them, [...]".
After using the Double Arrow control type, P25 mentioned, “The predictability of the next
movement directions, I think, is easier as you practice with it, [...]”. For the Single Arrow
control type, P39 said, “The more I practiced, the more confidence I got [...]".

As participants used the different control types, they noticed a learning effect even
across the different control types. After finishing all trials of all control types, ending
with the Double Arrow control type, P25 said, “The predictability of the next movement
directions, I think, is easier as you practice with it, [...]” After using the Single Arrow
control type, P33 stated, “Maybe I simply have more experience now, if I performed better
in this task in any way”.

Even though many participants felt that they needed more practice with the tasks so
that they are easier to perform, some described that the process of learning felt relatively
easy. When finishing the tasks with the Classic control type, P16 stated, “It was quicker
to get familiar with the system.” P33 expressed some difficulties with the Double Arrow
control type but added, “At least it did not take long to notice a learning effect”.

Additionally, we identified many instances where participants reported that they liked
the second adaptive control type they used better than the one before, regardless of which
control type came first and which came second. This also suggests that a learning effect
is taking place. After using the Double Arrow and then the Single Arrow control types, P27
stated, “I don’t know what is the difference between double arrow and single arrow, but
single arrow is much easier to control”. For the Double Arrow control type, P31 stated, “This
method is a little bit easier to use than the second method [Single Arrow control type], but I
think that was more a function of having a little bit more experience”.

6. Discussion

Initially, our assumptions were that the overall task performance would be best when
using the Single Arrow control type, followed by Double Arrow, and Classic would have
the worst task performance. In comparison to the results of our previous study [6], the
new results are not as pronounced in a realistic virtual 3D setting, at least not without
considering the learning effects.

Regarding the task completion times, both Hypothesis 1 and Hypothesis 2 could
not be substantiated. However, the interaction effect between the starting condition and
task completion times suggests that, with time to learn, the adaptive control types could
perform better than the Classic type. This is corroborated by participants’ reports, as many
participants said that their performance and understanding of the adaptive control types
improved during the tasks. It is also worth noting that more participants experienced the
second adaptive control type as “better” than the first, implying a learning effect not only
for one control type but between control types.

Regarding mode switches, Hypothesis 3 and Hypothesis 4 could be substantiated
by our results. From Classic to Double Arrow, we measured a significant reduction in
the number of mode switches necessary to perform the task. In contrast, there was no
significant difference between Double Arrow and Single Arrow. Interestingly, this contrasts
the participants” opinions that they felt they had to switch many times to get to a mode
that performed a movement they expected. However, this reduction in mode switches
might be of higher benefit for people with motor impairments than for non-disabled people.
Switching modes using a button requires a certain level of dexterity and causes the user to
constantly divert their attention away from the original task, so more mode switches can
cause more fatigue and time consumption, as explained by Herlant etal. [5]. The impact
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of this difference in the number of mode switches on people with motor impairments can
thus only be evaluated in a future study with participants with motor impairments.

Regarding workload, Hypothesis 5 and Hypothesis 6 could not be substantiated. This
could have multiple reasons. For example, the participants expressed that the predictability
of the adaptive control types was low and that they did not necessarily know how the robot
would move, even with the arrows. These impressions, combined with the statements
regarding positive learning effects and overall high cognitive demand, could mean that
with increased exposure to the adaptive control types, users could have a lower workload
than with Classic.

According to some participants, using visual cues in a 3D environment caused prob-
lems with perspective. This made it difficult for them to predict how the robot would
move, even with the visual cues provided by the arrows. To mitigate this problem, our
concept might be combined with a “digital twin” of the robot arm, which demonstrates the
movement virtually before the real robot performs it physically [31].

To improve the overall predictability of the system, both regarding the suggested
modes and the movements of the robot, a training mode could be implemented. In this
mode, the users would be able to teach the system the way they want specific tasks to
be performed [32]. This should increase predictability, as the participants would know
the proposed movements will be (partially) based on their own instructions. In addition,
Spatial Augmented Reality can help the user’s understanding of the robot’s perception, e.g.,
which object the robot assumes the user wants to interact with [33]. In combination with
the already implemented visual cues, this can help the users predict the robot’s movement
more accurately.

After further research and refinement of our proposed control methods, they might
allow assistive robot arms to help with ADLs that currently require the help of caregivers or
more complex robots, such as dressing [34] or bathing [35]. The fact that the users always
stay in control of the robot while the robot performs more fluent, natural movements could
also allow people with motor impairments to use the robot in social situations, e.g., at the
workplace [36].

7. Limitations

Our study did not specifically involve or focus on people with motor impairments.
Thus, we need to discuss how our results can be transferred to this target group. First,
the absolute performance measures cannot be generalized to this target group. Individual
differences are usually high within people with motor impairments due to varying degrees
of physical limitations [37]. However, the study did not aim to provide absolute results
in terms of performance but rather an insight into the relative performance of the three
different control types. Since they all rely on the same physical interaction concept, we
believe that the way motor impairments might affect performance should be comparable
for all three control types. Second, Augmented Reality is necessary to provide the user
with the type of visual feedback we implemented for our study. We are aware from our
prior research that current-generation AR-HMD:s are often not accessible to people with
motor impairments. AR-HMDs such as the Microsoft HoloLens are too heavy and conflict
too often with health-supporting systems [38]. We conducted this research with the firm
belief that future AR hardware solutions will cope with requirements for people with motor
impairments. We acknowledge, however, that this might make the visual feedback designs
inapplicable for real-world systems at this point in time or the immediate future.

Additionally, our study involved the use of the Oculus Quest system and the Oculus
Quest Motion Controller as the only input device. In the real world, however, assistive robot
arms can be controlled with a wide range of input devices depending on the abilities and
preferences of the person using them. We specifically only used the most basic functionality
of the Motion Controller (the control stick and one button) to ensure that the results are
also applicable when using a different input devices with two input axes. It is still possible
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that the use of different input devices might add more complexity to the overall usage of
such a system.

Another limitation is the nature of our study being performed as a remote study. The
level of control is limited for such a method, which means that the level of engagement of
participants can vary. We addressed this limitation by keeping the duration of the study
relatively short (30-45 min) and designing the task so that we could easily identify cases
in which participants did not follow the study protocol. Our analysis further shows that
only a few participants were identified as extreme outliers. In addition, the focus on one
set of hardware devices made it possible to harmonize and control the kind of immersive
experience that participants engaged with, further reducing potential biasing effects, such
as low frame rates or other hardware-performance-related issues. Given the current COVID-
19 pandemic, we believe that our study setup is sensible and still able to provide robust
results. Still, we aim to replicate at least part of the study in a lab environment and with
people with motor impairments in the future.

It is possible that our study does not provide insight into the quality of adaptive
control through the means of a CNN. We simulated the adaptive control method to be
able to have full control in the study. Otherwise, imperfect DoF mappings would have
overshadowed the potential effects of the different visualizations, thus making it difficult
to draw conclusions. As discussed, we believe that our approach significantly decreases
the possibility of unpredictable behavior while having little impact on the applicability of
our findings to a system using a CNN, as long as this CNN is able to perform at a high
level of quality regarding the DoF mappings.

8. Conclusions

We conducted a study exploring and evaluating the user experience of an adaptive
control concept for assistive robot arms in a realistic virtual 3D environment. Our results
suggest a significant benefit of such an adaptive control concept regarding the necessary
number of mode switches. However, task completion times and workload do not change
when using an adaptive control concept without more intensive training.

By evaluating the interaction between the starting conditions and task completion
times and applying a thematic analysis of qualitative data, we conclude that there could
be a significant benefit of training that would reveal the potential of an adaptive control
concept. Therefore, future work should consider longer training sessions before evaluating
task completion times and workload. The targeted user group of assistive robot arms
would use such devices not just once but daily and over extended periods and thus have
more time to learn how to use the device. Therefore it is important to assess whether the
adaptive control concept might have high cognitive demand in the beginning but is better
than the Classic approach once the users are trained.

Our results seem to suggest that there is little to no difference between Single Arrow
and Double Arrow regarding how well they convey the robots currently active DoF mapping
to the users. However, an improved visualization could reduce the overall high cognitive
demand users have experienced. Therefore, future work will also focus on different types
of visualizations, which will not be restricted to MR-headsets and overlayed arrows but
could (additionally) show the robot’s future path using spatial Augmented Reality [39].

Future work should (whenever possible) include participants with motor impairments
since their experience is vital in designing assistive technology [4]. The impact of a lower
number of mode switches enabled by an adaptive control concept should be especially
evaluated with people with motor impairments. This could significantly improve their
execution of activities of daily living.

Supplementary Materials: The following supporting information can be downloaded at: https:
/ /www.mdpi.com/article/10.3390/technologies10010030/s1. Video S1: An Overview of the Envi-
ronment and Control Types.
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Abstract. Being able to live independently and self-determined in one’s
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worth. For people with severe physical impairments who cannot use their
limbs for every day tasks, living in their own home is only possible with
assistance from others. The inability to move arms and hands makes it
hard to take care of oneself, e.g. drinking and eating independently. In
this paper, we investigate how 15 participants with disabilities consume
food and drinks. We report on interviews, participatory observations,
and analyzed the aids they currently use. Based on our findings, we
derive a set of recommendations that supports researchers and practi-
tioners in designing future robotic drinking and eating aids for people
with disabilities.

Keywords: Assisted living technologies + Human-centered
computing - Meal assistance - Participation design - People with
disabilities + Robot assistive drinking + Robot assistive feeding - User
acceptance + User-centered design - User participation

1 Introduction

At the end of 2019, 7.9 million people classed as severely disabled were living
in Germany [47]. With over 58% of these cases being attributed to physical
disabilities, motor impairments affected an total of 4.6 million people; 11.2%
of which are suffering from impaired functionality to a complete loss of motor
control of their extremities. Additionally a further 10.4% were also affected by
impairments in the spinal and torso region.
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(a) Filling a glass of water (b) Grasping a glass to drink

Fig. 1. Robotic arms can support users with motor impairments in their everyday
drinking and eating task. We explore how such systems should be designed to provide
a benefit to the users and support them in living a self-determined life.

Functional loss of the use of extremities can be caused by upper spinal cord
trauma and degenerative diseases. Those afflicted are struggling, or are simply
unable, to perform every day tasks independently of others. One very prominent
area is the one of nutrition. Being self-sufficient in terms of being in control of
food and water intake is not only beneficial to ones health but also immensely
important for ones self-worth [30].

Assistive technologies are increasingly becoming a vital factor in the field of
assisted living; minimising the need for constant care and allowing people with
motor impairments to regain some independence [35]. Initial studies by Klein [24]
and Merkel and Kurcharski [34] indicated that assistive technology often meets
non-acceptance and non-use and propose that devices need to focus more on
the needs and preferences of the target group. Using a participatory approach
integrating future users in the developing progress is recommended to promote
a higher acceptance of the final product [50].

We conducted an ethnographic study in this work to shed light on how users
envision future systems supporting them with everyday drinking and eating
tasks. We interviewed 15 users with motor impairments, presented a robotic
aid as a potential assistive system, and conducted in-situ observations of their
drinking and eating behavior and used tools. We gained significant insight into
user opinions and derived recommendations regarding structural, social, and col-
laborative concerns of future assistive systems like a robotic drinking aid (cf.,
Fig. 1. These recommendations will help designers and engineers in a technology-
focused domain to build systems that actually help people.

2 Related Work

Traditionally the focus in the field of developing assistive technologies has been
on functionality from an engineering point of view. Recent findings however
highlight the need to include future users and their perceived needs in the design
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process [26]. In this section we first examine previous work done on concepts of
user participation and collaborative approaches. In a second step, we present
projects that already analysed the use of robotic devices to support people with
disabilities and how these aids are valued by their users.

2.1 User Needs

In recent years, there has been growing interest in the concept of user partici-
pation in the design of new assistive technologies. Groundwork laid by Thielke
et al. [48] and Merkel and Kucharski [34] expressed the need for this collabo-
rated approach to maximize user acceptance. They indicated various methods
for integrating the user group as well as family, caregivers and assistants into
the innovation process. Focus groups, qualitative interviews, visits of the primary
users’ homes, and participant observation can provide significant insights into
the needs and wants of the user group. The recommendation for this participa-
tory approach that integrates the future users in the developing progress is also
noted by Frennert and Ostlund [17] and Eftring and Frennert [13], confirming
the findings by Klein and Merkel and Kurcharski.

During the development of a robotic therapy support system, Duckworth et
al. used three different methods to include the future users preferences into their
work [12]. Clinicians and patients were interviewed, given a questionnaire concern-
ing the design of a robotic therapy support system and had the opportunity to use
the developed robot during counselling sessions. They came to the conclusion that
a participatory design provides essential information for the development of assis-
tive technology and increases the chance of a positive user experience.

Using a similar approach, Mandy et al. conducted a qualitative study with
users of the Neater Eater to gain an in-depth understanding of their user experi-
ence [29]. They report that self-feeding devices increase the life quality of people
with disabilities significantly and support a more equal relationship between
those who are in need of care and their carers. They stress the need of a positive
approach towards assistive technologies for a wide general acceptance.

2.2 Human-Robot Collaboration in the Field of Supporting People
with Disabilities

Robotic solutions can make a significant contribution to regaining independence
and improving care by supporting and relieving caregivers, thus improving the
quality of life of those in need of support [5].

A growing body of literature has examined the impact of assistive robotic
systems in supporting people with motor disabilities. Work done by Chen et
al. [9] for the Robots for Humanity project and Fattal et al. [14] looked into the
feasibility and acceptance of robotic systems as assistive technologies. A common
finding was