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Kurzfassung

Industrie 4.0 konzentriert sich stark auf die Verbindung zwischen Automatisierung,

maschinellem Lernen (ML), und kiinstlicher Intelligenz (KI). Der Einsatz von Automa-
tisierung, ML und KI sind vielseitige interdisziplindre Bereiche, die in vielen Systemen mit
strukturellen Verdnderungen und dynamischem Verhalten angewendet werden, beispiel-
sweise in Transport-, Telekommunikations-, Luft- und Raumfahrt- und Militarsystemen.
Systeme mit strukturellen Verdnderungen zeigen im Laufe der Zeit je nach Betriebsumge-
bung Verdnderungen in ihrem Verhalten, die den Zustand des Systems oder des Betreibers
verdndern kénnen. Im Transportwesen beispielsweise haben fahrbedingte Unfélle im Strafien-
verkehr im Laufe der Jahre aufgrund des Verhaltens der Fahrer erheblich zugenommen.
Um dieses Problem anzugehen, hat die Weiterentwicklung der Automatisierungstechnolo-
gie durch die kontinuierliche Entwicklung fortschrittlicher Fahrassistenzsysteme (ADASs)
spielt eine Schliisselrolle, um Fahrern bei der Durchfithrung sicherer Mandver zu helfen.
Diese Assistenzsysteme unterstiitzen den Fahrer, indem sie Verhaltensweisen erkennen
und abschétzen. Der Einsatz ML-basierter Modelle zur Generierung von Schétzungen und
Erkennungen des Fahrverhaltens hat in den letzten Jahren stark zugenommen. Ein weiteres
Beispiel fiir die Anwendung von ML auf andere Systeme mit strukturellen Anderungen ist
die Schétzung der Verschlechterung von Lithium-Ionen-Batterien (LIBs). Prognosen und
Gesundheitsmanagement (PHM) der Batterien sind daher wichtig fiir die Uberwachung
ihres Zustands, da Batterien mit der Zeit schwicher werden. Ahnlich wie bei der Fahrver-
haltensanwendung hat die Entwicklung von Schitzmodellen mithilfe ML-basierter Ansétze
an Popularitit gewonnen. Géngige ML-Ansétze zur Entwicklung der Schatzmodelle sind
Artificial Neural Network (ANN), Support Vector Machine (SVM) und Convolution Neural
Network (CNN). Obwohl vielversprechende Ergebnisse erzielt wurden, bestehen gewisse
Herausforderungen, wie z. B. ungeeignete Parameterwerte, das Extrahieren relevanter
Informationen, Modelle haben individuelle Aufgaben und verschiedene Modelle weisen
je nach Situation eine unterschiedliche Leistung auf, was zu suboptimalen Ergebnissen
fithrt. In den letzten Jahren wurde der State-Machine-Ansatz aufgrund seiner Fahigkeit,
Verhalten mithilfe diskreter Zustdnde zu modellieren, und seiner Flexibilitat in verschiede-
nen Forschungsbereichen zur Abschétzung des Verhaltens eines Systems eingesetzt. Das
Ziel dieser Arbeit besteht daher darin, ein auf Zustandsmaschinen basierendes Modell
als neues interpretierbares ML-basiertes Modell fiir die Schatzung von Verhaltensweisen
(als Zustande) in zwei Bereichen zu entwickeln: Schatzungen des Fahrverhaltens und
Schéatzungen des Verschlechterungsverhaltens von LIBs. Zustandsmaschinen sind im
Gegensatz zu einigen ML-Ansétzen wie SVM, bei denen es schwierig ist, eine geeignete
Kernelfunktion auszuwahlen, aufgrund der einfachen Zustandserreichbarkeit des Mod-
ells ohne komplexe Berechnungen interpretierbar. Im ersten Teil der Arbeit wird die
Finschédtzung des Fahrverhaltens betrachtet. Das Modell wird aus verschiedenen Blick-
winkeln betrachtet. Um die Verallgemeinerung des vorgeschlagenen Modells in anderen
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Anwendungen mit Strukturvariablensystemen zu beweisen, wird das Modell im zweiten
Teil auch fir die Schiatzung des LIB-Degradationsverhaltens (im Sinne der Schitzung des
Kapazitdtsschwunds) angewendet.

Fiir die Fahrverhaltensschitzungen modelliert die Zustandsmaschine drei Spurwech-
selverhaltensweisen unter Verwendung von Zustédnden, die zwischen einander wechseln,
um die Schitzungen zu entwickeln. Die beriicksichtigten Spurwechselverhaltensweisen
sind: Spurwechsel nach rechts (LCR), Spurhalten (LK) und Spurwechsel nach links (LCL).
Um das Modell weiter zu erweitern, werden ein ANN und ein Hidden-Markov-Modell
(HMM) einzeln mit dem Zustandsmaschinenmodell kombiniert, um das Spurwechselverhal-
ten abzuschatzen. Das KNN ist fiir seine Robustheit und Lernfidhigkeit bekannt, wahrend
das HMM fiir seine stochastischen Eigenschaften bekannt ist. Fiir den KNN-basierten
Zustandsmaschinenansatz werden zwei verschiedene Modelle entworfen. Das erste Modell
verwendet nur ein ANN, wéihrend das andere Modell drei verschiedene ANNs integriert.
Fiir das HMM-basierte Modell wird ein verbessertes HMM mit einer Vorfilteranwendung
in Betracht gezogen. Dariiber hinaus wird auch die Implementierung verschiedener Sub-
HMDMs fiir unterschiedliche Eingabevariablen (Merkmale im Zusammenhang mit dem
Fahrzeug und der Umgebung) durchgefithrt. Auch Fahrmerkmale wirken sich auf die
Erkennungsleistung aus. Daher werden Bewertungen verschiedener Merkmalstypen (als
Modelleingaben) durchgefiihrt, um deren Wirksamkeit auf die Schétzleistung des Zustands-
maschinenmodells zu bewerten. Fiir die Bewertung werden Merkmale wie Umgebungs-
(ENV) und Eye-Tracking- (ET) Merkmale berticksichtigt. Dariiber hinaus ist bekannt, dass
die Optimierung von Hyperparametern und Modellparametern die Leistung des Modells
verbessert. Die Auswahl der geeigneten Optimierungstechnik und Auswahlbereiche auf
der Grundlage verschiedener ML-Modelldesigns ist jedoch eine Herausforderung. Fiir die
Schatzung des Fahrverhaltens werden sowohl die Bayes’sche Optimierung (BO) als auch der
genetische Algorithmus (GA) angewendet, um die Hyperparameter zu optimieren. Dariiber
hinaus werden Modellparameter wéhrend des Trainings mithilfe des Non-Dominated Sort-
ing Genetic Algorithm (NSGA-II) optimiert, da diese Parameter direkten Einfluss auf die
Leistung des Modells haben.

Fir die LIBs werden im Modell unterschiedliche Abbauzustinde definiert, sodass
die Zusténde von einem zum anderen iibergehen, um das Abbauverhalten und den Ka-
pazitatsschwund abzuschatzen. Die mit jedem Zustand verbundene Kapazitit wird mithilfe
eines NARX-Modells (Nonlinear Auto Regressive Neural Network with Exogenous Input)
geschétzt. Die Modellparameter werden ebenfalls mit NSGA-IT optimiert. Zur Auswertung
der Spurwechselverhaltensschiatzungen werden Fahrdaten von Teilnehmern verwendet, die
auf zwei verschiedenen Experimenten basieren und mit einem Fahrsimulator gesammelt
wurden. Ziel ist die Entwicklung eines Modells mit optimaler Genauigkeit (ACC), Erken-
nungsrate (DR) und Fehlalarmrate (FAR), um die Wirksamkeit der verschiedenen Modelle
zu validieren. Fiir die Schéitzung des Kapazitatsschwunds von Batterien werden Daten aus
vier Experimenten fiir die Anwendung des Modells genutzt. Fiir Leistungsbewertungen
werden der mittlere quadratische Fehler (MSE) und der relative mittlere quadratische
Fehler (RMSE) verwendet. Die Ergebnisse der Anwendung des Modells auf den Fahrverhal-
tensbereich zeigen, dass fiir die Kapazitdtsschitzung von LIBs ein hoher ACC, DR und ein
niedriger FAR erreicht werden, wihrend im Allgemeinen niedrige RMSE und MSE erreicht
werden. In bestimmten Féllen iibertreffen die vorgeschlagenen Modelle die herkémmlichen
Modelle in beiden Anwendungen. Dariiber hinaus liegen die Zustandsschitzungen fiir beide
Bereiche nahe an den tatsdchlichen Zustdnden. Basierend auf den Ergebnissen zeigt der
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State-Machine-Ansatz als neuer ML-basierter Ansatz giinstige Ergebnisse.
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Abstract

Industry 4.0 profoundly focuses on the link between automation, machine learning (ML),
and artificial intelligence (AI). The use of the automation, ML, and Al are versatile
interdisciplinary fields applied in many systems with structural changes and dynamical
behaviors, such as transportation, telecommunications, aerospace, and military systems.
Systems with structural changes display changes in their behavior over a period of time based
on the operating environment, which can change the system’s or operator’s state. For an
example, in transportation, driving-related accidents on the road have increased significantly
over the years due to drivers’ behavior. To tackle this issue, the advancement of automation
technology has played a key role in the continuous development of advanced driving
assistance systems (ADASs) to assist drivers in performing safe maneuvers. These assistance
systems assist drivers by detecting and estimating behaviors. Employing ML-based models
to generate driving behavior estimations and detections has surged in recent years. Another
example of applying ML to other systems with structural changes is the degradation of
lithium-ion batteries (LIBs) estimations. Prognostics and health management (PHM) of
the batteries are therefore important for monitoring their health (machine diagnosis), as
batteries degrade over time. Similar to the driving behavior application, the development
of estimation models using ML-based approaches has gained popularity. Common ML
approaches used for developing the estimation models are Artificial Neural Network (ANN),
Support Vector Machine (SVM), and Convolution Neural Network (CNN). While promising
results have been achieved, certain challenges exist, such as unsuitable parameter values,
extracting relevant information, models have individual tasks, and different models have
varying performance depending on the situation leading to sub-optimal results. In recent
years, the state machine approach has been used in various research areas for the estimation
of a system’s behavior due to its ability to model behaviors using discrete states and its
flexibility. Hence, the objective of this thesis is to develop a state machine-based model
as a new interpretable ML-based model for the estimation of behaviors (as states) in two
domains: driving behavior estimations and degradation behavior of LIBs estimations. State
machines are interpretable due to the model’s easy state reachability without complex
computations, unlike some ML approaches such as SVM, whereby it is difficult to choose
an appropriate kernel function. The estimation of driving behaviors is considered in the
first part of the thesis. The model is tackled from different angles. In addition, to prove
the generalization of the proposed model in other applications with structural variable
systems, the model is also applied for the estimation of LIBs degradation behavior (in
terms of capacity fade estimation) in the second part.

For the driving behavior estimations, the state-machine models three lane changing
behaviors using states that transition between each other to develop the estimations. The
lane changing behaviors considered are: lane change to the right (LCR), lane keeping
(LK), and lane change to the left (LCL). To further extend the model, an ANN and a

IX
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Hidden Markov Model (HMM) are combined with the state machine model individually to
estimate the lane changing behaviors. The ANN is known for its robustness and learning
capabilities, while the HMM is known for its stochastic properties For the ANN-based
state machine approach, two different models are designed. The first model only uses one
ANN, while the other model integrates three different ANNs. For the HMM-based model,
an improved HMM with a prefilter application is considered. In addition, implementing
different sub-HMMs for different input variables (features related to the vehicle and
environment) are also performed. Driving features also affect the recognition performance.
Hence, evaluations of different feature types (as model inputs) are performed to assess their
effectiveness on the estimation performance of the state machine model. Features such as
environmental (ENV) and eye-tracking (ET) features are considered for the evaluation. In
addition, optimization of hyperparameters and model parameters is known to improve the
performance of the model. However, selecting the appropriate optimization technique and
ranges of selection based on different ML-model designs is challenging. For the driving
behavior estimation, both Bayesian optimization (BO) and Genetic algorithm (GA) are
applied to optimize the hyperparameters. In addition, model parameters are optimized
using the Non-dominated Sorting Genetic Algorithm (NSGA-II) during training, as these
parameters directly influence the performance of the model.

For the LIBs, different degradation states are defined in the model, such that the states
transition from one to another to estimate the degradation behavior and capacity fade.
Capacity associate with each state is estimated using a Nonlinear Auto Regressive Neural
Network with Exogenous Input (NARX) model. The model parameters are optimized
using NSGA-II as well.

For evaluating the lane changing behavior estimations, driving data from participants
based on two different experiments collected using a driving simulator are utilized. The
aim is to develop a model with optimal accuracy (ACC), detection rate (DR), and false
alarm rate (FAR) to validate the effectiveness of the different models. As for the capacity
fade estimation of batteries, data from four experiments are utilized for the application of
the model. The mean square error (MSE) and relative mean square error (RMSE) are used
for performance evaluations. The results from the application of the model to the driving
behavior domain shows that high ACC, DR, and low FAR are achieved, while low RMSE
and MSE are generally achieved for the capacity estimation of LIBs. In certain instances,
the proposed models outperform the conventional-based models in both applications. In
addition, the state estimations are close to the actual states for both domains. Based
on the results, the state machine approach shows favorable results as a new ML-based
approach.
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1 Introduction

Systems with structural change show changes in the behaviors or states over a period of
time. For example, in a technical system, this can be interpreted as being at different
states of health or different conditions, as in [SR17] which monitors the surface conditions
of a hydraulic system. In this thesis, the structurally variable systems are human driving
behaviors and degradation behaviors of lithium-ion batteries (LIBs). Driving behaviors
change over a period of time (like lane changing behaviors) and are affected by the
conditions in which they are executed, the situation, the characteristics of the driver, and
the intended goals of the driver. Similarly, the degradation of batteries over a period of
time can be interpreted using different health states to show the changing behaviors of the
battery’s health (machine diagnosis). For both applications, machine learning (ML) plays
an important role in the estimation of changing behaviors. For driving behaviors, these
estimations are necessary for the development of driving assistance systems, while for the
estimations of degradation behavior of LIBs are important for the health management of
battery-operated systems. The objective of this thesis is to apply a newly developed state
machine model (as an ML model) for estimations in both domains.

1.1 Motivation and problem statement

The first part of thesis focuses on the estimations of human driving behaviors. Fatalities
due to road accidents have increased in recent times. According to the World Health
organization (WHO), approximately 1.3 million people have faced fatal traffic accidents
each year [Worl8]. Another report by the European commission showed that around 2600
people were killed in road accidents in 2022 within the EU, which is a 3 % increase from
2021 [Eur23]. While the National Highway Traffic Safety Administration has released a
report showing a small decrease of 0.3 % in road accident fatalities in 2022 compared to
2021 within the US [Nat23], these reports highlights the pressing road safety problems.
Upon further analysis, majority of these accidents are due to human driving behaviors.
A report by the Department of Statistics in Germany show that one of main causes of
road accidents in 2022 are related to entering or leaving road from premises and turning
mistakes, which amounts to 15.4 % of accidents [Sta22]. Another major contributor is
the failure to yield the right way, which amounts to 13.4 % of the accidents [Sta22]. To
tackle this problem, driving assistance systems to assist drivers on the road have been
implemented. Thus, the research based on driving behaviors, intentions, and traffic safety
is of growing importance for the continuous improvement of these systems. A major part
of this thesis focuses on the recognition of driving behaviors/ intentions, particularly lane
changing behaviors/ intentions. As driving behaviors are individual, establishing prediction
and recognition models into the assistance systems based on the individual behaviors is
the focus for the ongoing development of individualized driving assistance systems.
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The driving behavior/intention prediction and recognition models are mainly developed
using ML approaches, such as Artificial Neural Network (ANN) [LW17], Support Vector
Machines (SVM) [KPLL13], Hidden Markov Models (HMM) [BEDO0S]|, and Convolution
Neural Network (CNN) [LMH17]. These ML approaches are used because they are able
to learn and recognize patterns from current situation to generate an output/estimations
for future instances. However, the ML-based models do not always result in optimal
predictions and recognition due to the various factors:

e Lack insight of relevant information
e Development of optimal parameters and hyperparameters

e No free lunch theorem, as one method cannot be definitely stated to be better than
others

e Each model has individualized tasks, as certain ML-models work better in limited
complexity (such as less number of classes for classification).

Different methods are used to address these issues:

e Combining multiple ML approaches

e Applying a new approach that was not previously used in a particular field to develop
an estimation model

e Feature extraction: while certain ML algorithms incorporate feature extraction as
part of this procedure (such as basic neural networks), often further feature extraction
techniques/ feature extraction layer may be required.

o Parameter and hyperparameter optimization of the model (selection of an appropriate
algortihm to optimize the parameters of the model (increasing the search space) to
fit the obejctive function well

An example of combining approaches is given in [DF16], whereby ANN is combined with
SVM to develop a lane changing behavior prediction model. The estimation performance is
further compared with estimations based on Bayes classifier and decision tree, which showed
that the proposed approach outperforms the other two. This is also observed in [IQP*19],
whereby CNN is combined with Long-Short Term Memory (LSTM) for abnormal driving
behavior recognition and lane changing intention recognition, respectively. In addition,
LSTM in combination with a regression method is modeled to estimate the time-to-lane
change in [DFBH17].

A rather new approach known as the state machine approach, which was previously used
for the development of estimation models in tribology experiments [BS17] and modeling
the degradation of plant [KS20], is applied in this thesis to develop the driving behavior
recognition model (situation recognition). As the model is known to model discrete
behaviors, it makes sense to apply this model the discrete driving behaviors. Behaviors
are modeled using discrete states that transition between each other based on the model’s
inputs and transition conditions [Gil62] to estimate the next driving behavior. The state
machine model is also flexible and easy to define. Unlike certain ML approaches which
require complex computations (difficulty seelcting kernels, requires many layers, black
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box nature, etc) which leads to higher computational burden, the state machine can be
executed quickly and is interpretable. The previous work in [BS17], applies the state
machine approach to model the degradation states of a technical system to evaluate the
health of the system. In [KS20], the state machine models the different plant behavior
as states based on water stress (water availability). The previous contributions showed
that the state machine model is able to model structurally variable behaviors (changes
in degradation behavior of a system and changes in plant growth), however this has not
been applied to other similar dynamical behaviors such as driving behaviors, which exhibit
switching behaviors depending on the situation and environment. To address this, a state
machine-based model as a new ML model is developed for the recognition of lane changing
behaviors in this thesis. As stated in other contributions like [DS22¢|, combined approaches
tend to perform better than a single conventional approach. The similar technique is
applied in this thesis, by extending the state machine approach by combining it with other
common approach such as ANN and HMM.

Features that are relevant to the driving scene are important for the development of an
optimal lane changing behavior recognition model. Some examples of driving-based features
are environmental (ENV), eye-tracking (ET), head tracking, and physiological features.
Environmental features are features describing the state of the ego vehicle and driver’s
operation characteristics, such as time to collision (TTC), vehicle speed, and acceleration.
These variables describe the relationship between the ego vehicle and surrounding vehicles in
the environment. The ENV features tend to influence driver’s decisions the most [DHBS20].
The ET features are features related to the eye movements and gaze, while physiological
features can be used to determine the mental state of the driver (fatigues, etc). Previous
contributions have shown that different features affect the driving behavior/ intention
estimation performance differently. In most research contributions such as [TTKO08|, ENV
features such as acceleration, velocity differences, lateral positions, etc. are mainly used
to predict a lane change. Head tracking motions are also proven to be more relevant
for driving behavior estimations compared to ET in [DT09]. Nevertheless, in [SL02], the
authors emphasize on the importance of ET features. Overall, certain models may perform
well using certain features, while other models may under perform using these features
as shown in [DHBS20]. Therefore, the selection of appropriate features and models is a
recurring challenge for the estimation of driving behaviors. This thesis also aims to study
the effect of different features (ENV and ET features, in particular) on the newly developed
state machine approach for lane changing intention recognition.

Model parameters and hyperparameters of ML models also affect the performance of
the model. Model parameters directly affects the output, while hyperparameters indirectly
affect the output. Model parameters are fitted by the data during the training process of
the ML model. In this thesis, the Non-dominated Sorting Genetic Algorithm (NSGA-II) is
considered for model parameter optimization. The hyperparameters control the training
process, thus affecting the selection of model parameters. Hence, optimization of these
parameters are important. Many research contributions have already tackled this using
the conventional ML methods such as [HK21], whereby hyperparameters of a LSTM are
optimized using Bayesian optimization (BO) for detection of driving styles. However,
there is still a lack of studies that focuses on hyperparameter optimization on mixed or
combined ML-based methods. To bridge this gap, this thesis focuses on the hyperparameter
and parameter optimization of combined ML-based approaches, by combining the state
machine approach and other ML algorithms. The hyperparameter optimization techniques
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used are the Bayesian optimization (BO) and Genetic algorithm (GA), as the techniques
are automated hyperparameter tuning methods which are proven to be effective global
optimization methods [Hol73] [WCZ'19].

The goals of the first part of this thesis are as follows:

¢ Development of a state machine-based approach for recognition of lane changing
behaviors

o Extension of the state machine approach with ANN and HMM

o Evaluation of different features and their importance for the driving intention esti-
mations

e Optimization of parameters and hyperparameters of the developed state machine-
based approach

The second part of the thesis focuses on applying the approach for modeling similar
switching behaviors within the prognostics health management (PHM) field, specifically
modeling the degradation behavior of LIBs. The use of batteries are increasingly used in
many applications, such as electrical vehicles (EV), telecommunication equipment, and
military equipment due to its light weight properties, long cycle life, high operating voltage,
low self discharge, and low maintenance. The use of batteries in electrical systems leads
to material aging with time due to the electrochemical reactions during operation. In
addition to material aging, the capacity of the batteries as well as the remaining useful
lifetime (RuL) also decreases with time, which leads to performance degradation of the
battery (possible damage of the battery-operated system). Several stress factors such as
battery temperature, ambient temperature, and C-rate in the loading profiles influence the
aging process. Various health indicators such as Rul. and capacity fade are determined
to evaluate the battery’s health. The service life can be extended or a system failure
can be avoided by maintenance measures precisely matched to the function loss or by
changing usage strategies. The State-of-Health (SoH) of the battery can be determined by
the application of lifetime models. The health indicators Rul. and capacity fade can be
estimated by these models based on the stress factors. Therefore, predicting the health of
the battery has gained attention in recent years. In order to maintain the functionality
and safety, it is helpful to develop an accurate lifetime model to represent the dynamic
properties. The lifetime models are usually established using model-based [XC17] or
data-driven approaches [ZZW22]. The model-based approaches are often based on physical
and chemical properties, while the data-driven approaches are based on historical data of
the battery’s charging and discharging process. The use of ML-based models have also
gained interest for the estimation of capacity fade. One of the main challenges faced in
the development of lifetime models is different LIBs have different lifetime expectancies
affected by the stress factors [KJ17] [WWK™'14]. In addition, the limited aspects of various
approaches make it challenging to select the appropriate approach. For example, certain
model-based approaches are developed based on specific operating conditions, as shown in
[ZZ7716] and [ACW16]. Also, some model-based approaches such as in [LSB*17| require
complicated electrochemical information and experiments. Therefore, the electrochemical
knowledge may not be sufficient in certain instances making it difficult for modeling the
degradation of complex systems. Both model-based and data-driven approaches tend to
have difficulties in modeling complex non-linear degradation behaviors [XC17]. Hence,
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there is a lack of suitable lifetime models in current literature for the estimation of the
health indicators. A combination of both model-based approach and data-driven approach
is tackled in [Koz03].

Only a few approaches in literature have considered the damage states associated
with the multi-switching degradation behavior of the battery. Unlike previous approaches,
the switching degradation behavior are modeled using states based on the state machine
approach in this thesis. As this approach has shown promising results in previous works,
applying this approach to similarly structured systems is the goal. A combined model
of Nonlinear Auto Regressive Neural Network with Exogenous Input (NARX) and state
machine is considered here. The NARX is selected as it is able to handle complex non-linear
data well. The model transitions from one degradation state to another based on defined
conditions for the estimation of the capacity fade and the degradation progression.

The goals of the second part of this thesis are as follows:

e Development of a NARX-based state machine model for capacity fade estimation
e Parameter optimization for the proposed model

e Modeling the different states of degradation

1.2 Thesis organization

Some parts of this thesis are published in journal papers [DRS20] [DS22b] [DS23c| or in
conference proceedings [DRS21] [DS22a] [DS23a] [DS23b] [DS23d]. This thesis is organized
as follows:

In chapter 2, the fundamentals and the background of the driving behavior estimations
models and LIB degradation estimation models are given. In the driving behavior estima-
tions models, the different driving behaviors and intentions are distinguished. In addition,
the features that play an important role in the driving decision making are discussed.
Selecting appropriate features (as inputs) for the developed model is important to improve
the estimation performance. As previously stated, driving behavior estimation models are
mainly based on ML approaches. Accordingly, the different ML approaches commonly
used for the development of these models are discussed in this section. The optimization
of model parameters and hyperparameters are introduced. Different techniques used in
previous research are summarized. To provide some fundamental understanding about the
second part of thesis, the background on the LIB degradation estimation models is given.
Here, the health and aging of the LIBs are explained in detailed as well as the different
stress factors that contribute to the aging. Furthermore, a review about the lifetime models
used for the aging/degradation estimation of the batteries is summarized.

In chapter 3, the fundamentals of the state machine approach (which is the new pro-
posed approach) is introduced. The different contributions that have developed estimation
models based on the state machine approach is discussed.

In chapter 4, the application of the state machine approach for the recognition of lane
changing behaviors is introduced by describing the model structure. Following that, the
optimization of the model parameters is given. In addition, the extension of the state
machine model by combining ANN and HMM is introduced. For each of the extension,
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different models are established based on the process and input variables. Different features
such as ENV and ET are evaluated in chapter 4 as well to study their influence on the
performance of the state machine model. In addition, the optimization of hyperparameters
related to newly developed model is explained in this chapter. The BO and GA are applied
to study the effects on the performance of the model.

In chapter 5, the application of the state machine model for the degradation behavior
estimation (capacity fade) of LIBs is described. A combined model of NARX and state
machine is developed to estimate the capacity fade. Different degradation states are defined
and estimated here.

Experimental design and data processing are detailed in chapter 6 for the both the
driving behavior and LIB areas. The training and test process are also included. In
addition, the results based on both areas are presented and analyzed.

Finally, in chapter 7, a summary and conclusion about the developed approach’s
performances for both the driving behavior and capacity fade estimations are summarized.
An outlook and limitations related to this thesis are also detailed in this section.



2 Theoretical background

In this chapter, the background about the prediction and recognition of human driving
behaviors are discussed. In section 2.1, an overview of driving behaviors/intentions
definition and the tasks are given. In addition, the driving behavior and prediction models
are presented. The different types of behaviors, the features affecting these behaviors, and
the ML approaches developed in various studies are presented. As the models’ performance
are also affected by the components of the models, the importance of hyperparameters and
model parameters is highlighted in this section. In the section 2.2, the model-based and
data-driven (includes ML models) models developed for the estimation degradation of the
lithium-ions batteries are presented. The theoretical information about the battery aging,
the different factors that affect the aging process, known as stress factors are detailed as
well.

Parts of the contents and tables presented in this chapter are modified based on
publication [DS23c].

2.1 Prediction and recognition of human driving behaviors

In current literature, various prediction and recognition models have been developed for
the estimation of driving behaviors. These studies emphasize that driving behaviors are
influenced by many factors such as age, gender, environment, driver’s characteristics,
etc. Driving behaviors (lane changing behaviors, speed change, braking, accelerating),
driving styles (normal, aggressive), drunk, drowsiness, and fatigue are typically estimated
in literature using the models. For an example in [VLMT13], acceleration, turning, and
braking are detected using features related to driver’s driving characteristics, such as speed.
In addition, the behavior intent estimation is also researched in certain studies, such as
[TSLL15]. In these studies various approaches, mainly using ML-based approaches are
considered to develop the estimation models. Hence, in this thesis a summary of the
developed models will be detailed as well their comparison in terms of functionality and
performance.

In this thesis, the focus is on lane changing behaviors as improper lane changing
behaviors is one of the major causes of accidents, [Sta22]. Lane changing behaviors can
be distinguished into three different types: merge/non-merge behaviors [SZJZ18] [DF16],
making a turn at an intersection [VLMT13|, and overtaking a vehicle in front [LW17].
Here, the overtaking a preceding vehicle is taken into account. Currently, there are a
limited number of review papers that focuses only on different approaches developed for the
prediction and recognition of lane changing behaviors. Previous reviews within this field
focused on estimations of various driving aspects such as speed, trajectory, driving styles,
and drowsiness using ML-based approaches [LZT*14] [MT16] [Kan13]. In [Kan13], different
methods to detect drowsiness and distracted driving are discussed. On the other hand, there
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are review contributions that focus only on one specific ML-based approach for estimations
of driving behaviors, as in [DS22c¢|. While many studies have considered developing models
for the estimations of lane changing behaviors in highways or urban roads, there is still
a lack of summary of different of the models based on their functionalities, advantages,
disadvantages, performance, driving features’ influence, and model components. This
summary can help bridge the gap for future research works when selecting and developing
driving behavior estimation models based on different characteristics. Therefore, in this
section the aim is to summarize the different driving behavior models, the driving features
that affect the driving behaviors and estimation models, parameters, and hyperparameters
that influence on the estimation performance.

2.1.1 Human driving behaviors and intentions

In this section, the definitions of behaviors and intentions are distinguished, as these are
mainly researched in the transportation area.

Driving behaviors are based on human cognition to control the operation and movement
of the vehicle, which are influenced by driver’s characteristics, emotions, and environment.
The key aspects of driving behaviors that are relevant include interaction with the envi-
ronment, actions that are generated independently, and actions that executed in targeted
manner based on the current state. Hence, driving behaviors do not only constitute of the
real-time actions, but also reaction of from the behavior patterns and trajectories [Den20).
Here, lane changing behaviors and the estimation of these behaviors are of interest due the
aforementioned reasons.

Intention is defined as the mental process that occurs before executing a specific
behavior [Car07]. Driving intention recognition evaluates if a sequence of driving actions
has a specific intention [BD11]. This enables early detection of behaviors which can improve
the driving safety [HHW20]. The recognition/prediction of driving behaviors/intentions is
often based on ML algorithms due to the algorithms’ ability to learn from given behaviors
to provide estimations when similar situations occur.

Both the prediction and recognition driving behaviors and intentions are examined in
this thesis for the advancement of the driving assistance systems. The hierarchical cognitive
human behaviors in a traffic environment are described in [Mic85], whereby the aim is to
show the relation between human beings and the environment to satisfy mobility needs for
various tasks [Mic85]. Table 2.1 shows the various roles of human behaviors in a traffic
environment to perform various tasks [Mic85]. Four behavioral levels are distinguished
(related to the role of the human): road user, transportation consumer, social agent, and
psycho-biological organism.

2.1.2 Prediction and recognition models

Prediction and recognition models are also known as estimation models. These models
generally consist of three aspects: inputs, processing, and outputs. For a typically driving
behavior model, inputs can include the driving variables such as the ego vehicle and
surrounding states, the environmental conditions, and the interaction between the ego
vehicle and surrounding vehicles as these variables highly influence the driving maneuvers
and decision making on the road. In addition, the driver’s individual characteristics, such
as eye-movements or physiological traits also influence the drivers behaviors. Driver’s
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Table 2.1: Hierarchical structure of problem solving tasks in traffic and transportation

[Mic85]
Behavioral level
1 2 3 4
Human quality (problem solver) | Road user Transportation Social agent Psycho-
consumer biological
organism
Problem to be solved Vehicle con- | Trip making Activity pattern | Basic needs
trol (communication) | satisfaction
Task environment Road Road network Socio-economic Environment
structure
Task aids Vehicle, Transport mode Transport system | Culture
signs, etc. technology

experience or driving patterns also influence the driver’s decision when in familiar and un-
familiar driving situations. The estimation models analyze and correlate these information
(processing) in order to generate an output (behavior estimations) [Mic85]. The prediction
and recognition of the driving behaviors are based on the current driving behavior of the
ego vehicle, its interaction with the other vehicles, and environmental conditions.

One of the first ideas of behavioral modeling is developed by [Mic85], which considers
two phases of models described in Table 2.2. In the first phase, driving behaviors can be
distinguished into: behavioral (input-output) and physiological (internal state). For the
second phase, the behaviors can be distinguished into: taxonomic and functional models,
representing dynamic and non-dynamic interaction of components. The input-output
model represents observable behavior and mathematical function. The physiological model
represents the mental process of the driver.

Taxonomic models constitute of a collection of facts, that are grouped in different
sets according their relevance. The components of the model do not interact dynamically.
Typical taxonomic models for driving behaviors are trait models and task analyses. The
trait models focuses on the relationship between the driver’s characteristic and occurrence of
accidents. These models focus on the influence of external characteristics (age, gender, etc)
and internal characteristics (attention, emotions, etc) on accidents [Mic85]. Task analyses
tend to focus on the driving tasks, observations, ability requirements, and behavioral
requirement for performing a tasks [Mic85], which is typical for current modeling of driving
behaviors. Different sets of driving tasks are used to describe a collection of facts as part
of the task analyses. Functional models on the other hand have components that interact
dynamically with one another.

The Rasmussen model is perhaps the most well-known model for modeling different
behaviors [Ras83]. The Rasmussen model consists of three levels of behavioral skills to
distinguish between experienced or novice operators (here: drivers). The three levels
are skill-based, rule-based, and knowledge-based behaviors. The skill-based behavior is a
routine-based behavior that requires very low attention and memory as well as unconscious
reasoning. The process of carrying out the behavior is described as automatic, whereby
a person reacts instantaneously to a very familiar situation [Ras83]. The behavior has a
low error rate, high repetition accuracy, and is learned through sensory. The rule-based
behaviors are performed by following specific rules. Based on a recognized/ familiar



Ch. 2. Theoretical background

Table 2.2: Driver behavior models [Mic85]

Phases Taxonomic Functional

Input-output Task analyses | Mechanistic models
Adaptive control models:

- Servo-control
-Information flow control
Physiological (internal state) | Trait models | Motivational models
Cognitive (process) models

situation, the appropriate rules are applied to carry out the relevant tasks [Ras83]. The
attention and working memory here are higher and has a certain reasoning. The behavior is
also less automated compared to the skill-based. In general, the behavior is learned through
practice, which are easily repeated with moderate error rate. The knowledge-based is the
behavior when faced with a new situation [Ras83]. The behaviors are hardly repeatable
with a high error rate. Carrying out a task requires high attention and consciousness.
Hence, the process is not an automated process. Behaviors at knowledge-based is mainly
required for problem solving tasks.

2.1.3 Features influencing driving behaviors

Driving behaviors are the actions carried out while driving, affected by features related to
environmental conditions and driver’s characteristics. To analyze the behaviors, different
variables (features) such as environmental, eye-tracking, head-tracking, and physiological
variables are considered. The variables provide information about the driver’s, ego vehicle’s,
and surrounding vehicle’s state. In research contributions, these variables are used as
inputs for prediction and recognition models. For lane changing prediction and recognition,
environmental variables are mainly used as the environmental conditions generally influences
the driver’s decision making process. However, the eye/head-tracking and physiological
variables also play a role here. In general, there are two methods of collecting the features,
either using sensors installed to the car or using sensors on the side of the road [VLMT13].
For the sensors installed to the car, these are either sensors embedded to the vehicle, such
as Controller Area Network (CAN) bus or additional sensors attached to the vehicle like
smartphones [LC12]. Feature selection techniques are often used in some contributions to
select the most suitable variables, while others use automatic feature selection process within
the ML approach/deep learning methods. Hence, here the different input variables used
for the development of lane changing prediction and recognition models are summarized.

Environmental

Environmental (ENV) variables provide information that affect the driver’s decision based
on the relationship between the ego vehicle and surrounding vehicle. The environmental
variables are distinguished into two categories: i) variables related to the ego vehicle’s and
surrounding vehicle’s state and ii) variables related to the driver’s operational information.
The state of vehicle variables provide information about the relationship between the
different vehicles as well as the driving environment. Typical vehicle state variables
considered in literature are acceleration, vehicle speed, and time to collision (TTC). When

10
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the driver realizes an unexpected maneuver, driver’s operational variables are needed to
provide vehicle control information for a better understanding of the maneuver. This
includes steering wheel angle, position of acceleration/brake pedal, and engine speed.
The variables are collected using different sensors such as CAN bus, mobile phones
(including GPS), accelerometer or cameras/ LIDARS. As mentioned, most literature
research uses environmental variables for the prediction and recognition of lane changing
behaviors. In [DSLL15], a HMM-based approach is proposed for predicting lane changing
intentions using the driver’s operation variables (steering wheel, gas, and brake pedal
positions) and the vehicle state variables (acceleration, yaw rate, and velocity). The
maneuvers considered include left/right lane change, turn right/left, and stop /non-stop
on highway and urban environments using a driving simulator. In [HJ9], a framework is
developed for the prediction and recognition of lane changing behaviors. Here, the driver’s
characteristics are first estimated using an optimization-based technique. Then, based
on the estimated characteristics, lane changing behaviors are predicted using a neural
network-based approach. Here, environmental variables such as longitudinal position,
velocity, and lane-number are considered for the estimation of the driver’s characteristics
and lane changing behaviors. A lane change intention system is proposed in [MTWRO05]
using the Bayesian Learning method by considering environmental variables based on
vehicle and lane position data. These ENV variables are also considered for the detection of
drunk and fatigue driving in [LWWX19] using HMM, which generated an accuracy (ACC)
of 83.77 %. A summary of the environmental variables as well as the literature examples
that uses these features are given in Table 2.3.

Table 2.3: Summary of environmental variables

Input variable Literature

Environmental: operational and vehicle state [DSLL15]

steering wheel, gas, brake pedal position, [HJ9]

lane position , longitudinal position, and velocity | [MTWRO05]
[LWWX19]

Eye and head-tracking

Eye and head-tracking variables are also used in studies related to the estimation of lane
changing behaviors. Eye-tracking (ET) variables are collected using an eye tracker devices
or cameras to provide information on eye movements and gaze in different driving situations.
The main ET variables used in driving research are eye fixations and saccades, [VTMB20].
Head-tracking variables are based on the head poses and head movements of the driver
which are usually captured using camera sensors and eye-trackers. Head-tracking variables
generally consist of head rotation, head angles, and head positions. The aim of these
devices is to monitor the behavior of the driver so one can deduce the awareness and intent
of the driver. The eye and head-tracking variables provide information on the driver’s
awareness of the surroundings/situation (such as maneuvering at an intersection) and how
the driver intends to proceed in a given situation, [DT09]. Evaluating the reliability of
eye gaze and head dynamics to determine the intention of the driver is studied in [DT09].
Based on the results, head dynamics are more useful than eye gaze information for the
intention determination.
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Head-tracking variables are used in [LW17] to analyze the driving maneuver preparation
for a lane change prediction based on ANN. Here, the head’s rotation around the vertical
axis, lateral movement, and head tracking’s confidence value are used as input variables.
However, in certain models the inclusion of eye tracking variables increases the estimation
performance. For an example in [LRW16], a Bayesian Network-based approach is proposed
to predict lane changing intentions. Here, ET and vehicle data are collected to be used
as inputs. The performance of the model based on the fusion of both eye tracking and
vehicle related variables and individual variable sets are evaluated. From the results, the
Bayesian model using the fused set performs better than when using the individual set.
The usefulness of eye tracking information for designing a HUD-based warning indicator is
studied in [YLST17]. Eye fixation areas and fixation moving paths frequency are analyzed
in the lane changing situations. In [DHBS20], the role of ET information for the prediction
of lane changing behaviors based on CNN, HMM, Random Forrest (RF), and SVM are
evaluated to develop an assistance system. From the results, it can be concluded that
performance of integrating the ET data depends on the prediction ability and choice
of the machine learning algorithm. In addition, driver’s decisions are mainly based on
environmental factors. Using only ET variables with the mentioned approaches produced
poor ACC values in [DHBS20]. On the other hand, CNN, HMM, and RF-based models
produced slightly better results when using a fusion of ET and ENV variables. However,
the SVM-based model performs better when using only environmental variables [DHBS20].
The eye and head-tracking variables such as eye movements, blinking frequency, and head
movements are also used for the detection of fatigue and drunk driving in [WY10] [JXP22]
[QLH12]. The time series method is used for the detection of fatigue driving in [JXP22],
while DBN is used for both fatigue and drunk driving detection in [WY10] which achieved
high detection rates. For [QLH12], an embedded HMM is used for the detection of fatigue
driving, which generated an ACC of 91.6 %. A summary of the eye and head-tracking
variables is given in Table 2.4.

Table 2.4: Summary of eye and head tracking variables

Input variables Literature

Eye-tracking: eye fixations and saccades

Head-tracking: head’s rotation, lateral movement
head tracking’s confidence value
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Physiological

Physiological variables provide information about the driver’s characteristics, patterns, and
mental state. Common physiological variables in driving research include electrocardiogram
(ECG), electroencephalogram (EEG), pulse rate, blood alcohol concentration (BAC), etc.
collected using bio- sensors. Physiological information are mainly used as inputs for the
detection of fatigue driving and drunk driving. In [SLZ*11] and [PLKR11], physiological
variables such as EEG, ECG, heart rate, and BAC are used to estimate fatigue behavior.
In [SLZ"11], an SVM-based model is developed which generated an ACC of 87.5 % for the
fatigue detection, while in [PLKR11], an ANN-based model is developed which generated an
ACC of 90 %. However, in certain cases it can be used for predicting lane changing behaviors
as shown in [MKW™15]. The authors state that in previous studies only environmental
variables have been considered, thus the aim is to use physiological variables to study and
evaluate the prediction performance. In this novel approach, a Granger causality test is
used as a feature selection technique and neural network is used for the classification of
the lane change. Here, only physiological variables such as ECG, galvanic skin response
(GSR), and respiration rate (RR) are considered as inputs. Based on the results, a true
positive rate (TPR) of 70 % and a false positive rate (FPR) 10 % are achieved for 30
lane changing and 60 non-lane changing events. In [LWWX19], physiological variables are
used also within the context of lane changing behaviors. While this work does not predict
lane changes, it considers predicting the risk during a lane change using a HMM-based
approach. The authors consider ENV, ET, and physiological variables. The influence of
eye movement, heart rate variability, and vehicle dynamic variables on the driving risk
are evaluated using a two factor indicator analysis technique. The HMM results showed
an ACC value of 90.67 % between the predicted risk and perception of the drivers. The
summarized explanation of the variables is given in Table 2.5.

Table 2.5: Summary of physiological variables

Input variables Literature
Physiological: ECG, EEG, BAC, | [SLZT11]

GSR, RR, pulse rate, [PLKR11]
and heart rate variability [MKW*15]
[LWWX19]

The review of different features show that ENV, ET, and occasionally physiological
variables are generally required for lane changing and speed changing estimations. Neverthe-
less, most literature consider the use of ENV variables as these variables affect the decisions
the most as well as they show the relationship between the vehicles and surroundings. The
physiological variables are mainly used for detecting drunk and fatigue behaviors, which are
collected using bio-sensors. The ET is relevant for the detection of these behaviors using
blink frequency collected by eye-trackers or cameras [JXP22]. The ENV variables related
to the lateral and longitudinal movements can be used for the detection of drunk and
fatigue driving as well [CRKK15] [DTB110]. In Table 2.6, the different types of features
used for the estimation/detection of different driving behaviors and driving styles are given.
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Sec. 2.1. Prediction and recognition of human driving behaviors

2.1.4 Machine learning approaches for prediction and recognition
Artificial Neural Network

Artificial Neural Network (ANN) is a well known ML approach developed for the classifica-
tion and pattern recognition tasks in recent years. The ANN model is designed based on
the functionality of biological neural structure. The network consists of interconnected
layers of neurons that processes information from large data sets to produce outputs to
classify the data. A basic ANN consist of an input layer, hidden layers, and an output layer.
The data are given to the network in the input layer. For the development of the models,
each variable is represented as an input neuron. This information is passed to the neurons
in the hidden layers for processing to produce outputs. In a driving behavior estimation
model, each neuron in the output layer represents a specific class of driving behaviors
such as the different lane changing behaviors. The connection between the neurons in
different layers have specific weights associated with it, which are adjusted to minimize
error margins. All neurons have a bias value with the exception of the input layer neurons.
In the output layer, the predicted probability of each class (each neuron) is produced.
The final result is determined based on the class with the highest predicted probability.
This predicted probability is determined based on the input variables, biases, and weight
parameters, given by

N
Y = f(z w;x; + b), (2.1)
=1

here, Y denotes the predicted probability, w; the weight, b the bias value, z; the input
value, and f the activation function.

An example of an ANN-based approach for developing the lane changing prediction
model is developed in [LW17]. The prediction is based on three consecutive phases:
intention to perform a lane change (describing the driving situation), preparation of a
lane change (describing the behavior), and lane change maneuver itself (describing the
vehicle maneuver). Three sets of variables, each corresponding to the three phases are
defined. Environmental and head tracking variables are used in this model as inputs. The
environmental variables considered are velocity, yaw rate, gas pedal activation, and break
pressure of the ego vehicle. For the head tracking variables, head rotation around the
vertical axis, lateral movement, and the confidence value of head tracking are chosen as
relevant variables. Two individual neural networks are developed, each to predict the LCL
and LCR respectively. Here, different time spans before a lane change (suggesting the
latest time for a prediction before a lane change) and different configurations are analyzed
to evaluate the effect on the model’s performance. Hence, time spans of 2, 4, and 8 s
before a lane change with different configurations are selected for predictions. The model
is evaluated using the individual and fusion of the variable sets as inputs. The results show
that the model performed better with the fused set in all the time spans. Based on the
results, a time span of 2 s produced the highest prediction performance with an AUC value
of 0.972 and a FAR of 0.018, followed by 4 s and 8 s.

Developing a model using only one ANN model may not be sufficient to handle and
interpret certain information to produce optimal estimations. Hence, a method to solve
this problem is to combine ANN with another ML algorithm or to combine different
types of ANN. In [GBH21], a Recurrent Neural Network (RNN) in combination with
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Ch. 2. Theoretical background

Long Short-Term Memory (LSTM) is used for lane changing predictions. The RNN is
implemented with LSTM cells, based on the work of [SMD"18]. Different combination
of environmental input variables are tested to be chosen as the input variables, however
the combination of steering wheel angle and indicator produced the highest evaluation
performance (area under curve (AUC) of 0.93). The outputs are LCR and LCL behaviors.
Driving data from 57 drivers who drove a 40 km route in the urban area of Chemnitz,
Germany are collected. The results based on this model is compared with the results of
an Echo State Network (ESN) model to evaluate the performance. Based on the results,
the RNN-based model performs better in predicting LCR with a perfect ACC of 100 %,
while the ACC of the ESN model is 92 %. However, the ESN model produces higher ACC
for predicting LCL. In [DF16], SVM and ANN are combined to develop a lane changing
prediction model. Here, the model predicts the feasibility and suitability of a lane change
based on environmental variables such as speed difference, vehicle gap, and positions. By
comparing the proposed methods with the Bayes classifier and a decision tree, the proposed
method produced the best performance with an ACC of 94 % for non-merge and 78 %
for merge events. Integrating the developed models mentioned in future developments
of ADAS or autonomous vehicles for behavior estimation can provide new knowledge for
better driving assistance or if intervention is needed. This reduces mishaps between drivers
as well as between driver and the intelligent vehicle to maintain road safety. The summary
of the presented contributions, which includes model types, literature, and performances is
given in Table 2.7.

Table 2.7: Summary of ANN-based models’ performance for lane changing estimations

Models Literatures | Performances

Individual ANN | [LW17] AUC: 0.972, FAR: 0.018

Combined ANN:

LSTM-RNN [GBH21] ACC (LCR): 100 %

SVM-ANN [DF16] ACC (merge): 94 %
ACC (non-merge): 78 %

Hidden Markov Model

Hidden Markov Model (HMM) was initially used for speech recognition and biological
sequences analysis. A HMM defines the stochastic process between a set of unobserved
states (hidden) and a set of observed states [Rab89]. In a HMM, the state at time ¢
depends on the state at time ¢ — 1. The hidden state and observation state sequences
are labeled as Q = {Q1,Q2,...,Qr} and O = {01, 04, ...,Or} respectively, whereby L is
the length of the sequence. The hidden state sequence can be determined through the
observation sequence using a HMM parameter. The Baum-Welch and Viterbi algorithm
are used to apply the HMM. The Baum-Welch algorithm is used to estimate the HMM
parameter when the HMM is trained. Thus, the HMM parameter is evaluated to best fit a
given observation sequence, O and the corresponding hidden state sequence, (). The most
probable hidden state sequence can be determined using Viterbi algorithm based on the
estimated HMM parameter. When applying HMM for lane changing behavior prediction as
in [DWS18], the observation variables are the input variables, while the hidden states are
the different lane changing behaviors. Hence, the most probable driving behavior sequence

16



Sec. 2.1. Prediction and recognition of human driving behaviors

is estimated with environmental variables like distances and velocities used as observation
variables [DWS18]. A prefilter is introduced to the HMM model and optimized in this work.
The aim of the prefilter is to quantize the variables into the segments, which are used to
develop oberservation sequence. Comparisons of the prediction performance are done using
a general and the optimal prefilter. The ACC and detection rate (DR) values increased
when the optimal prefilter is used, generally higher than 80 % with a few exceptions.

In [BEDO08|, HMM is used for continuous recognition of lane changing maneuvers. A
total of 100 lane changes are performed in the training data set, which are made up of 50
LCL and 50 LCR . Each maneuver is tested with a few combinations of input variables,
HMM grammars, and sub model configurations. Suitable model grammars (number of
states in left-right Markov chain) and sub model dimensions are developed using the
steering wheel angle. Hence, model grammars with different number of states are tested.
Each model grammar is also tested with sub models of different number of states. Here,
a sub-model of three states with a grammar model of nine states is chosen as the best
model. In addition, the authors examine if additional input variables in combination
with the steering wheel angle increases the recognition performance. The highest training
performance is achieved with the addition of steering wheel velocity, used as input variables
(observation variables). The performance results showed a sensitivity of 71 % and 74 % for
the LCL and LCR respectively. As these models are widely applied in ADAS to ensure
driving safety is adhered, a recent work that focuses on this application is [YLW18]. The
prediction model is developed to optimize the adaptive cruise system that evaluates the
vehicle ahead. Here, a HMM-based model is developed to estimate lane changing behaviors
of the vehicle in front of the ego vehicle. Input variables used are the distance between the
ego vehicle and the front vehicle, the front vehicle’s longitudinal velocity, and its lateral
velocity. The model is able to predict with a maximum ACC of 97 % for straight roads
and 96 % for curved roads within a time window length of 4.5 s and 3.5 s respectively.
An intention prediction method based on HMM is developed for autonomous vehicles to
predict lane changing intentions of a human driver in [LZZF20]. The aim is to predict the
intention of the targeted vehicle based on environmental input variables such as vehicle
velocities, accelerations as well as offsets between the lanes and vehicles. Two approaches
are introduced, whereby the HMM is trained with discrete and continuous variables (either
from targeted vehicle or both targeted and surrounding vehicles). The results show that
the prediction of the model trained with continuous variables produces higher ACC than
using discrete variables. Furthermore, the ACC is slightly higher when the model is trained
using variables related to both the targeted vehicle and surrounding vehicles with some
exceptions, such as when the prediction time is closer to the time of the actual intention.
For an example, the ACC is less than 78 % when only the targeted vehicle-based variables
are involved, while it is 80 % when both variables are considered.

Typically HMM-model within this areas are distinguished into two types. HMM-
combined and HMM-derived. Often, research contributions focus on combing HMM
with other ML approaches/other mathematical methods to improve the prediction and
recognition performance of a model. Besides, if it is unable to model certain information
on its own, the HMM requires the use of another algorithm. The HMM and the other ML
algorithm have different roles in the model. A Gaussian mixture Hidden Markov model
is developed in [JLL20] to characterize lane changing behaviors for autonomous vehicles.
The Gaussian mixture model aims to extract variable values to characterize lane changing
behaviors, whereby a probability density function is used to describe each variable value.
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Then, HMM is used to develop a relationship between the hidden states (lane changing
behaviors) and observed states (input variables). A total of nine environmental input
variables are considered, consisting of speed and distances to surrounding vehicles. The
results showed that the highest ACC achieved is 95.4 %. In [DS18], HMM is combined
with Fuzzy Logic (FL) to develop a lane changing prediction model based on the safety
level. In this work, the safety level of a scene for a lane change is defined using TTC and
distances. Using these variables as input, the FL is used to classify the safety level of a
scene into very safe, safe, and dangerous. The HMM is used to estimate a lane change
based on the safety of the scene using environmental variables. The obtained ACC and
DR are higher than 80 % for the different lane changing behaviors. In [KKK20], a novel
approach based on HMM, Divisive Hierarchical Clustering (DHC), and Dynamic Time
Wrapping (DTW) is developed to identify lane changes on a highway. Driving maneuvers
are clustered using HMM and DHC into primitive driving actions. Based on primitive
actions and defined patterns, DTW is employed to identify a lane change. A Fi-score of
0.9801 for lane change identifications is observed. In [LWXW16], a lane changing intention
recognition approach is developed based on HMM and Bayesian Filtering (BF) techniques.
The HMM produces preliminary behavior classifications, which is then used by the Bayesian
Filtering part to develop final lane changing classifications. The input of the model consist
of steering angle, lateral acceleration, and yaw rate obtained from the CAN bus. The
model successfully recognizes LCR and LCL behaviors with an ACC of 93.5 % and 90.3
%, which are better than using only HMM. Based on the contributions analyzed, the
results of other ML approaches/HMM can be used as input or additional information
for HMM /other approaches to be trained and estimate lane changing behaviors [JLL20]
[KKK20] [LWXW16]. The other approaches can also be used distinguish different driving
scenarios/styles, which are then used to estimated lane changing behaviors using HMM
[DS18]. As previously stated, the incorporation of these developed models into currently
available ADAS (some models have already been integrated) has the potential to improve
the traffic safety.

A HMM-derived model consist of multiple layers, such that each layer is used to
recognize or predict different driving task, behaviors, variables etc. The results from the
each task are combined to determine the final estimated behaviors. An example of the
derived method is presented in [DS19b] (Multi-layer HMM), whereby only one specific
input can be considered to train a single model in the first layer. The output from the first
layer is combined with the models in the second and third layer to develop the final lane
changing behavior estimation. The model achieves a high overall accuracy of around 90 %.
In [HZW12], a two layer multi-HMM is developed. The first layer consist of three HMM
models to recognize braking/acceleration, steering, and speed grading driving behaviors.
The output of the first layer (based on the three behaviors) are then passed on to the second
layer to estimate the current driving behavior. Different layers are not used in [DS19a],
instead different sub-HMMSs are considered, such that each sub-HMM are given a specific
set of ENV input variables. In addition, the model includes the application of prefilter on
the input variables (observations), similar to [DWS18]. The proposed approach generates
high ACC, DR, and low FAR. The model achieves an overall ACC of 80.5 % which is an
improvement from the conventional HMM’s performance of 67.91 %. A summary of the
HMM-based models are presented in Table 2.8.
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Table 2.8: Summary of HMM-based models’ performance for lane changing estimations

Models Literatures | Performances

Individual HMM [DWS18] ACC: higher than 80 %

[BEDOS] Sensitivity (LCL and LCR): 71 % and 74 %

[YLW18] ACC (straight roads and curved roads): 97 % and 96 %
[LZZF20] | ACC (targeted vehicle): 78 %

ACC (targeted and surrounding vehicles ): 80 %

Combined HMM:

Gaussian-HMM [JLL20] ACC: 95.4 %

FI-HMM [DS18] ACC and DR: higher than 80 %

DHC-DTW-HMM | [KKK20] F-score: 0.9801
[

BF-HMM LWXW16] | ACC(LCR and LCL): 93.5 % and 90.3 %
Derived HMM:

Multi-Layer HMM | [DS19b] ACC: around 90 %

Multi-Layer HMM | [HZW12] around 90 %

Improved-HMM [DS19a] ACC: 80.5 %

Support Vector Machine

Support Vector Machines (SVM) is a supervised ML algorithm initially developed for the
classification of two classes by finding an optimal hyper plane that separates the data
points from both classes, [CV04]. The SVM supports both linear and non-linear separable
data. The aim of the SVM in a linear separable data set is to find the best hyper plane
position such that the margin of separation between both classes is maximized. When data
cannot be separated linearly, a non-linear SVM is used instead through the application of a
kernel function, which is the case in most real world applications. A lane changing behavior
prediction model is based on non-linear data as it has more than two classes. Here, the
inputs are transformed into a higher dimension input vector using kernel function. This
multi-class classifications are usually realized using one-against-all and one-against-one
approach.

A SVM-based model is developed for the detection of lane changing intentions in
[MS05]. Different combinations of window sizes, overlapping vs non overlapping, and input
variable sets are evaluated to analyze which combination resulted in the best classification
performance. Environmental variables are extracted from the driving data for detecting
the intentions. Five sets of variables are selected to validate the set that produced the
best classification performance. In set 1, acceleration, lane positions, and heading are
included. In set 2, the importance of the lead car distance is considered, while set 3
considers the effect of longitudinal and latitudinal variables. Set 4 examines the influence
of the steering wheel angle. Finally, only lane positions are included in set 5 [MS05]. Based
on the performance, set 5 produced the best classification results in all time windows in the
over-lapping representation. The authors specify that the model has a good performance,
whereby the highest ACC obtained is 97.9 % in a 1.2 s time window.

Similar to previously introduced ML-based models, combining SVM with another ML
algorithm is a common approach to obtain extra information and to produce a better
performance. In [IPMB*17], ANN and SVM are combined to develop a lane changing
prediction model. Two types of ANN (Nonlinear Auto Regressive Neural Network (NARNN)
and Feed-Forward Neural Network (FFNN)) are used to predict the trajectory of the vehicle
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(lateral position) a few seconds ahead of the ego vehicle. The NARNN is used for predicting
time series data, while FENN (the simplest form of ANN) is used for the mapping of input
and output. A SVM is then used to predict if a lane change will occur. The environmental
feature variables extracted for the trajectory and lane changing predictions are lateral
position, lateral speed, and heading error. The NARNN uses the same variable it predicts
as an input (here the lateral position), while the FENN uses any variable as input to predict
an output that could be same or different to the input. For SVM, the estimations of ANN
is used as an extra variable for better classification of lane changes. From the prediction
of the ANNs, the NARNN does not show an improved prediction when compared with a
baseline method, however, the FFNN is able to improve this by reducing the error values.
Based on the SVM classification, it is able to predict a lane change 3 seconds prior to
a lane change, however no evaluation metric scores are provided here. Probabilities of
a situation-based and a SVM-based movement approach are combined to predict LCR,
LK, and LCL in [WTG™17]. The situation-based probability is based on current traffic
situation to predict a possible lane change, while the movement-based probability is defined
using SVM based on vehicle movements in the lane. Both probabilities are fused to estimate
an upcoming lane change. The situation-based approach considers environmental variables
that describe the inter vehicle relation to analyze the current traffic situation, while the
movement approach considers environmental variables related to the vehicle movements
in lane such as distances and velocities. The presented approach is able to predict LCR
with a recall value of 0.93, while LCL with a recall value of 0.72. The authors in [KPLL13]
combine SVM and Bayesian Filter (BF) to develop a lane changing intention prediction
model. A multiclass SVM is used for the classification of the trajectories that belong
to three different classes such as LCR, LK, and LCL. The SVM outputs are then used
an inputs for the Bayesian filter for developing an improved prediction results. Bayesian
filter aims to provide a smoothing effect to reduce FAR and missed detections in contrast
to the SVM-based results. Hence, a comparison of the prediction performance between
the combined SVM and BF model and only SVM is presented. Environmental variables
such as lane information, speed, and steering wheel angle are considered as inputs for the
SVM. The results show the average precision increases from 0.2857 to 0.7154 when using
the combined model instead of the individual SVM model. Similar precision values are
obtained when the model is trained and tested with different combination of drivers’ data,
with the highest precision at 0.8235, proving its robustness. In Table 2.9, the summary of
the SVM-based models is given.

Table 2.9: Summary of SVM-based models’ performance for lane changing estimations

Models Literature | Performances

Individual SVM [MSO05] ACC: 97.9 %

Combined SVM:

ANN-SVM [[PMB*17] | Able to predict 3 prior to lane change
Situation based-SVM | [WTG™'17] | Recall (LCR and LCL): 0.93 and 0.72
BF-SVM [KPLL13] | Precission: 0.7154
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Advantages and Disadvantages

As mentioned, the advantages and disadvantages of the approaches affect the predic-
tion/recognition performances. One of the advantages of ANN is its ability to handle
multi-class problems, in contrast to SVM, whereby the performance decreases with increas-
ing number of classes [LRLO7]. The contribution [LW17] shows this as well as its ability to
combine different information. Here, the different driving features describing the driving
phases of a lane change are combined for estimations. Another advantage, particularly
with deep neural network is its ability to extract features automatically. However, a major
disadvantage of ANN is its tendency to overfit. Increasing the number of neurons in the
hidden layer shows a low performance due to over fitting, hence the authors in [LW17]
limited the hidden layers neurons to three. Contrarily, SVM posses certain advantages over
ANN. For example, SVM does not have the tendency to over fit, by choosing a hyperplane
which minimizes the distance between the hyperplane and the nearest training sample point
[LRLO7]. To avoid over fitting, the authors in [DF16] also combine ANN with the SVM.
In the reviewed paper [KPLL13], this advantage takes effect as it is able to accurately
classify trajectory belonging to different classes. Another observed advantage, is its ability
to transform a low dimension nonlinear classification problem into a high dimension linear
classification problem by mapping input data from a low dimensional space to a lane
changing behavior in a high dimensional space. Moreover, training of SVM models only
require few samples in high dimensional spaces compared to training ANN [LRLO7]. In
[MS05], choosing an optimal data representation of the input features is challenging in
SVM. Rather than using the original values, variance of features over others are used to
solve this, reducing the input size whilst extracting the change in features. Nevertheless,
SVM posses certain drawbacks. As stated in [KPLL13], an extra BF is needed to improve
the performance of SVM. While the authors state that the false detection rates are mainly
caused by lane tracker inaccuracies, there could be reasons related to the SVM model
and its parameters. A possible reason is the development of optimal weights and kernel
function is challenging when applying SVM individually. Advantages of HMM are its
stochastic properties, ability to mange time series data, and ability to deal with temporal
pattern recognition,[LZT*14] [JF15] [MDPB09]. These benefits make it feasible for the
prediction of driving behaviors, since future driving behaviors are described as stochastic
and dependent on the current behavior [JF15]. However, HMM has several limitations
as in [DS18] whereby, models with different parameterizations are required for different
drivers to generate accurate estimations as driving behaviors are individual. Thus, the
HMM model has poor generalization capabilities. The HMM approach is also not suitable
for long term prediction as the number of hidden states must be specified prior to training
as observed in [DS22c]. In [LZZF20], the limitations of using discrete characterization of
features in comparison to continuous characterization with HMM are observed, as the
performance is reduced due to information loss. A major disadvantage is individual ML
methods are often combined with another ML method or other methods to yield better
performances which only increases the complexity, as using only a single method don’t
always generate optimal results.

In Table 2.10, a comparison of machine learning-based approaches for the estimation
of lane changing behaviors in terms variables, traffic environment, and contributions are
presented. The approaches compared are ANN, CNN, HMM, SVM, DBN (Dynamic
Bayesian Network), and RF-based approaches. Based on the comparisons of different
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models discussed in this work and illustrated in Table 2.10, the following conclusions are
summarized.

e Environmental variables have the highest influence in developing machine learning-
based models for the estimations of lane changing behaviors (all the contributions
listed in Table 1), followed by head/eye-tracking variables ([LW17] [DHBS20]), and
physiological variables ((MKW15] [WMK16]). The eye-tracking and physiological
variables do not significantly contribute to the prediction and recognition of lane
changing behaviors as stated in the work of [DT09]. In [DHBS20], the estimation
models using only eye-tracking variables produced poor ACC values. As mentioned,
a reason for this is because decision making is mainly based on environmental
information, which describe the relationship between ego vehicle and surrounding
vehicles. Only a small number of contributions consider the role of physiological
variables [SLZ*11] [PLKR11] [LWWX19] .

e Combined ML approaches often have better performance than using an approach by
itself. The purpose of using more than one algorithm is to employ the advantages
from different approaches as well as to achieve different tasks which cannot done
by using a single approach. In lane changing estimation models, the outputs of one
approach can be used as an input of another as an extra information for predicting
the behaviors. Also, one approach can be used to recognize driving patterns, styles,
and scenarios which is then used with another approach to estimate the lane changing
behaviors.

e To evaluate the performance of lane changing behavior models, common metrics
used in contributions are ACC, DR, precision, FAR, AUC, and Fl-score. These
metrics produce the most accurate evaluation between the estimated and actual
behaviors. However, different metrics places different importance on the different
classes depending on the classification problem. The metric best focusing on the
importance of each class should be selected to evaluate the lane changing behavior
classifications. For example in an imbalanced data set, the metric accuracy tends
to attach more significance to the majority class than the minority class, making it
difficult to show good performance on minority class. This is known and avoided by
more suitable metrics like F1-score.

e From the results of different contributions, the performance values of different ap-
proaches do not differ much. For example, most models tend to have good ACC, DR
values which are higher than 80 % with low FAR values. High AUC and F1-scores
are also achieved ranging from 0.8 to 0.98.

2.1.5 Model parameter optimization

Model parameters of a ML model are internal to the model, that are part of the training
process. These parameters are learned during the training process/optimization process,
which are used to develop the appropriate estimations based on the inputs. The optimizer
select the appropriate model parameters such as, weights, bias values, clusters, etc. Common
optimization methods used to select the optimal model parameters, are Gradient descent,
Stochastic Gradient Descent (SGD), Mini Batch Stochastic Gradient Descent (MB-SGD),
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Adaptive Gradient (AdaGrad), and Adam. These are usually built-in within a specific
programming tool/software, like Matlab. The NSGA-II is well-known for solving multi-
objective problems as it has an advantage of emphasizing on non-dominated solutions,
it’s an elitist approach, and diversity preserving method (crowding distance) [DPAMO02]
[Deb01]. The non-dominated solutions are solutions that generate a compromise for the
different objective functions, such that none of the objective functions can be improved
without depraving the others [DPAMO02]. Here, one solution does not dominate the other.
Previous work in the driving behavior research that have considered the optimization
of model parameters using NSGA-II include [DS19a] [DS19b] [DS18]. In [DS19a], model
parameters of ANN, SVM, HMM, and Random Forrest (RF) are optimized, while in the
[DS19b] parameters of a multi-layer HMM are optimized. In [DS18], model parameters of
a combined approach of Fuzzy Logic and Hidden Markov Model (FL-HMM) are optimized.
The parameters optimized are weights, threshold values of a prefilter, etc.

2.1.6 Hyperparameter optimization

Hyperparameters are parameters that control the training/learning process of a ML
algorithm, thus affecting the performance of the model [YS20]. While hyperparameters are
not part of the model and training process, these parameters do affect the choice of the
model parameters, ultimately influencing the performance [YS20]. Hyperparameters are
set prior to the training process of ML model, such that the set of hyperparameters can be
used to fit the input to the output well, through selection of appropriate model parameters
[YS20]. This guarantees the model’s effectiveness remains at a high standard. Examples of
hyperparameters are, the number of neurons in an ANN, activation function type, number
of iterations, pooling size, batch size, number of hidden layers, and learning rates.

In general, two techniques are employed to select the appropriate hyperparameters:
manual search and automated search. Manual search include manually selecting values
based on one’s experience and expertise to select the values that improve estimations
by determining if a specific value develops a good fit between the input data and target
values. In order to select optimal values, the search method requires professional experience
and background knowledge of the problem presented (similar problem encountered in the
past). For an example, researchers may start with 0.1 as the learning rate for training an
ANN-based model when estimating driving behaviors, as this rate this is known as the
optimal rate based on previous research contributions. From the generated performance of
the model, researchers will increase or decrease this value accordingly to achieve optimal
estimations. However, this technique will not work well for users with less experience
leading to a poor model performance. In addition, the process of manual search can be
time consuming and expensive.

To tackle this, another type of technique known as grid search is used. Here, every
possible set of hyperparameter combinations are trained to select the combination that
yields the best results. This method only works well if the the possible combinations are
small and the number of hyperparameters are less [BB12]. For more complex models with
higher number of hyperparameters, the process is computationally expensive as it requires
separate models for each combination [BB12]. Despite the mentioned disadvantages, this
method is still widely used for less complex models.

Random search is another manual search method. Here, random sets of hyperparameter
combinations are selected for training the ML model from a predefined set of hyperparameter
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values. The user predefines a set of possible values for the different hyperparameters [BB12].
The algorithm then selects a set of combination at random [BB12]. The combination that
generates the best performance values is chosen as the optimal set. However, like the grid
search, it can be computationally expensive for complex models [BB12].

Manual search methods can be tedious, time consuming, as well as it does not always
generate optimal values. There is also a lack of logical reasoning for the choice of values.
Rather than using expert knowledge, automated hyperparameter optimization is commonly
performed for better results. For improved results and a trade off to manual search,
automated hyperparameter optimization often require large amounts of data to select an
optimal search space. The automated hyperparameter optimization serves the following
purposes:

e Reduce the costly expert of manual influence.

e Improve the efficiency of the model training.

Common automated hyperparameter optimization techniques are Bayesian optimization
(BO) and Genetic algorithm (GA). The BO is an automated method that develops a
surrogate model (typically using Gaussian process) to represent the objective function and
develops an acquisition function from the surrogate to select optimal point [MTZ78]. Unlike
the random search and grid search, it uses previous values to select the next point. As for
the GA, the method is an automated method that considers a set of possible solutions and
repeatedly modifies a population of solutions to develop a better solution [Hol73]. It is
also a type of Evolutionary algortihm.This method makes good use of parallelism.

These well-known hyperparameter optimization/selection methods (both manual and
automated) are summarized:

e Manual: manual search by designers.

e Grid search: evaluates all possible hyperparameter combination in a specified grid
(Cartesian product). Suitable for a small number of hyperparameters.

e Random search: randomly select points from a defined search space.

« Bayesian optimization (BO): An automated method that develops a probabilistic
model (typically using Gaussian process) of the objective function using current
hyperparameter values. The model is used to predict the next set of hyperparameters
based on the expected improvement of the model [MTZ78].

o Evolutionary: an automated method (as well as a meta heuristic method) that
repeatedly modifies solution to develop a better solution that fit well with the model
[Hol73], such as GA.

As mentioned in the previous chapter, the use of hyperparameter optimization has
already been tackled in certain contributions, such [HK21]. In [HK21], the hyperparameters
of LSTM are optimized using BO for the detection of aggressive behaviors. Other research
contributions that have considered the optimization of the hyperparameters within the
driving behavior area is [DS19a], whereby hyperparameters of ANN, SVM, HMM, and
RF are optimized to improve the prediction performance of lane changing behaviors
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using NSGA-IIL. In [DS19b], the same optimization technique is used for the optimization
of a Multi-layer HMM'’s hyperparameters to estimate lane changing behaviors, showing
improved performance. Nevertheless, there is still a lack of contributions that focuses on
hyperparameter optimization within the driving behavior estimation area, especially for
models developed based on combined approaches.

2.2 Estimation of degradation behavior in lithium-ion batteries (LIBs)

In recent years, the use of lithium-ion batteries (LIBs) in various systems have increased,
such as in hybrid electrical vehicles (HEVs), unmanned aerial vehicles, and telecommu-
nication systems. This is due to its light weight, long cycle life, and low charge rate loss
[HZZL17] [Xial5]. These batteries provide energy through electrochemical processes during
charging and discharging cycles. However, increasing the number of cycles causes aging
as well as stability deterioration of the batteries from side reactions and electrochemical
processes. The degradation of batteries leads to efficiency reduction of battery-powered
systems as well as catastrophic events. Stress factors such as battery temperature, ambient
temperature, and c-rate in the loading profiles influence the degradation. Some of the
common aging reactions include solid-electrolyte interface (SEI) layer growth, corrosion
of lithium, and lithium platting [DK13]. The degradation of the batteries are prone to
catastrophic events such as the breakdown of a battery operated system and thermal
runway. Therefore, monitoring the battery’s health is important for maintaining safety, the
system’s performance, and avoiding unexpected maintenance. Several health indicators
such as remaining useful lifetime (Rul.), capacity fade, end-of-discharge time (EoD), and
end-of-lifetime (EoL) are used for monitoring the health.

As part of the battery’s prognosis and health management, many approaches have
been proposed to estimate the health indicators using lifetime models. These approaches
are typically distinguished in two types: model-based [CN03] [DLH"19] and data-driven
approaches [ZWWC21] [ZZW22]. The main challenge in the development of lifetime models
is LIBs have different lifetime expectancy affected by stress factors. Another challenge
is model-based approaches tend to only be designed for specific conditions making it
difficult for generalization purposes [ZZZ"16] [ACW16]. While certain models tend to
yield optimal estimations, these modelsl require the complicated experimental design as
well electrochemical information [LSBT17]. Overall, there is still a lack of optimal lifetime
models developed for the degradation estimation of LIBs. Considering the continuous and
increasing use of these batteries in everyday life as well as many industries, developing an
optimal model is a vital aspect of this field. In this thesis, the aim is to develop a model
for the estimation of capacity fade.

2.2.1 Aging of LIB

A cell consist of a positive and negative electrode, such that lithium-ions can move from
one electrode to another through the electrolyte diffusing through the separator. In the
positive electrode, the active material present is known as lithium cobalt oxide (LizC00O3),
while the active material present in the negative electrode is lithiated carbon (Li,C).
Based on the movement of lithium-ions from one electrode to another, these ions insert
(intercalation) or leave (deintercalation) the active material depending if the cell is charging
or discharging [DK13]. A fully charged battery has lithium-ions in the negative electrode.
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When the battery is discharging, the electrons and ions are liberated from the negative
electrode and move to the positive electrode, due to the oxidation (loss of electrons) in the
negative electrode

LiyC — C +xLit + ze™. (2.2)

This results in the reduction gain (gain of electrons) in the positive electrode, given by

Li1,C009 + zLit 4+ xze~ — LiC00s. (2.3)

As for the charging process, the lithium-ions resides at the positive electrode initially.
As the battery charges, the oxidation process takes place in the positive electrode resulting
in the liberation of electron and ions. The ions move from the positive electrode to the
negative electrode (deintercalation),

LiC0oOy — Li1;C00s + xLi™ 4+ ze™, (2.4)

whereby the reduction reaction occurs in the negative electrode
C+axLit +ze” — Li,C. (2.5)

As mentioned, this charging and discharging process causes battery aging due to
chemical reactions from different stress factors eventually leading to the end of life of the
battery. The different types of aging reactions/mechanism are summarized [DK13]:

o Solid-electrolyte interface (SEI) layer growth: the SEI layer is formed due to cycling
and storage at high temperature. This layer forms at the negative electrode causing
the electrode to degrade and an increase in impedance [DK13].

e Lithium corrosion: lithium-ions in negative electrode corrodes over time causes the
loss of lithium-ions in that electrode. This phenomena leads to degradation of capacity
and battery [DK13].

e Lithium plating: a platting layer is formed on the negative electrode due to the t low
temperatures, high charge rates and low cell voltages, causing the loss of lithium-ionss
[DK13].

e Contact loss: the SEI layer dislodges from the negative electrode causing contact loss
and increase in impedance [DK13].

Generally, there are two types of aging: calendar aging and cycling aging. Calendar
aging occurs while the battery is at storage and not in use, which means the time period
the battery is not going thorugh charging-discharging cycling. Cycling aging occurs when
the battery is in use and operating (dependent on the charging and-discharging cycling)
[SDBD12]. To measure the health or degradation, health indicators such Rul., SoH, EoD,
EoL, and capacity degradation calculations are utilized.
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2.2.2 Stress factors

As stated, the degradation of the battery are often the direct impact of the operating and
storage conditions (stress factors), such as temperatures (ambient, surface), c-rates, depth
of discharge (DoD), state of charge (SoC), etc. These stress factors tend to affect the
performance of the battery. The correlation between various stress factors and battery aging
is investigated in several research contributions. In [KJ17], the capacity fade dependence
on different operating temperatures is studied. For instance, low temperatures generate an
accelerated and increased capacity degradation during cycling aging (when load is applied).
On the other hand, capacity degradation decreases at low temperatures during calendar
aging (when no load is applied). Based on [WLHG"11], high ambient temperatures (above
room temperature) or very low temperatures (lower than zero) accelerate the aging process.
The correlation between different stress factors and degradation are given in Table 2.11.

2.2.3 Lifetime models: diagnosis and prognosis of LIB

As mentioned, the battery’s health can be stipulated by estimating the health indicators
using lifetime models, which are developed using either model-based or data-driven ap-
proaches. The model-based approaches require information about the physical and chemical
properties of the battery, as shown in [DLH'19]. A non-linear least squares method with
dynamic bounds is employed for the estimation of RuL in [DLH'19]. These models are
developed using mathematical models and parameters. It is also based on observer design
and parameter estimations as developed in [Ple04]. As for [Ple04], a Kalman-based filtering
process is used to estimate SoC and other model states for a lithium-ion polymer battery
(LiPB) pack. In [HWMP11], a particle filter-based model (as model-based approach) is
used to predict the RuL.. The authors employ a regression model to estimate the aging
dynamics and parameters. While in [WYT™16], a state-space model is employed to model
the capacity degradation. Thereafter, a Spherical Cubature Particle Filter (SCPF), a com-
bination of particle filter and Spherical Cubature integration-based Kalman Filter (SCKF)
is integrated into the state space model to predict the Rul.. The model-based methods
can be further distinguished into physics of failure (PoF) [LSB*17] and empirical models
[SG09]. The PoF model is generated based on material properties, loading conditions, and
failure mechanisms [LSBT17]. An example of the PoF model in the battery community is
developed in [LSB*17], whereby an improved particle learning is used to predict the RuL.
The particle learning re-sample state particles by considering the current measurement
information and propagating them avoiding particle degradation. Empirical models on
the other hand, do not consider the battery’s electrochemistry aspects and tend to be
computationally efficient, as in [SG09]. In [SG09], the authors fit functions to experimental
data without the use of electrochemical information. A particle filtering framework is
utilized for the estimation of the capacity degradation, Rul: of discharge cycles, and EoL.
Another example of the empirical model is given in [WYZT17], whereby a discharge-rate
dependent model is developed. A limitation of model-based approaches is their potential
lack of suitability for complex systems, as they may not effectively capture degradation
behavior stemming from physical and chemical factors. [WKC*22]. In addition, imple-
menting parameters based on the electrochemical models is time consuming due to need of
elaborate experimental setups, as stated in [WWZ19]. The generalization of the models is
also limited according to [WKC*22].

Data-driven approaches (such as ML approaches) are often based on historical measured
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data. These models have the benefit of being computationally and time efficient, making
the models suitable for larger systems [ZZW22]. In addition, these models do not require
the use of electrochemical information, which makes these models desirable. The ML-based
approaches have gained popularity in recent years. Some of the ML models used are ANN
[ZZW22] and SVM [PTH'15]. In [ZZW22], an LSTM is combined with Broad Learning
System (BLS) algorithm to estimate the capacity fade and RuL. Here, the BLS is first used
to create feature nodes based on the capacity data. These nodes are then used as an input
layer to the combined model. A SVM-based model is developed for the Rul. prediction
using a minimal set of features from the battery cycle data in [PTH™15]. Another example
of the data-driven model is presented in [LPZ113], whereby a Gaussian process regression
model is developed to estimate State-of-Health (SoH) with means and variance as the
uncertainty of the SoH. In [LZX120], a LSTM is used as well as a SoH estimator. However,
poor quality information collected can affect performance of data-driven models negatively.
Hence, appropriate techniques needs to be implemented when collecting data.

Combined /mixed approaches of model-based and data-driven are also developed in
certain research work to combine the abilities and tasks of both methods. A quintessential
example is [Koz03], which combined three different models: Autoregressive Moving Average
(ARMA), neural network, and Fuzzy Logic (FL) to predict the RuL. In [CP12], the authors
integrate the model-based and data-driven approaches using a particle filter framework.
Another combined example is developed in [CCFT21], such that a Recurrent Neural
Network (RNN) is combined with a state space model for the estimations of RuL. The
state space model is used to generate the data set for the RNN to be trained.

A summary of different research contributions that have developed both model-based,
data-driven, and combined approaches for modeling the degradation of LIBs is presented
in Table 2.12. The different model types, approaches, health indicators, and stress factors
as inputs are highlighted in the table.

2.3 Open research questions

As an end to the review of the estimation of lane changing behaviors and battery degradation
estimation, open research questions are posed in this section to shape the remaining part
of the thesis.

The previous sections introduced and defined the prediction and recognition of driving
behaviors and intentions. As ML-based approaches are mainly used in current literature
to establish models for the prediction and recognition of these behaviors, the common
ML-based driving behavior estimation models are summarized. Based on the literature
review, different factors affect the performance of these models, such as the type of approach
used, features selected as input for ML models, hyperparameters, and parameters. In fact,
there is no single approach that performs better than others according to the no free lunch
theorem as shown in [WMO97|. In addition, certain features (as input variables) tend to
improve the performance of model, while others do not always generate satisfactory results
as stated in [DT09]. The influence of parameters and hyperparameters is also studied in
some contributions [HK21] [DS19a] through the use of optimization methods. However,
selecting optimal parameter values is challenging. Therefore, to develop a suitable driving
behavior recognition model, several questions are posed based on existing literature:

e Common ML-based approaches have been extensively utilized in literature for the
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development of driving behavior estimation models, however different models tend to
generate different performance and there is no single model that outperforms others.
Therefore, what other methods can be utilized to develop a driving behavior model?
While many contributions have tried to tackle this by combining different approaches
as it is well-known that combined approaches tend to perform better, the problem of
generating an optimal model still exists. This leaves researchers to continue their
venture to build an optimized model. Taking into consideration the limitations of
ML approaches, other approaches such as the state machine approach has shown
promising results in various domains which exhibit similar characteristics to driving
behaviors, particularly for structural health monitoring [BS17] and modeling plant
growth behaviors [KS20]. In the state machine model, different states are used to
define the behaviors. In this thesis, the aim is to tackle this by developing a state
machine-based model for lane changing behavior recognition. The questions that exist
are how can the state machine approach be applied to the lane changing behavior
estimation model? How are the lane changing behaviors modeled using states? How
are the transitions between states defined? Also, how does the model’s performance
compare to other models?

As combined models tend to perform better, the aim is to combine the state machine
approach with another ML-based approach. Each approach tend to have their advan-
tages, thus combining the methods helps. Due to the performance and capabilities as
proven in [DS19a] [LW17] [YLW18], ANN and HMM are selected here. The ANN has
been used widely in this area due to its ability to handle multi-class problems, such
as different driving behaviors. Also, its ability to extract relevant information and
features through the use of the hidden layers (to trigger the relevant node), makes
this technique desirable. The HMM is known for its ability to handle time series data
and its stochastic features, hence it is applied for the estimation of driving behaviors
in research contributions through development of HMM-combined or HMM-derived
models. Therefore, what impact does integrating both ANN and HMM into a state
machine have on the performance? Can a HMM-derived model be incorporated with a
state machine model? Can the combined models generate an improved performance?

Previous studies have shown that using certain features as input variables such
as ENV features improves the performance of the driving behavior models, while
ET features do not necessarily improve the results for certain models. In fact,
impoverished performances are generated. However, this does not seem to be case for
ANN, HMM, and RF as shown in [DHBS20], whereby the inclusion of ET features
slightly improves the prediction performance of the model. Nevertheless, the use of
ET features in a SVM model does not improve the performance. Here, the aim is
to study the effect of the ENV and ET features on the lane changing recognition
performance of the state machine-based model.

As proven by other approaches and contributions, model parameters play an important
role in ML-based models. Therefore, the optimization of these parameters are
important. This leads to a question of what model parameters of the proposed model
needs to be optimized? How does the parameters influence the a newly developed
state machine model? As driving behaviors are unique and individual, typically a
single model is trained for each driver resulting in different parameter values for
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different driver data and models. Is it possible to use the same parameter values for
different drivers to generalize the approach? To develop an effective driving behavior
estimation model, generalization is important. So, the aim is to develop a model
that can generate optimal estimation performance using the same parameter values
for different drivers. Also, setting the parameter values manually to develop an
optimized model can be time consuming and can increase the inaccuracies. Therefore,
parameters needs to be developed automatically by an optimization method based
on the different data sets. Here, the NSGA-II is employed to tackle this.

e Similar to existing contributions, how does the hyperparameters of the new model
influence the performance? What would be the adequate method to optimize the
specific hyperparameters in the new model? Here, the BO and GA are selected due
to the methods’ benefits (explained in previous sections) and their ability to develop
optimal values in research contributions [HK21]. In addition, as there is a lack of
studies that focuses on the hyperparameter optimization of model developed based
on combined approaches, this thesis aims to bridge that gap.

Applying the newly proposed state machine model to other systems that exhibit
dynamic behaviors, such as estimation models for the degradation of the lithium-ion
batteries is important to prove the versatility of the model. Majority of the degradation
estimation models are based on model-based or data-driven approaches. While some models
are difficult to develop due to need of complex experimental setups and electrochemistry
information, other models are easier to develop as these models do not require physical
and chemistry information of the battery. Hence, it is challenging to select an appropriate
model for the estimation of capacity fade, RuL, etc. In addition to the questions related to
the state machine approach (such as parameter optimization, types of models to be selected,
etc), there are several other questions which are specifically related to the degradation
estimation of LIBs domain:

o As capacity fade is estimated as the degradation behavior, how can the degradation
behavior be modeled using the state machine model? Current research do not consider
different degradation states for modeling the degradation behavior. Can degradation
states be defined using the state machine model? In addition, how are the degradation
states defined? How are the transition between states defined?

o Besides the degradation states, the estimation of the capacity is also needed. Many
literature tend use an Arrhenius equation to calculate the capacity. However, can
another method be used instead without the need of a mathematical equation?

¢ Does the current model require the use of electrochemical information or only historical
data of experimental data (from stress factors), like capacity, temperature, etc.

e How does the proposed model differs from other well-known models in terms of
estimation performance?
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3 State machine-based approach

In this chapter, a review of the state machine approach in various applications are discussed.

3.1 Review of state machine-based approach

In this contribution, a trainable and interpretable state machine-based approach is intro-
duced for the first time as a machine learning algorithm applied to situation recognition. A
state machine (in case of deterministic modeling) models behaviors using a finite number
of states. The system dynamics are characterized by a sequence of transitions, whereby
the system can either remain in the current state or shift to another state based on a set
of transition conditions and inputs. In the classical approach, parameters and variables
used for modeling are defined by designers or are related to processes to be modeled. State
machines are well-known approaches used for modeling, analysis, and control. They were
initially introduced for describing computing systems [Gil62], however the use of these have
extended to various applications, such as robotics and telecommunication fields. Typical
operations of a state machine include scheduling system’s task sequence, switching between
different modes of a system, and fault detection [B510].
The state machine can be defined by (S, I, X, O,t) whereby,

o S: set of states, {s1,s2,...Sn, }

e [I: initial state, sg

o X: input of system, X : {z1,x2,...zp, }
o O: output of system, O : {01, 09, ...0p, }

o t: next state transition, ¢(z, s), which state the machine should switch to if current
state is s and input is x

Generally, a state machine follows these three conditions [B610]:

o Has an initial state (sg)

e State transitions from one state to another < s;, s;—1 >. The transitions are part of
the subset of transitions or next state relations.

e An end state exist if there are no further states, showing that the behavior is finite.

State machines are deterministic if the transition is a function ¢(x, s) (it can transition
to at most one other state for each states). Non-deterministic can occur when there is an
end state (no transition possible), as behavior is finite [B610].

Generally, they are two types of state machines:
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o Mealy: Output of the state machine is dependent on the states and input [Mea55]

o Moore: Output of the state machine is dependent on the states [Moo56]

One of the advantages of this approach is its easy tracking abilities (tracking which
event/data/condition is causing a change) [Gol93]. The state machine systems are easy
to design, hence the implementation and execution are quick [Gol93]. This is in contrast
with other approaches (like SVM), whereby the final model and weights may be hard to
interpret. The state machine is also more interpretable than HMM. For example, the HMM
compute output based on the porbabilitic relationship between the observable states and
hidden states. The state machine does not consider such complexity, which simplifies the
model. Another advantage is its flexibility, enabling a finite state-based system using a
topology [Gol93]. The state machine structure is able to determine the next possible state
easily based on a set of conditions and inputs. This differs from some traditional ML-based
models that require higher complexity and computational burdens due to different layers
in the model or black box nature of the model such as ANN. On the other hand, the
disadvantage of the state machine is that the approach may not be suitable for all types of
dynamical systems; it can only be used when a system has defined and crisp conditions
for transitions. For the development of prediction/estimation models, the application
of state machines has already been done in different research areas such as tribological
experiments [BS17], to describe a lifetime model expressing the relationship between wear
degradation and RuL based on Acoustic Emission (AE) data for state selection [BS17]. The
idea first published in [BS17] uses the state machine approach with parameters defining
state and transitions (the topology is given by designers) as part of an optimization loop to
develop models describing wear degradation behaviors. Other contributions include [KS20],
whereby the state machine model is used for modeling plant growth and the prediction of
leaf elongation [KS20]. Thus, the aim is to use this previously introduced approach as a
interpretable new approach within the driving behavior/ transportation field.

3.1.1 States

The states are used to define/represent discrete situation or behaviors. The authors in
[RBELO91] define states as sets of values that are grouped together based on their properties
affecting the behavior of an object (which can be a system, human beings, etc.) [RBEL91].
The focus in this thesis is on Finite State Machines (FSM), thus the model has finite
number of states. The FSM is more practical than infinite states when modeling driving
behaviors or damage states. Common characteristics of a state are the model is in a specific
state for a certain time period, the state changes from one state to another, and the state
is a consequence due to a satisfied condition in an object/system (where certain action
or event occurs) based on the current inputs or state [Gil62] [RBEL91]. A state machine
model consists of an initial state, as the starting point and progresses through a series of
states (events/situations/behaviors). An open loop state machine model consists of a final
state, which means the system terminates at the end state (before the end of the system).
In contrast, the closed loop state machine does not consist of a final state, whereby the
system terminates at the end of the system (entire system terminates) [Gil62].
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3.1.2 Transition

The transition is described as a switch from one state to another. The switch is usually
associated with certain condition known as transition conditions. For example, a state
changes from one state to another if a certain action/event occurs. In Figure 3.1, a simple
representation of elevator operation using the state machine is given. Two states, ground
and first are defined in this example indicating the different levels. The conditions specified
in the transitions indicate the input values (requirements) for a switch from one state
to another. If the current state is ground and the input is up (up button in the lift is
activated), the next state is first. If the input is down, then it remains in the same state.
Similarly, if the current state is first and the input is down, the next state is first.

Up

Down

v *

Up

Down

Figure 3.1: Elevator example 1

A more precise example of the elevator operation related to the door control is given in
[ACHT09]. Here, the states are the status of the of the elevator door (opening, closing, and
waiting). The states transition are dependent on time, elevator door status, and control
buttons [ACHT09].

3.1.3 State machine estimation model examples

As mentioned, the state machine has been previously used to develop estimation models
in [BS17] [SR17] for the estimation of the tribological systems’ health (in terms of RuL),
plant growth in [KS20]. As technical systems undergo degradation with use, the system’s
reliability and functionality deteriorates as well. The state of health (SoH) and health
prognosis needs to be observed so that the appropriate maintenance can be performed in a
timely manner to avoid break down of a system. In addition, it is also crucial for extending
the lifetime of systems. To do this, health estimation models can be develop using lifetime
models for RuL. and SoH estimations. In [BS17], a state machine-based approach is used
to develop the lifetime models which shows relationship between the damage increments
and consumed lifetime of a triboligical system. Different states are defined, representing
the damage phase, and the transition conditions between states are based on the threshold
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exceedance related to AE measurements. The AE measurements are used as input variables
to the model. Using the AE data, the RuL can be estimated. Each state is modeled using
a lifetime model (a mathematical equation/parametric model) calculating the consumed
lifetime associated with a specific state. The model’s output is dependent on the current
SoH. Two models are introduced in [BS17]:

e Approach I: Parameters are defined by optimization, while thresholds for transitions
are fixed and predefined.

o Approach II: Parameters and thresholds associated with the transitions are defined
by optimization.

In approach I, the same equation (as lifetime models) with different parameters for four
damage states are defined. However, in approach II, different equations (as lifetime models)
for three damage states are defined. The optimization method used to define the parameters
and thresholds is the Non-dominated Sorting Genetic Algorithm-II (NSGA-II).

As for [SR17], the sliding wear of a hydraulically driven machine is monitored to
distinguished abnormal and normal operation and to determine the RuL. In this hydraulic
machine, sliding wear is described to consists of parts that slide over each other, leading
to degradation of the system (due to stress from friction). The aim is to evaluate the
wear of the system by monitoring the surface conditions. As one of the challenges faced
for monitoring conditions based on classification and filtering approaches is extracting
features without prior knowledge of the system, the authors aim to develop for optimal
state classification using the measurements based on realistic operations by adjusting the
mechanical and thermal conditions. The AE measurements and hydraulic pressure are
used for the application of the model. The state machine model is employed to develop
four states, defining different conditions of the surface. Classifying the different states
(switch between states) are based on threshold values related to the measurement data.

The state machine developed in [KS20] models plant growth based on water stress.
The goal of this work is to control water consumption and plant growth using different
water stress sequences levels. Thus, the state machine models the plant growth subject to
different irrigation treatments. The different states in this model show the plant growth
state in terms of water stress (water availability /demand), memory level (function of water
stress), damage level (function of time and stress), time between successive states, and
duration in a specific state. A total of seven states are defined. The transition between
states are also based on threshold conditions related to the water stress level defined by
NGSA-II [KS20].

In [RL23], a FSM is used to develop a control system for the autonomous regeneration
machine to perform a full tree planting cycle autonomously. Each state represents a
composite task performed by the machine, such as crane movements, seedling transfer, etc.
The aim of the machine is to facilitate the communication between the different subsystems
(hardware and software) [RL23].

3.1.4 Difference between previous models and proposed model

Driving behaviors and LIBs’ degradation exhibit similar structurally variable behavior to
the technical system based on tribological experiments [BS17], sliding wear of hydraulic
system [SR17], and plant behavior [KS20]. Hence, the state machine is used to model
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the lane changing behaviors and degradation of LIBs. The main difference between the
previous contributions and this thesis is

e The previously introduced state machine models do not incorporate other approaches
to the model. On the other hand, in this thesis, an ANN and HMM are utilized for
the estimation of driving behaviors. As for the batteries, the NARX is incorporated
into the state machine to estimate the capacity and degradation states.

e The transition conditions also differ in certain models. The previous works only
consider transition conditions related to the variables that describe the operating
conditions of the system. On the other hand, here, different models are used to define
the transition conditions in the combined state machine models.
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4 Proposed state machine approach for driving behavior estima-
tions

In this chapter, the state machine model developed for driving behavior estimations is
introduced. The chapter is distinguished by the different state machine-based models,
the evaluation of features on the proposed state machine model, and hyperparameter
optimization of the model.

Parts of the contents, figures, and tables presented in this chapter are modified based
on previous publications [DRS20] [DRS21] [DS22b] [DS23b] [DS22a] [DS23a].

4.1 State machine-based approach for driving behavior recognition

As the state machine has shown promising results in other areas of research, the aim is
to apply this approach for the recognition of driving behaviors. To establish a driving
behavior model, first inputs and outputs of the considered system are necessary to be
defined. Three different driving maneuvers such as lane keeping (LK), lane change to the
left (LCL), and lane change to the right (LCR) are modeled as the states, which are also
the model’s output. The variables affecting driver’s decisions are used as inputs, which are
measurable. In general, different states of the ego vehicle (position, speed, acceleration,
steering wheel angle, etc.) and information about surrounding vehicles are used as inputs.
The driver’s decision is often based on the ego vehicle’s relationship with surrounding
vehicles, current environmental conditions, and individual driving styles. Decisions rely on
individual’s perception of environmental variables and their combination, like velocity of
ego vehicle and actual angle of steering wheel.

The state machine approach is assumed as given in Figure 4.1. The topology shown
consists of the three states transitioning from one state to another based on specific
parameters/thresholds conditions. The threshold conditions are related to the input
variables, which are the different environmental variables [DRS20]. The variables used
are lane number (1), angle of steering wheel (as;), accelerator pedal position (agcc), brake
pressure (apr), indicator (i), time to collision (TTC) to the vehicle in front (I'TCy), TTC
to the vehicle in the back (TT'Cy), TTC to the vehicle in the front left (T7'Cy;), TTC to
the vehicle in front right (I'T'Cy,), TTC to the vehicle in the back left (TT'Cy;), and TTC
to the vehicle in the back right (7T'Cy,), given in Table 4.1.

In this case, when the current estimated state of the vehicle is LK (denoted as state
2), the model can switch to LCR (denoted state 1) or to LCL (denoted as state 3) if the
model satisfies a set of threshold conditions. State LCR and LCL can only switch to LK if
the current lane is not the same as the previous time point. In Table 4.1, the first set of
thresholds for each variables are used to define a transition from LK to LCR, while the
second set of thresholds is used to define a transition from LK to LCL. These threshold
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values are generated automatically through the Non-dominated sorting genetic algorithm
IT (NSGA-II) optimization [DPAMO2]. For a transition from LK to LCR at a specific time
point, values of either one of the variables at that time point have to be within the first
set of thresholds. For a transition from LK to LCL, the values of either one of variables
generated should be within the second threshold set. If these threshold conditions are not
met, the state machine remains in the same state. The T;, denotes threshold values and

the maximum number of thresholds/parameter is 40, hence n = 40.

Figure 4.1: State machine topology for the driving behavior prediction [DRS20)]

Table 4.1: Description of driving variables and related optimization thresholds [DRS20]

T <a, <T,

T <a, <Tg

Ty <ayq. <Ty
T; <i<T,

T, <TTC, <Ty
T, <TTC, <T,,
T,s <TTC, <Ty
T,, <TTC, <T;,,
T33 < TTCbl < T34
Ty, <TTC,, <Ty

State 2
Lane Keeping

State 1
Right lane change

T, <a, <T,

T, <a, <T

Ty <y <Tpy
Tis <i<T

Ty <TTC; <T
T23 < TTCh < T24
T27 < TTCﬂ < T28
T}I < TTCﬁ < T32
T35 ® TTCbl < T36
Ty <TTC,, <Ty

State 3

Left lane change

Input | Variables Design parameters
ast Angle of steering wheel [T1..T5] [T5..T4]
Gace Accelerator pedal position [T5..T¢] [T7..T3]
aprake | Brake pedal pressure [Ty.. T1o] [Th1--Th2]
) Indicator [T13..T14] [T15..T16]
TTCy | Time to collision (TCC) to the vehicle in the front | [T7..T18] [T1g..To0)
TTCy TTC to the vehicle in the back [Tgl..TQQ] [ng..T24]
TTCfl TTC to the vehicle in the front left [T25..T26] [T27..T28]
TTCy, | TTC to the vehicle in the front right [Tog..T30] [T51.-T52]
TTCy | TTC to the vehicle in the back left [T33..T54] [T535..T36)
TTCy, | TTC to the vehicle in the back right [T37.. T3] [T59.-Tao]

4.1.1 Optimization

The state machine model introduced here has two major components. The first part consists
of determining the thresholds (design parameters) through optimization. As mentioned, a
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total of 40 parameters are optimized. The second part focuses on determining/recognizing
the driving states based on the optimal thresholds. The thresholds related to the input
variables determine whether a state transition can occur. The driving behaviors determined
using this model and the actual driving behavior (by a human driver) will be compared
to evaluate the accuracy and the reliability of this model. The main aim is to establish a
suitable recognition performance with respect to the well-known metrics accuracy (ACC),
detection rate (DR), and false alarm rate (FAR) [Pow11].

As transitions from one state to another are dependent on thresholds values, these
values are defined by NSGA-IT [DPAMO02] subjected to maximal DR, maximal ACC, and
minimal FAR (or maximal 1-FAR). The ACC, DR, and FAR are determined based on
true positive (TP), false positives (FP), true negative (TN), as well as false negative (FN)
values. True positive (TP) is calculated based on the number of events when an estimated
maneuver is positive (right lane change) and the actual maneuver is positive as well. False
positive (FP) is based on the number of events when an estimated maneuver is positive but
the actual driving behavior is not [DWS18]. This concept is applied to the true negative
(TN) and false negative (FN) as well. Thus, this enables the evaluation of the metrics
given by

TP+ TN
ACC = TP +TN+ FP+ FN’ (4.1)
TP
DR= ——— 4.2
R=rpyrn (4.2)
FP

Suitable objective functions are selected to evaluate the optimization process by
comparing the actual states (actual driving behaviors) and the calculated states at each
moment. In the state machine model introduced in this paper, the metrics ACC, DR, and
FAR are used to describe the objective functions with respect to minimizing the deviation
between actual and estimated driving behaviors. The termination criteria is based on the
maximum generation of the NSGA-II. The optimal values of parameters are generated
when the conditions are fulfilled, which will then be used to calculate the driving behaviors.
The objective functions are defined as

fi= (1 - DRright) + FARrighta .
fo= (1 — DRkeep) + FARkeepa and (4.5)
f3=(1—=DRyess) + FARepy

such that, each equation represents each state.

Defining the optimal threshold can be challenging depending on the problem type
and the optimization technique used. For example, Particle Swarm Optimization (PSO)
has a tendency to get a stuck in the local optimum solution making it difficult to find
the global optimum solution [SLY*17]. In addition, it is not suitable for multi-objective
problems, as the one presented here. In contrast, the NSGA-II is used for multi objective
optimization as it consist of three main features: uses an elitist preserving method,
diversity preserving which involves crowding distance and highlights the non-dominated
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results [DPAMO2] [Deb01]. Due to the conflicting objectives, NSGA-II is used to handle
the multi-objective problem presented. As previously mentioned, the non-dominated
solutions developed show a set of solutions that are not dominated by other solutions,
hence these solutions do not improve the objective functions without degrading any of
the functions. The design parameters generated from NSGA-II are used to minimize the
objective function. In Table 4.2, the list of arguments/inputs required for NSGA-II are
shown. These configurations were selected as the model developed the most effective
estimation performance using these values. Nevertheless, certain parameters have default
values such as the mutation fraction, as it based on the number of design parameters.

Table 4.2: Description of NSGA-II options [DRS20)

Parameter Value
Maximum Population | 20
Maximum Generation | 50
Cross over fraction 10

1/number of design parameters=1/40
Intermediate 1.2
Gaussian, 0.1, 0.05

Mutation fraction
Cross over variable
Mutation variable

The optimal threshold values selected by the optimizer presented in Figure 4.2 are
based on one driver’s data set.

Optimal values for thresholds
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Figure 4.2: Optimal threshold values

4.1.2 Summary

The proposed state machine approach is developed for the recognition of the lane changing
behaviors. Three different states are defined, LCR, LK, and LCL to represent the lane
changing behaviors. Transitions between different states are established to determine the
behavior estimation. The transition from one state to another is defined by threshold
conditions related to environmental variables/driving features (input variables). If a
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threshold condition is fulfilled, such that the value of a specific input variable is within the
threshold values at a specific time point, a transition to another state can occur. If the
conditions are not fulfilled, the model remains in the same state. The threshold values are
model parameters defined by the NSGA-II optimization technique to develop an optimal
model.

4.2 Extension of the state machine model

The approach described previously is only based on the state machine approach and its
threshold conditions. A limitation that exists is that certain complex driving patterns per-
formed by the driver may not be captured/represented by these conditions, hence affecting
the estimation performance of the model.. As known from [JF17] and [ZWL15], combined
approaches tend to have an extra advantage for better performance as characteristics from
multiple methods are considered. In addition, each method can be used to perform different
tasks in the model. In this thesis, the goal is to combine the newly developed state machine
ML approach with other well-known approaches. Here, two separate models are developed,
whereby one combines the state machine with ANN, while the other with HMM. The ANN
is chosen due to its ability to handle complex non-linear data, parallel processing, and
extract relevant features automatically. The model learns from given behavioral patterns
and estimates future driving behaviors for similar situations. On the other hand, the HMM
is chosen due to its ability to handle time series data and its stochastic properties.

4.2.1 ANN-based state machine model

The aim is to establish a model that combines two trainable systems (ANN and state
machine-based approach) for the recognition lane changing behavior [DRS21]. The idea is
to apply the approach to a system with different states. Therefore, the topology of the
state machine-based approach is used to model states and transitions, while the ANN’s
estimations model the transition conditions. The transition conditions differ from the
state machine model in section 4.1 which uses threshold conditions instead. The model
is realized using two concepts with appropriate inputs and design parameters denoted as
approach I and approach II. Approach I is based on one common ANN combined with
the state machine approach. Approach II is based on three ANN (representing the three
driving behaviors) combined with the state machine approach.

As input variables, the similar environmental features used for the state machine model
is selected as these features play a major role in the driver’s behaviors, given in Table 4.1.
The output is similar to the state machine model: LCR , LK, and LCL. First, the input
variables along with the model parameters are used to estimate the lane changing behaviors
using ANN. These estimations are integrated into the state machine model as conditions
for a state transition or to remain in the same state.

For approach I (Figure 4.3), transition or remaining conditions are defined by the
outputs of one common ANN. For a transition from LK to LCR or LCL in the proposed
model, the output of ANN should be LCR or LCL respectively as well, at that time point.
Similarly, for a transition from LCL or LCR to LK , the output of ANN should be LK. If
the conditions are not met, the model remains in the same state.

Following the same integration and transition process as approach I, the transition
conditions in approach II (Figure 4.4) are based on the ANN’s estimation corresponding
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to the current estimated state, whereby three networks are defined as ANN (right), ANN
(keep), and ANN (left) (Figure 4.4). The possible outputs for the three networks are listed
in Table 4.3. If the estimation of a specific ANN is same as the current state, then the
model remains in the same state.

ANN =LK

ANN # LK ANN # LK
Figure 4.3: State machine and one ANN diagram (approach I) [DRS21]

ANN (keep) = LK

ANN (right) = LCR ANN (left) = LCL

Figure 4.4: State machine and three ANN diagram (approach II) [DRS21]
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Table 4.3: Outputs of the three ANN [DRS21]

ANN models | Possible outputs (states)
ANN(right) | LCR , LK

ANN (keep) LCR, LK, and LCL
ANN(left) | LK , LCL

Optimization of parameters

The model parameters are the weights and biases associated with the ANN that affect the
estimation performance of the overall models. A total of 153 parameters are optimized
for the model in approach I, while a total of 459 parameters are optimized for the model
in approach II. Thus, defining these parameters by optimization is necessary to develop
optimal lane changing estimations. As the previous model, the NSGA-IT [DPAMO02] is used
to define the optimal parameters in the training process. The NSGA-II uses a generation
size of 200 and a population size of 90. The optimal parameters are developed with
respect to maximal ACC, DR, and minimal FAR. Suitable objective functions are chosen
to evaluate the optimization process, whereby the actual and estimated driving states are
compared to minimize the deviation between them. The similar objective functions used
for the optimization of the state machine model, defined in section 4.1.1 are used. The
performance of the overall model can be evaluated using ACC, DR, and FAR .

The optimal weights, and bias values for approach I are given in Figures 4.5-4.6 based
on one data set. Two weight and bias sets for the different layers are shown, whereby the
weight 1 shows the weight connections between input layer and hidden layer. On the other
hand, weight 2 shows the weights between the hidden layer and output layer. The bias
values only corresponds to the neurons in the hidden layer and output layer.

Optimal weights

Weight values
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—
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Figure 4.5: Optimal weights
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Optimal bias values
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Figure 4.6: Optimal bias values

4.2.2 HMM-based state machine model

A new HMM-based state machine model is introduced in this section [DS22b] [DS23b].
Here, a state machine and an improved HMM are combined to develop a model that
recognizes lane changing behaviors. The state machine model describes the transition
between the states, while the estimations of an improved HMM define the transition
conditions. The structure of this model is similar to the ANN-based state machine model

[DRS21], which uses the ANN estimations instead as the transition or remaining conditions.
Two improved HMM are utilized in this work.

Review of improved HMM

The HMM model is given in Figure 4.7. The observation sequence (inputs, V = {V1, Vs, ...,

Vir}) and hidden state sequence (outputs, S = {51, S2, ..., Sy }), whereby M and N are

the number of observations and hidden states respectively. The hidden states are the

lane changing behaviors, hence, N=3. The transition probability (A = a;;,7,j € [1, N]) is
the probability of switching from one hidden state, S; to another, S;. The observation
likelihood (B = by, k € [1, M]) is the probability of an observation, Vj generated from a
particular hidden state, S;. The initial probability distribution, 7; defines the probability
of the Markov chain starting in state S;. Thus, the HMM model can be defined by the

maximum likelihood parameter, A\ = (A, B, 7). The HMM model is trained using the
Baum-Welch algorithm to develop the A that fit a given observation and the corresponding
hidden state sequence. Using A, the hidden state sequence with the highest probability is
determined using the Viterbi algorithm to generate the estimated behaviors.

Often, standard HMM may not be able to interpret the data well resulting in poor
estimation performance, particularly when data are not precise or highly dynamic. For
performance improvements, various approaches have been established such as a combination
of HMM with other methods and HMM-derived methods [DS22¢]. The combination of
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a22

Vi V2 VM

Figure 4.7: Hidden Markov Model for driving behavior estimations [DS22b]

HMM with other methods includes ANN-HMM [JF17], Fuzzy Logic (FL)-HMM [JF17],
and Gaussian Mixture Model (GMM)-HMM [WZHX18]. These methods use results from
one method as input to the other to determine the final behavior estimation. In the
combined HMM, one of method can also be used to determine the parameters, while the
other to classify different driving styles, behaviors, or situations. On the other hand, the
HMM-derived methods such as Hierarchical HMM [FS98] and Bayesian non-parametric
HMM consider the time series property of HMM [NTTB14]. The general idea of HMM-
derived methods include partitioning behaviors into several task layers. In these methods,
the initial layer is used for determining different driving features like acceleration, while
the higher layer uses the results from the initial layer to estimate the corresponding driving
behavior. A new and improved HMM-derived method developed in [DWS18], includes
the application of a prefilter for performance efficiency. The prefilter aims to quantize
the driving features (measured input variables) into observation sequences. The prefilter
divides the input variables into several segments, such that each segment represents an
observation with specific information related to the driving data. Prefilter thresholds
(ranges of the segments) are defined to develop the observation sequence. For example,
an input variable (distance to the vehicle in front feature) is divided by the prefilter into
three segments with two thresholds [DWS18], given in Figure 4.8 and Table 4.4. In this
thesis, the same prefilter application is considered in the HMM model.
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Ch. 4. Proposed state machine approach for driving behavior estimations

Table 4.4: Prefilter segments

Segments | Thresholds (m)
S1 dy<agy

S2 agr>dy <bgr

S3 d f > bdf

Improved HMM 1

Dynamic driving data (driving features) that changes with time, changes the observation
variables in the HMM model. Hence, a prefilter with thresholds is applied to quantize
the data variables (inputs) to develop feature vectors for a better interpretability, as in
[DS19a] and [DWS18]. The feature vector is used to determine different driving situations
[DWS18]. In this model, the prefilter divides each feature into three segments with two
thresholds [DWS18]. Each segment is then used as an observation for the HMM.
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Figure 4.8: Prefilter application to the distance top the vehicle in front feature

Improved HMM II: Sub-HMM

With the prefilter application, higher number of input variables (driving features) increases
the number of segments and observation variables, which heightens the complexity of the
observation matrix B [DS19a]. Hence, the process is computationally expensive, in terms
of training time. To simplify the model, four sub-HMMs are developed the improved HMM
I1, such that each sub-HMM is given different inputs: HMM 1 (T'TC to vehicles in different
directions), HMM 2 (distances), HMM 3 (velocities), and HMM 4 (driving operational)
[DS19a]. A prefilter is applied to the driving features here as well. The prefilter considered
in this model divides each feature into six segments with five thresholds. To obtain the
HMM’s final estimation, the probabilities of different sub-HMM models are fused using
weights to calculate the final probability given as

1,2,3,and/or4
P= Y wx P[DS19a], (4.7)

k=1,2,3,0or4
whereby, k is the sub-HMM, P is final probability of the HMM, w;, is the weight
associated with a specific sub-HMM, and P is the probability of a sub-HMM. Here, the
hidden state with the highest final probability is selected as the estimated lane changing
behavior of the HMM. Different combinations of sub-HMMs are fused to evaluate the

effectiveness of features on the performance, which is detailed in section 4.2.4.
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Sec. 4.2. Extension of the state machine model

4.2.3 Development of HMM-based state machine model |

The improved HMM I is combined with the state machine approach here [DS22b]. The
estimations of improved HMM I are considered as the transition conditions. Based on
Figure 4.9, LCR or LCL transitions to LK when the estimation of improved HMM 1 is LK.
On the other hand, LK switches to LCR or LCL when the HMM estimation is LCR or
LCL, respectively. If the HMM estimation is same as the current state or the conditions are
not met, the model remains in the same state. The transition conditions are summarized
in Table 4.5.

Table 4.5: Transition conditions [DS22b]

Transitions Estimations of HMM
LK to LCR/LCL | LCR or LCL
LCR/LCL to LK | LK

HMM =LK

HMM # LK HMM# LK

Figure 4.9: HMM-based state machine model [DS22b]

Feature selection: HMM-based state machine 1

As mentioned previously, only environmental variables are used in the development of the
models. Accordingly, two models (models I and IT) are developed using two sets of input
variables based on the proposed model. Model I uses distances, velocity deviation, and
current lane as inputs, while model IT uses TTC and current lane as inputs. The selected
variables based on both models best describe the current driving situation, thus affecting
the driving behaviors (given in Table 4.6 and Table 4.7). The prefilter is applied on the
distance and velocity variables for model I and on the TTC variables for model II (dividing
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Ch. 4. Proposed state machine approach for driving behavior estimations

each feature into three segments with two thresholds). As for the current lane number, the
values are fixed indicating the specific lane of the ego vehicle.

Table 4.6: Environmental variables of model I [DS22b]

Symbol | Definitions

l Current lane number of ego vehicle

Vdeviation | Velocity deviation between the ego vehicle and the vehicle in the front
dy Distance to the vehicle in the front

dy Distance to the vehicle in the front left

dyy Distance to the vehicle in the front right

dy Distance to the vehicle in the back left

dpr Distance to the vehicle in the back right

Table 4.7: Environmental variables of model II [DS22b]

Symbol | Definitions

l Current lane number of ego vehicle

TTCY Time to collision to the vehicle in the front
TTCy; | Time to collision to the vehicle in the front left
TTCYy, | Time to collision to the vehicle in the front right
TTC Time to collision to the vehicle in the back
TTCy | Time to collision to the vehicle in the back left
TTChy. | Time to collision to the vehicle in the back right

4.2.4 Development of HMM-based state machine model Il

For the HMM-based state machine model II [DS23b], the improved HMM model IT will
be integrated instead. The similar topology and transition process as HMM-based state
machine I is considered .

Feature selection: HMM-based state machine 11

As previously stated, four sub-HMMs are defined with different environmental features as
inputs. The different features for the different sub-HMM are described in Table 4.8. A
total of eleven combinations of sub-HMMs ( given in Table 4.9) are evaluated to examine
the effectiveness of the different features as well as the relevance of the features for the
estimations.

4.2.5 Optimization of parameters

The prefilter thresholds (HMM-based state machine models I and II) and weights (HMM-
based state machine models II) are optimized using NSGA-II to generate an optimal
HMM parameter A = (A, B, ) for performance improvements. For HMM-based state
machine I, a total for 12 parameters are optimized for both models I (distances, velocity)
and II (TTCs). The optimal threshold values for models I and II are given in Figures
4.10- 4.11 based on the training of one data set. As for the HMM-based state machine
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Table 4.8: Input variables for the four sub-HMMs [DS23b]

Sub-HMM models

Input variables

HMM 1

TTC to vehicle in the front (f), back(b), front left (f1),
front right(fr), back right(br), back left (bl)

HMM 2 Distances to the vehicle in
f, b, fl, fr, br; bl
HMM 3 Velocities of the ego vehicle,
vehicle in f , b, fl, fr, br, bl
HMM 4 Driving operational variables: Ego vehicle’s steering wheel angle,

accelerator pedal position, brake pedal position,
heading angle, gearbox,
indicator, current lane

Table 4.9: Combination of different sub-HMM models [DS23b)]

HMM models | Combination of sub-HMM models
HMM I 1,2,3,4
HMM I1 1,2,3
HMM III 1,2, 4
HMM IV 1,3, 4
HMM V 2,3, 4
HMM VI 1,2
HMM VII 1,3
HMM VIII 1,4
HMM IX 2,3
HMM X 2,4
HMM XI 3,4
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Ch. 4. Proposed state machine approach for driving behavior estimations

I1, the number of parameters optimized ranges from 62 to 114 depending on the number
of sub-HMM combinations. The weights represent the impact of each sub-HMMs. The
threshold values are required to define the observation sequence, ultimately affecting the
model’s performance. Similar objective functions defined in section 4.1.1 are minimized for
the NSGA-II. The generation size for the NSGA-II is 200, while the population size is 90.
In Figure 4.12 and Figure 4.13, the optimization process for the different models is given.
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Figure 4.10: Optimal threshold values (model I)

426 Summary
In this section, the extension of the state machine model is introduced, whereby the ANN

and HMM are combined with the state machine model to develop two separate model
extensions. The estimations of the ANN and HMM serve as transition conditions.
In the ANN-based state machine model, two models are developed, whereby one has a
single ANN model, while the other consists of three ANN models. For the HMM-based
state machine model, two models are developed as well. An improved HMM model is used,
with the application of a prefilter. The HMM-based state machine model I considers the
prefilter application for two driving feature sets (as inputs), distances, and TTCs. As for
the HMM-based state machine model II, the prefilter is applied to four feature sets. Four
sub-HMMs are developed, such that each sub-HMM is given a specific feature set as inputs.
The different sub-HMMs are fused to develop the estimation of the overall HMM model.
Therefore, different combination of sub-HMMs are fused to evaluate the most effective
feature combination for the lane changing behavior recognition. In Table 4.10, a summary

of the models is given.
4.3 Evalution of features

Different driving features as input to the model have different effects on the estimation
performance, showing the significance of a particular feature. Extracting the appropriate
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Optimal values for prefilter thresholds (TTCs)
30 : : .
I
IIIII
25T | f J
III
| I
920 /
E |
=~ |l| |
g | |
= 15f f
2 / ' /
& ' /
2 | /
= 3 | g
= 10 /
!
| /
5f ' 1
0 . . . . .
0 2 4 6 8 10 12
Threshold parameters

Figure 4.11: Optimal threshold values (model II)
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Figure 4.13: Optimization procedure for HMM-based state machine model IT [DS19a],
[DS23b)]

features as inputs is a continuous and important part of research in developing driving
behavior models. Feature extraction can be performed manually or it can part of ML-based
algorithm, such as deep neural networks. Accordingly, the aim of this contribution is to
study effects of common feature types on the newly developed state machine approach.
The influence of environmental (ENV), eye-tracking (ET), and physiological features play
a significant role in driving behavior, thus evaluating the influence of these variables on the
the proposed approach is of interest. The impact of these feature on the driving behavior
predictions and recognition have been previously studied in other research contributions
such as [SLZT11] [DT09]. The limitations of these studies are the influence of the features
is only evaluated using single conventional ML-based models. The goal here is to study
the effect of these features on a combined ML-based model, more specifically the newly
developed state machine-based model.

The ENV variables can influence driving styles (aggressive/non-aggressive/risky),
drunk driving, speed changes, trajectory changes, and lane changing behaviors making
it important to incorporate these information as inputs into the estimation models. In
general, ET features seem to be more effective for the recognition of drunk and fatigue
driving [JXP22]. On the other hand, it is known from other research contributions such as
[DHBS20] [DT09], that the incorporation of ET features does not necessarily improve the
lane changing estimation performance. In [DHBS20], the combination of ET with ENV
features in SVM-based model generates a poor estimation performance when compared to
the model using only ENV features. The researchers suggest that combining a feature set
with lower accuracy feature set results in impoverished performance compared to using the
feature set individually, as proven in the classifier fusion study by [RS16]. Nevertheless,
improved performances were observed using the combination of ENV and ET features in
[LW17] and in some models developed in [DHBS20]. Hence, the the effectiveness of ENV
and ET features are examined in this thesis. While physiological variables are used in
[MKW*15], there are still a lot of open questions on the effectiveness of these variables for
lane changing behavior estimations.

The ANN-based state machine II is utilized to study the effects of using only ENV
and a combination of ENV and ET features on the recognition of lane changing intentions
[DS22a]. The ET features provide information about the human driver’s eye movements
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Ch. 4. Proposed state machine approach for driving behavior estimations

(saccade).

4.3.1 Features variables: data processing

A total of nine ENV and six ET features are selected for the intention recognition process
(Table II). These nine ENV features have been validated to accurately describe the driving
environment (ego vehicle state and relationship with other vehicles). On the other hand,
the selected ET features are proven to show accurate saccadic eye movement information
[DHBS20]. To evaluate the effect of the different features on the model’s performance, two
models are trained for each participant: model I using only ENV features and model 11
using both ENV and ET features.

Table 4.11: Description of input variables [DS22al

Symbol | Descriptions Feature types

l Current lane number

dy Distance to the vehicle in the front

dp Distance to the vehicle in the front left

dyr Distance to the vehicle in the front right Environmental (ENV)
dp; Distance to the vehicle in the back left

dpy Distance to the vehicle in the back right

ap Heading angle of the ego vehicle

TTCY Time to collision to the vehicle in the front

v Velocity of the ego vehicle

Saccade | Saccade

Bl Blink

Fg Blink Frequency Eye-tracking (ET)
Ngereen | Screen Number

Cy Screen coordinate (x-axis)

Cy Screen coordinate (y-axis)

Optimization of parameters

Similar to the previous ANN-based state machine model, the parameters are the weights
and biases. Hence, the NSGA-II is used with the same objective functions to develop the
optimal parameters. For model I (ENV), a total of 133 parameters are optimized, while
for model IT (ENV and ET) 193 parameters are optimized. The generation and population
size for the optimizer are 150 and 90, respectively.

4.3.2 Summary

In this section, the ANN-based state machine II model is utilized to study the effectiveness
of ENV and ET features (as model inputs) on the performance of the model for lane
changing intention recognition. As inputs only ENV and a combination of ENV and ET
are used separately to determine the feature types that are most effective. In addition, the
aim is to study if the ET features improve the recognition abilities of the proposed model.
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As known from previous research, ET features don’t always improve the performance of a
conventional ML-based model [DHBS20).

4.4 Hyperparameter optimization of the state machine approach

As hyperparameters tend to affect the performance of an estimation model, selecting
optimal values are important. The optimization of these values can be performed through
manual methods or automated methods as discussed in section 2.1.6. The automated
methods (BO and GA) are applied to the develop hyperparameter values for the ANN-
based state machine I model [DS23a], as both generated better results compared to other
methods in research contributions, such as [HK21]. Hyperparameters associated with the
ANN model are optimized using the BO and GA first, then the ANN model structure (with
optimized hyperparameters) is combined with the state machine to develop the estimations.

4.4.1 Bayesian optimization

Bayesian optimization (BO) is an iterative approach for optimizing parameters of an
objective function fi;. The objective function is expensive to compute which can be
challenging for optimization. Therefore, BO aims to develop a probabilistic model (a
surrogate model which is cheaper to compute) to approximate the objective function. Two
key factors in the BO: prior (for developing the surrogate model) and the acquisition
function. Bayesian optimization integrates prior belief about the objective function and
updates the prior in order to generate better approximations of the objective function.
Hence, when building the surrogate model, a Gaussian process is usually used to include
prior belief. The acquisition function is part of the surrogate model used to select the
next optimal point (where the acquisition function is maximize). Generally, there are two
types of acquisition functions: confident-based criteria and improvement-based criteria
[JRGV16] [MTZ78]. Here, an improvement-based criteria known as ’expected-improvement-
per-second-plus’ function is chosen. The acquisition function takes into account exploration
(space of high uncertainty) and exploitation (space with high objective value-area of current
best hyperparameter values) when searching the search space for the next point [MTZ78].
Past evaluations are considered to select the next set of hyperparameter values defined
by the acquisition function [WCZ119] [MTZ78]. Selecting parameter combinations based
on past evaluations, allows the optimization to focus on the space which generates the
most accurate validation. The objective function for this optimization technique shows the

measure of loss, given as
fr=> =i # 9), (4.8)

whereby n is the total number of observations, y; is the actual lane changing behavior,
and g; is the estimated behavior. The hyperparameters optimized are the number of hidden
layer neurons, activation function of the ANN’s first layer, learning rate, and number of
epochs. These variables are selected as they are known to affect the selection of model
parameters [YS20].

1

n

4.4.2 Genetic algorithm

The GA is a heuristic optimization method. This technique is a stochastic global search
optimization technique that changes the population of individual solutions repeatedly
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[Hol73]. The solutions are the hyperparameters to be optimized. A similar objective
function (known as fitness function) as used in Bayesian optimization is selected here. The
fitness function describes how well a solution fits the optimal solution [Hue97] [CJ15]. Two
existing solutions can be combined to develop a new solution (known as crossover) [Hol73].
A new solution can also be obtained by making random changes to an individual existing
solution (known as mutation) [Hol73]. On the other hand, an elite solution has the best

fitness value in the current iteration, and is automatically passed on to the next iteration.
Thus, the GA process can be described as follows [EDSD96]:

1. Initialize the population and generation
2. Calculate the fitness function for each individual solution
3. Select individual solutions based on the fitness function

4. Certain solutions have better (lower) fitness values, known as elites, which are passed
to the next iteration

5. Perform the crossover or mutation between the solutions

6. Repeat steps (2) to (4) until convergence (or the iteration limit has been reached)

To generate an optimal ANN model, the same hyperparameters used in the BO are
considered.

4.4.3 Advantages and disadvantages

One of the main benefits of BO is less iterations are required to reach the optimal parameter
set [MTZ78] [WCZ'19]. This is because it only updates the posterior information, unlike
the GA which needs train the same model on various hyperparameters from one iteration
to another [MTZ78] [MTMO05]. The BO only needs to store prior distribution which does
not require a large amount of memory, while for GA storing information about multiple
individual solutions when the model has large number of hyperparameters may not be
feasible, which can slow down the running time of the algorithm. On the other hand, GA
posses parallelism capabilities, whereby multiple samples can be trained in parallel and the
best solution is selected based the evaluations [MTMO5]. In BO, as current experiments
depend on the previous experiments based on the acquisition function and surrogate model,
it is unable to utilize parallelism. While both methods have the capability to develop
optimal search spaces, both methods may get stuck in the local optima rather than reaching
the global optima [MTMO05].

4.4.4 Application of hyperparameter optimization methods

In this work, the number of hidden layer neurons, the activation function of the first
layer, learning rates, and the number of epochs are the hyperparameters considered for
optimization using both methods to develop the ANN model [DS23a]. The selection ranges
of the hyperparameter values for the techniques are detailed in Table 4.12. Also, the
number of iterations used for the BO is 30 (as it requires fewer number of iterations),
while the population and generation sizes for GA are 25 and 100, respectively. Different
optimal values are developed for each set. The ANN model structure is based on the
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optimal number of hidden neurons and the activation function. In contrast, the learning
rate and number of epochs only aids the selection of other hyperparameters (in terms
of speed). For each data set, the three ANN models are based on the same optimized
hyperparameters. The ANN models with the optimized hyperparameters are combined
with the state machine to generate the final estimations. The ANN-based state machine
IT is employed for the estimation process. The objective function values based on BO is
presented in Figure 4.14.

Table 4.12: Hyperparameter optimized using both methods [DS23a]

Selected hyperparameters | Ranges

Hidden layer neurons 1-30

Activation functions Hyperbolic tangent
sigmoid (tansig),
Log-sigmoid (logsig)
Learning rates 0.001-1

Epochs 100-10000

Objective function values
70.028

n0.027
10.026

10.025

Min objective

10.024

10.023

| Estimated min objective |

! 0.022
0 5 10 15 20 25 30

Function evaluations

Figure 4.14: Objective function values for BO

Optimization of parameters

For the optimization of the model parameters, the NSGA-II is used here as well to optimize
the weights and biases. In addition, the similar objective functions are applied. Here,
459 parameters are optimized, same as the ANN-based state machine II. Generation and
population size for the execution of NSGA-IT are 200 and 90. The hyperparameter and
model parameter optimization scheme is presented in Figure 4.15.
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Figure 4.15: Hyperparameter and model parameter optimization

Feature selection

The features addressed in Section 4.1 for the development of the ANN-based state machine
are considered for this application.

445 Summary

The BO and GA as methods for optimizing the hyperparameters of the ANN-based state
machine IT model are employed here. The hyperparameters optimized are hidden layer
neurons, activation function, learning rates, and epochs. The ranges for the optimization
are selected based on previous experience and research within the area of optimization. The
ANN models with the optimized hyperparameters are combined with the state machine to
develop the final lane changing estimation.
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5 Proposed state machine approach for lithium-ion batteries
(LIBs) degradation estimations

In this chapter, a Nonlinear Auto Regressive Neural Network with Exogenous Input
(NARX)-based state machine model is introduced for the capacity fade estimation. Different
states of degradation are modeled using discrete states, such that capacity fade associated
with each state is estimated using the NARX model. Transition from the first state to the
last are defined to show the damage progression. These transitions are based on specific
threshold conditions (design parameters) associated with the temperature (input) and
actual capacity. As parameters of the model affect the estimation performance, developing
optimal parameters are important. The parameters are optimized using the NSGA-II
method.

Part of the contents, figures, and tables presented in this chapter are modified based
on previous publications [DS23d].

5.1 Nonlinear Auto Regressive Neural Network with Exogenous Input model

The estimated capacity is calculated using different NARX models for each state, presented
in Figure 5.1 (NARX 1, NARX 2, and NARX 3). Nevertheless, the structure of the model
is the same for all states. Only the input and parameter values differ depending on the
state. The NARX model describes the input-output mapping using a multi-layer percepton
[CYLA15]. A usual NARX model also incorporates the time delays and feedback (target
values or output, depending on the network type) in the input layer. The target values
are the actual capacity values. In the model utilized an open loop network is used, which
means only the input data variables (normalized battery’s temperature) and target values
(priori information of capacity) as feedback are used. The output is not fed back to the
network (to the input layer), unlike a closed loop. The time delays of the input and target
values are two time steps (1:2), which means the estimation starts at the third time step.
The NARX network is trained to perform estimations of the capacity fade based on the past
battery’s temperature and target capacity values. The NARX input-output relationship
can be describe as [Ven05]

9(t) = fli(t),i(t — 1), ...,i(t —my),y(t — 1), ...,
y(t - mk)] + e(t)7

whereby 3(t) and y(t) are the estimated and target values, i(t) is the input, m; and
my, are the time delays of the input and target variables respectively, t is the time step,
and e(t) is the error between the estimated and target values.

The network consists of inputs, targets, a hidden layer of ten neurons, and an output
layer. In the NARX model, the input layer consists of temperature and target capacity

(5.1)
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estimations

as input neurons. The activation function considered in this model is the tansig function
(Hyperbolic tangent sigmoid transfer function). The value of each hidden layer neuron is
calculated based on the inputs, targets, and weights associated between the neurons. In
addition, the bias values are also taken into consideration. The capacity estimations are
calculated based on the values of hidden layer neurons and weights associated between the
hidden layer neurons and output neuron.

5.2 NARX-based state machine model

In this section, two NARX-based state machine models are introduced, which differ in
terms of the topology and transition conditions [DS23d].

5.2.1 NARX-based state machine approach |

As mentioned, behaviors of multi-state switching systems can be modeled using state
machine models with discrete states. The states transition from one state to another or
remain in the same state determined by the model’s inputs and transition conditions [Gil62]
[WM13]. The transition conditions are defined by designers. The model consists of three
states, whereby each state represents different degradation levels/behaviors describing the
aging [DS23d]. As input, only the normalized temperature of the battery is taken into
account, due to the fact that the temperature change contributes to the capacity loss. The
normalization is done with the z — score normalization. The transition conditions are
defined using the normalized temperature and the end-of-lifetime (EoL) capacity. The
estimated loss of capacity associated with each state is modeled using a neural network
model (NARX) [DS23d].

Based on Figure 5.1, when the current estimated state is state 1, it can transition to
state 2 (EoL reached) if the transition conditions are met to estimate the next state and
capacity fade. Otherwise, the model remains in state 1. Similarly, possible estimations
when the current estimated state is state 2 is transitioning to state 3 or remaining in state
2. If state 3 is estimated, the model can only remain in state 3 for the next estimation.

As for the transition conditions, if the normalized temperature is higher than threshold
trl and the capacity is less than or equals to the capacity at EoL (here: reaches 80 % of
the nominal capacity), a state transition from state 1 to state 2 occurs (Figure 5.1). This
indicates, the battery has reached EoL at state 2. On the other hand, a transition from
state 2 to state 3 occurs when the temperature is higher than ¢r2 and the capacity is less
than or equals to the capacity measured at the final time point. Once state 3 has been
reached, the model can only only remain in the same state, as the final state has been
reached. If conditions are not met, the model remains in the same state.

Optimization

The model parameters of the network are the weights and biases related to the neural
network as well as the temperature thresholds associated with the transition conditions in
the state machine, affecting the performance of the model. Thus, optimization of these
parameters are important. The trl, ¢r2, weights and biases (parameters of the model) are
selected automatically using NSGA-II. In total, 124 parameters are optimized. These are
given as unknown values to the algorithm initially. Based on different temperature ranges

64



Sec. 5.2. NARX-based state machine model

NARX 1 NARX 2 NARX 3
Temperature>tr2

and capacity<

end capacity

Temperature>trl
and capacity<EoL

Condition not met Condition not met Condition not met

Figure 5.1: NARX-based state machine model I [DS23d]

for the specific states and capacities, the algorithm selects and optimizes the threshold
values. The objective function of the optimization is given as

obj(t) = (Jactual capacity(t) — estimated capacity(t)]). (5.2)

The objective function is chosen with respect to minimizing the deviation between the
actual and estimated discharge capacities. The generation and population size of NSGA-II
is 200 and 90, respectively. To evaluate the overall performance of the model, the mean
square error (MSE) and relative mean square error (RMSE) are often used, as done in
[CCFT21].

5.2.2 NARX-based state machine model Il

The topology of the NARX-based state machine model II differs from the previous model.
In this model, the ambient temperature as well as the surface temperature of the battery
are considered as inputs. Four damage states are defined in this model that transitions
between each other, as shown in Figure 5.2. Here, state 0 is the initial state, state 1 and
state 2 are the intermediate states, and state 3 is the EoL state. Similar to the previously
introduced model, each state is modeled by NARX for the estimation of the capacity
associated with each state. Four threshold values are defined , such that ¢r1 and tr2 are
associated with the ambient temperature (T1) and ¢r3 and tr4 are associated with the
surface temperature (T2). State 0 as a starting point transitions to state 1. Based on
the transition conditions associated with both temperatures, state 1 can either transition
to state 2, 3 or remain in the same state. The transition from state 1 to 2 occurs if the
ambient temperature is less than or equal to ¢r1 and the capacity is greater than EoL
capacity at that time point. State 1 transitions to state 3 if the T1 is greater than ¢r1 and
the T2 is greater than tr4 and the capacity is less than or equal to EoL capacity. The
model remains in state 1 if T1 is less than equal ¢trl, T2 is greater than ¢r3, and capacity
is greater than EoL capacity. The model also remains in state 1 if T1 is greater than ¢rl,
T2 is between tr3 and tr4, and the capacity is greater than EoL capacity. Once in state 2,
it can either transition to state 1, 3 or remain in the same state based on the specified
transition conditions. A switch from state 2 to 3 occurs if the EoLi capacity is reached (less
than or equal to EoL capacity). As state 2 is an intermediate state, it can also switch back
to state 1 if T2 is greater than tr4 or T1 is greater than tr4 and T2 less than ¢r4. The
model remains in state 2 if T1 is less than or equal to ¢r2, T2 is between ¢r3 and tr4, and
the capacity is greater than EoL capacity. The model also remains in the same state if T'1
is greater than tr2, T2 is less than or equal to ¢r4, and the capacity is greater than EoL
capacity. State 3 is the end state (when EoL is reached) and does not transition to further
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states. This topology and its conditions are a modification from [BMAS19]. In [BMAS19],
a lifetime model is developed for the power management with optimal power split in hybrid
electrical vehicles (HEVs). The model and topology introduced in [BMAS19], considers
the temperature, charging/discharging current, and DoD as inputs for the estimation of
degradation. Each state represent the SoH of the battery defined by the capacity of the
battery at that particular state. The model is also used to predict the capacity in future
based on specific lifetime points of the battery (at 20 %, 40 %, 60 %, and 80 %). For an
example, when 20 % of the the battery’s lifetime is known, the remaining 80 % of the
lifetime is predicted (showing a drop in the reference and estimated capacities). A very
similar technique for the estimation is considered in the proposed state machine model, by
training different portions of data. The threshold values are defined using NSGA-II.

Ti>trl & T2>trd &
capacity< EoL

T2<tr3&
capacity>
EoL

T2>tr4 ||(T1> tr2
& T2< trd)

(TIStrl& T2> 13 & capacity> EoL) || (TISt2 & tr3 < T2< trd & capacity> EoL) ||
(T1> trl& tr3 <T2< tr4 & capacity> EoL)  (T1> tr2& T2< tr4 & capacity> EoL)

Figure 5.2: NARX-based state machine model 11

Optimization

The same design parameters as the NARX-based state machine model I (thresholds
associated with the temperatures, weights, and biases) are optimized here as well using
NSGA-IIL. The total number of parameters optimized is 187. The similar objective function,
generation, and population size for the NSGA-II is considered as well.

5.3 Summary

The application of the proposed state machine approach to develop a model for the capacity
fade estimation is introduced in this chapter. Two models are developed by combining the
NARX and state machine approach, such that each damage state is represented using states
and the capacity is estimated using NARX (associated with each states). Temperature
is considered as the model input, as it is one of main factors influencing the battery’s
capacity.
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6 Experimental design, results, and validation

In this chapter, the experimental design and configurations for the driving behaviors/intentions
recognition as well as for the capacity fade of LIBs estimations are explained. The different
experiments designed are detailed in this chapter. In addition, data processing of the
obtained data are explained. Next, the training and test procedure are detailed. Finally,
the results based on the different models for the driving estimations are given. Similarly,
the results based on two different NARX-state machine models are detailed. The data for
the driving behaviors/intentions estimation are obtained using a driving simulator in the
SRS simulator lab, while the data for the LIB degradation estimation are based on the
battery data set from the Prognostics Center of Excellence Data Set Repository (PCoE)
NASA and the battery test rig in SRS.

Parts of the contents, figures, and tables presented in this chapter are modified based
on previous publications [DRS20] [DRS21] [DS22b] [DS23b] [DS22a] [DS23a] [DS23d].

6.1 Experimental design for the driving behavior recognition

In this thesis, a state machine-based model was introduced, with the extensions of the
model. As mentioned previously, ENV and ET variables are considered as it is common
to use these variables for driving behavior estimations. Most contributions consider ENV
variables, while ET is only considered in a few contributions as these variables don’t always
improve the estimation performance with a few exceptions. As the evaluation on the
effectiveness of these variables is the goal, hence, the need for the collection of the ET data.

A lane change can be defined differently based on the timing of different driving actions.
In this thesis, two different experiments are considered based on the different definitions of
a lane change: experiments A and B.

6.1.1 Laboratory setup

The driving data is collected using the driving simulator in the SRS chair (Figure 6.1). The
software for the simulator is SCAN EeR™ . The driving simulator consist of a base-fixed
seat equipped with a steering wheel, pedals, and a gear. Five screens are used to simulate a
real driving experience and environment. The left, right, and rear view mirrors are placed
in the corresponding positions of the screens, which are essential when performing lane
changing maneuvers. The scenarios in the experiment are based on a highway environment
in two directions. The data is acquired at a frequency of 20 Hz. Using the SCAN EeRTM
software, the ENV features are collected. This software consist of several modules, such
as acquisition, model-handler, traffic tools, and scenario modules which are programmed
to record the ENV features during a drive. To explain the data acquiring process, the
simulator has certain sensors such as radars, cameras, and GPS to collect the data when
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simulation is running. For an example, the acquisition module is used to collect information
about speed using the built-in sensors. In the real-world, these information can be collected
using CAN-bus or cameras. The software is linked to Matlab simulink model (driving
assistant system model), such that the information obtained is transferred to the simulink
model which allows the data to be access easily. The simulation of the driving simulator

process is shown in Figure 6.2.

Figure 6.1: Driving simulator [DWS18]
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In addition to the driving simulator, an eye-tracker with the Facelab software (Figure
6.3) is used to collect data related to the eye movements of the drivers. The eye information
collected include the saccadic information. Some of the features collected include gaze and
head tracking features at 180 degrees. Examples of these features are the head position,
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Sec. 6.1. Experimental design for the driving behavior recognition

head rotation, head eyeball position, PERCLOS, blink frequency, and eye gaze. The eye-
tracker is calibrated for each participant individually. Three main elements are calibrated:
the cameras, head model, and world model. The calibration starts with calibrating the
cameras. This process consists of holding a target in front of the participants head, taking
multiple shots by moving the target around the participant’s face at different orientations,
and ensuring the target is accurately tracked. Next, the head model is calibrated. Here,
reference points on the face and feature templates are chosen. The reference points are
used to define the 3D head position structure and accurate eye position. It is also used to
define mapping between multiple views. Feature templates are regions that are actually
tracked by the eye-tracker, which are easily identifiable even when the head rotates in
different positions. Finally, each object in the world model is calibrated. This is one of the
most important part of the calibration for accurate tracking. The calibrated objects in the
world model are:

e Main screen

Right/left screen
e rear view mirror on the screen
e side view mirrors on the screen

 a control pad near the driver (only for autonomous driving)

: nunny TR
——t -u-._-;ml"

h"lll‘

Figure 6.3: Eye-tracker [DS22a]

The ET features are only used to test the effectiveness of the features as stated in
section 4.3, for the rest only ENV features are considered. The simulator can also perform
autonomous maneuvers however, in this thesis the drives are only limited to manual
maneuvers.

6.1.2 Experiment A

In this experiment [DS18], each participant performed a 40 minute drive to obtain a training
data set, another 10 minute drive for the test data. A traffic environment with other vehicles
to simulate an actual driving environment is utilized. The scenario in this experiment
is based on a highway in two directions. The drivers can perform different maneuvers
while driving with other surrounding vehicles participating in the driving simulation. For
example, the driver is able to overtake a slow moving vehicle ahead and move back to the
initial lane after overtaking. Following the rules in Germany, the driver can only overtake
from the left. The data are obtained from participants ages between 25 to 30 years old,
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all of which held a valid driving license. This experiment is used for the development of
state machine model (section 4.1 [DRS20]), ANN-based state machine model (section 4.2.1
[DRS21]), HMM-based state machine model II (section 4.2.4 [DS23b]), and hyperparameter
evaluations (section 4.4 [DS23a]). In the state machine and ANN-based state machine
models, data from three participants were considered. For the hyperparameter evaluations,
data from seven participants were considered.

In experiment A, the time a lane change occurs is defined as tj4, and the time of last
significant change in the steering wheel angle is ¢,,4.. Hence, the time interval between
the tongle (start of lane change) and ¢, is defined as the lane changing duration [DS18].

LK Lane change

=
7

Figure 6.4: Driving scenario at highway (experiment I)

6.1.3 Experiment B

Experiment B [DWS18] [DHBS20] is employed for the evaluations of features (section
4.3 [DS22a]) and HMM-based state machine model I (section 4.2.6 [DS22b]). For the
evaluation of features, each participant performed a 30 minute drive to generate training
data, another 10 minute drive for the test data. For the HMM-based state machine model,
each participant performed a 25 minute drive. The split ratio for training and test data
of each driver is 70:30. Hence, 70 % of the data is used for training, while the remaining
30 % is used for test. The scenario is based on a highway in two directions, whereby the
driver can perform different maneuvers. The data are obtained from participants with
valid driving license between the ages of 25 to 30 years old. Data from five participants are
used for the evaluations of the features. In the HMM-based state machine model, data
from nine participants are considered. In experiment B, the interval between the time
the indicator is activated t;pdicator and tigne is defined as the lane changing duration t;oq;
[DWS18] [DHBS20] (Figure 6.5) .

6.1.4 Data processing

The current lane number of the ego vehicle, [; is determined through the vehicle’s center
point. This can be used to determine the actual driving states by comparing the lane
numbers at different time points. If the current lane number I; and the previous lane
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=
.

LK Lane change
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Figure 6.5: Driving scenario at highway (experiment II)

number [;_; are the same, then the ego vehicle is in the same lane and lane keeping (LK) is
defined. If the current lane number is higher than previous lane number, then this suggests
a left lane change (LCL), while if the current lane number is lower than the previous, a
right lane change (LCR) is defined.

Based on the experiments, the ;4 is between 2 to 3 seconds (s), whereby the driver
activates the indicator 2 to 3 s before performing a lane change. Different preset t;otq:
values of 2 s, 2.5 s, and 3 s are therefore tested for labeling behaviors to evaluate the
impact of t4,4, on the lane change recognition abilities. This is tested with models that
utilized the data of experiment B (feature evaluations and HMM-based model I only).
For the feature evaluations, the lane changing labels based on preset values of 2 s, 2.5 s,
and 3 s are tested with the model. The labels based on the preset value that developed
estimations closest to the actual behaviors (labels) are selected to the define the behaviors
for the proposed model. Similarly, the labels based on the preset values are also tested
using a single HMM developed in [DWS18] for the HMM-based state machine model I to
define the accurate behaviors.

Inaccurate data are removed as part of the labeling processing for all experiments.
For example, when the driver does not intend to change lanes, but drives over the white
lines or slightly overlaps the lines to the next lane due to driving errors. A lane change is
detected consequently, when it does not reflect the actual driver’s behavior. Hence, these
inaccuracies are removed [DWS18].

A summary of the experimental designs is presented in Table 6.1.

6.2 Experimental design for the LIB degradation estimation

For the degradation of LIBs, battery data sets based on a charging and discharging process
from the PCoE NASA and SRS battery test rig are considered.

6.2.1 NASA battery data

The PCoE is mainly involved with prognostic development research, focusing on the gaps
within various areas such as aeronautics, battery degradation, etc. The center employs lab
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Sec. 6.2. Experimental design for the LIB degradation estimation

facilities for testing, measuring, diagnosis, and prognosis of the health management. The
data sets considered in this thesis are the charging and discharging at different temperatures
set [SGO7] and the randomized battery usage set [BKD14].

Six data sets based on three different experiments are defined as experiment I [SGO7],
experiment II [BKD14], and experiment III [BKD14]|. Experiment I only simulates a
constant current (CC)-constant voltage (CV) charging and discharging process, which is
non-dynamic. On the other hand, experiment II and III simulate a dynamic charging and
discharging operation using a random walk (RW) process (includes CC-CV process). To
evaluate the health of the battery, the capacity based on only the discharge operation for
all experiments are taken into account. The CC-CV process is shown in Figure 6.6 for the
charging operation. To explain this process, the batteries are first charged at CC until a
specific maximum voltage is reached. Then, the charging continues at a CV by maintaining
the maximum voltage with the current decreasing until a specific cut off threshold rate.
As for the discharging operation, it begins with a CC operation until the voltage decreases
to a specific point, then the CV operation begins. For all experiments two data sets are
considered, whereby one is used for training and the other for test to generate capacity
fade estimation. These data sets are utilized for the evaluation of the NARX-based state
machine model I.

Current'voltage

F 3

B

oo oV

»Time

Figure 6.6: CC-CV process (charging process) [Marl5]

Experiment I

Experiment I utilizes two battery data sets (B0005 and B0006) [SGO7]. The batteries are
first charged using the CC mode at 1.5 A. When the battery voltage reaches 4.2 V, the
charging switches to the CV mode until the current falls to 20 mA. Discharging process
begins with the CC mode at 2 A until the voltage decreases to 2.7 V and 2.5 V for B0005
and B0006, respectively [SGO7]. The nominal capacity of the batteries are 2 A. The EoL is
reached when the capacity reaches 70 % of the nominal capacity (1.44 A). The charging
and discharging process do not simulate dynamical load profiles. The ambient temperature
is room temperature. A total of 168 discharge cycles are performed and are considered for
the estimation for the capacity degradation estimation.
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Experiment 11

Experiment II is based on a RW process. Two LIB data sets (RW 9 and RW 10) from
the experiment are utilized in this contribution [BKD14]. The RW process is used to
charge and discharge the batteries between -4.5 A and 4.5 A. After 1500 RW step cycles, a
reference charge and discharge operation is done to evaluate the capacities. The EoL is
defined when the capacity reaches 1.68 A for both batteries (80 % of the nominal capacity,
as defined by battery manufacturers). The capacities are calculated based on the current
and relative time. The number of discharge cycles for RW 9 and RW 10 are 80 and 77,
respectively.

Experiment 111

The batteries in Experiment III also undergo the RW operation. Two battery data sets
(RW 1 and RW 7) are used [BKD14]. The RW is performed by charging the batteries for a
randomly selected period between 0.5 and 3 hours. The batteries are then discharged using
a randomly selected current between 0.5 A and 3 A. Following 50 RW cycles, a reference
operation is done to evaluate the capacities. The EoL capacities are 1.60 A and 1.59 A4 (80
% of the nominal capacity) for RW 1 and RW 7, respectively. The capacities are calculated
based on the current and relative time. Here, 48 discharge cycles were performed for RW
1, while 49 discharge cycles for RW 7.

For experiment I, the normalized batteries’ temperature during the discharge operation
is considered as the model’s input for estimations. For experiments II and III, the normalized
batteries’ temperature during the reference discharge operation (after RW) is considered
as input. The battery temperatures are in degree Celsius (°C'). Through out the discharge
phase, capacity decrease is in observed for all experiments. In Table 6.2, the data sets used
for training and test as well as the EoLi capacities for the different experiments are given.

Table 6.2: Summary of the training and test data

Training data sets | Test data sets
B0005 (EoL: 1.44 Ah) | BO006 (EoL: 1.44 Ah)
RW10 (EoL: 1.68 Ah) | RW9 (EoL: 1.68 Ah)
RWT7 (EoL: 1.59 Ah) | RW1 (EoL: 1.60 Ah)

6.2.2 SRS battery test rig data

The battery test rig (Figure 6.7) at the SRS chair is also used to perform charging and
discharging operations of a 18650 type cylindrical LFP cell with 1.5 Ah nominal capacity.
The aim is to collect both ambient and cell temperatures to study their effects on battery
aging related to capacity fade. The experiment conducted simulates realistic dynamic
electric vehicle (EV) load profiles using the LFP cell. The test rig components are given
in Table 6.3. The data obtained from the test rig is utilized for the evaluation of the
NARX-based state machine II.

A CC-CV charging and discharging method is performed in this thesis. The voltage
and current regulation are used to simulate the current profiles. During the charging and
discharging operation different variables such as temperature, current, voltage, SoC are
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Figure 6.7: Battery test rig [Tha22]

Table 6.3: Components of the battery test right

Number | Components

Laboratory power supply unit EA-PS 9065-20
Isolation amplifier for terminal voltage

Relay box

Electronic load STATRON Type 3229
Isolation amplifier for discharge current
Signal lamp

Transmitter for temperature measurements
Input output module DS1104

Refrigerator to maintain the temperature

© 00 O T W

recorded. A dSPACE real time computer module DS1104 (through the use of control
desk 7.2) is used to control the sequence of the operation and enables the communication
between the test rig and the simulated cell model designed in simulink. This communication
enables the real time recording of terminal voltage, charging current, discharging current,
ambient temperature, and surface temperature. The simulink model is also used to affect
the parameters and current profiles to simulate EV driving behaviors. The laboratory
power supply unit EA-PS 9065-20 is used to regulate the current and voltage within ranges
of 0 Ato 20 A and 0 V to 65 V. The electronic load can regulate current flowing through
between 7 mA and 50 mA and load voltage of 2.5 V to 80 V. The red signal lamp flashes if
there is an error in the measurements. The temperature of the batteries and the ambient
temperatures are measured using a thermocouples. The operating conditions for the cell
and test rig in the experiment are given Table 6.4.

The power supply current regulation is from 0 A to 7.5 A, while the voltage is up
to 3.6 V. As part of the CC-CV operation, the cell is charged at CC of 1.5 A until the
maximum voltage of 3.6 V is reached (EoC). Then, the cell continues charging at CV
of 3.6 V, while the current decreases to 0.3 A (as a cut off threshold rate). During the
discharge phase, a fully charged cell is discharged until the voltage reached 2.5 V (EoD).
The ambient temperature range is within 7 °C-12 °C, while the range for the battery’s
surface temperature is 12 °C-19 °C.

During charging and discharging operation, three parameter tests are performed:

e Impulse test: to determine the internal resistance
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Table 6.4: Operating conditions

Operating variables Values/Ranges
Ambient temperature [ °C]| 7-12

Surface temperature [°C] 12-19

Voltage regulation [V] 0-3.6

Current regulation [A] 0-7.5

Nominal charge current [A] 1.24

Nominal discharge current [A] 1.5

Nominal capacity [Ah] 1.5
End-of-charge voltage (EoC) [V] 3.6
End-of-discharge voltage (EoD) [V] | 2.5

o Terminal voltage test: to determine the open circuit voltage (OCV) characteristics
as well as the parametization of cell and observer design

o Capacity test: to determine the capacity (for battery’s health evaluation)

These parameter tests are performed in regular spans of cycles given in Table 6.5. The
parameter tests are performed at the beginning and at specific intervals, such as at cycle
100, 175, etc. to determine internal resistance, OCV characteristics, and capacity. As
the health of the battery is evaluated using the battery’s capacity, the capacity test is of
importance to observe the capacity degradation based on the discharge process only.

Table 6.5: Frequency of parameters [Hol22]

Intervals | Cycles
0

25

100
175
250
375
400

N OO W N

Impulse test

Based on Figure 6.8, the test starts with a 600 s pause with the open circuit terminal
voltage U; developed during this time. The voltage drops to Us when the circuit is closed
and drops further to Us. When the circuit is opened again, the voltage rises to Uy and
further to Us. Using the terminal voltages, the internal resistance, R; can be calculated as

R; = Uy — U/l gjss- (6.1)
Terminal voltage

Here, a fully charged cell is discharged at a constant discharge rate in steps of 5 % discharge
SOC until 0 % SOC is reached. This step-by-step discharge is needed to determined the
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Figure 6.8: Impulse test process

OCV characteristics for the respective SOC. The OCV characteristics are important for
the cell parmaterization and SOC observer design. The process is shown in Figure 6.9.

Capacity test

As only the discharge cycles are considered for capacity evaluations, the capacity is
calculated as

Ci = ILgis * tais, (6.2)

whereby C; is capacity at specific time point i, Iy is the discharge current, and ¢4, is
the time to discharge.

A total of 3550 discharge cycles are performed. The EoL is reached at 70 % of the
nominal capacity. Hence, the EoL capacity is 0.88 achieved at cycle 2725 (Figure 6.11).

6.3 Training and test procedures

The training and test processes are based on the input variables and the actual lane
changing states for the estimation of lane changing behaviors/intentions. For the capacity
fade estimation, the training and test are based on the input variables and the actual
capacity fade of the battery.

Most of the models for lane changing behavior /intention recognition are trained using
one data from a diver and tested using another data from the same driver. Therefore,
generally a driver has to perform two drives individually. The only exception is for the
data sets used in the HMM-based state machine I development [DS22b]. Here, each driver
only performed a single 25 minute drive. The data are split into 70:30 for training and test
as stated previously.
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Capacity degradation
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Figure 6.11: Capacity degradation

In the evaluations of ET and ENV features (section 4.3) [DS22a], a 10 fold corss-
validation is first performed using two models (model I (ENV) and model II (ENV and
ET), introduced in section 4.3) with the training data to evaluate the feature sets that
developed the closest estimation to the actual intentions [ND15]. Here, the training data
from a participant are divided into ten sub data sets, whereby nine will be combined for
training and the remaining one will be used for validation. This process is repeated by
ensuring each sub data set is used once for validation [ND15]. The model’s performance
based on a participant’s data is given by the average performance of the ten sub data sets.
The feature set based on the model that generated the best performance in the 10 fold
corss-validation is then used as inputs for the training and test process.

As stated, certain models are first evaluated using lane changing labels based on
specific preset values of the lane change duration to study the impact the duration on the
estimation, subsequently defining behaviors accurately. For the evaluations of the different
preset values to define lane changing behaviors, the similar training and test procedure
applied for that specific model is utilized.

For the estimations of the capacity using the NARX-basesd state machine model I,
one specific data is used for training, while the other battery’s data is used for testing
the model in each experiment. For the NARX-based state machine model II, capacity
degradation is monitored by estimating the capacity starting at different time points/cycles
[BMAS19]. The same operating conditions are considered at these different time points.
Different portions are trained, while the remaining parts are used for test (the estimation
of the capacity), starting from the end of training data set. The model is trained with 30
%, 50 %, and 70 % of the entire data, while the estimations begin from the time point the
training data stops (test) to evaluate the effectiveness of the model. For an example, when
30 % of the data is trained, the rest of the 70 % are used as the test data for estimations.
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6.3.1 Training

Driving behavior

The models are trained as follows:

1.

Input variables and labels (actual driving behaviors/ intentions) are given into the
models.

. Using NSGA-II, a set of model parameters is generated (prefilter thresholds, weights,
bias).

e State machine : based on the optimal thresholds generated, the state machine

model either switches states or remains in the same state to estimate the lane
changing behavior.

ANN-based state machine: based on the optimal weights and biases generated,
the model generates the predicted probabilities for the three different behaviors,
in order to generate the estimations of ANN. The same holds for the evaluations
of the ENV and ET features and hyperparameter optimization using this model.

HMM-based state machine I: the prefilter thresholds are determined by NSGA-
IT to define the observation sequence. Using these observation sequences, the
behaviors are estimated. Using the TTC features as an example, two threshold
values are generated automatically by NSGA-II for each feature. Depending
on the current TTC value and threshold values, it is assigned to one of the
three segments (as the threshold values divide the feature into three segments).
Based on the selected segment of the different TTC variables, the observation
sequences are calculated (as input sequences).

HMM-based state machine II: the prefilter thresholds of the input variables
for the sub-HMMs are optimized using NSGA-II to develop the observation
sequences.

Using the observation sequences, the probability for each of the sub-HMMs are
calculated. The probabilities are fused using the optimal weights to develop the
final probability for each state. The hidden state with the highest probability is
selected as the final HMM estimation.

Based on the estimations of the ANN or HMM, the proposed model’s estimations
are determined using the state machine topology.

3. The actual states and the estimated states from the proposed model will be compared

to derive the ACC, DR, and FAR. The objective functions are evaluated.

4. The process is repeated until convergence and the optimal model is obtained.

Capacity degradation of batteries

The models are trained as follows:

1. The temperatures (ambient, surface) and capacity values of a battery data set are
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2. Using the optimized temperature thresholds and capacity at each time point, the
state machine either switches from one state to another or remains in the same sate.

3. Based on the selected state, the estimated capacity at that time point is calculated
using the NARX model with the optimized weight and bias values.

4. By calculating the deviation between the estimated and actual capacity, the objective
function is evaluated.

6.3.2 Test

The test is performed as follows :

1. The trained model is applied to the test data set for state estimations and capacity
estimation.

2. Driving behaviors: the actual driving states (from test data set) and estimated
driving states are compared using ACC, DR, and FAR.

3. Batteries: the estimated capacity is calculated using the NARX based on the estimated
state. Then, the actual and estimated capacity are compared using MSE and RMSE.

6.4 Results of the driving behavior recognition

Here, the results based on the different state machine models, feature evaluations, and
hyperparameter evaluations are presented here.

6.4.1 State machine-based approach

Here, results based on three data sets from three participants are shown [DRS20]. As
mentioned previously, the training data set is based on a 40 minute drive, while the test
data set is based on a 10 minute drive. The results in Figures 6.12 to 6.14 are based on
test data sets 1,2, and 3. In the ordinate, the y-axis represents the three different states,
while the x-axis represents time, in seconds (s). The blue line represents the estimated
driving behavior (or calculated states) and the red dotted line represents driving behavior
from the driving simulator.

All figures show different lane changing behaviors. The driver makes the choice of
staying on the same lane or making a lane change by assessing the traffic situation. Besides
lane changing behaviors, input variables changes throughout the drive for each driver. In
all figures, a close fit between the actual and measured driving behaviors is observed.

The ACC, DR, and FAR values for each test data based on the corresponding trained
models are shown in Tables 6.6 to 6.8. In addition, a trained model is also tested using
data sets from other drivers to show the generalization and transferability.

The trained model using training data set 1 is tested with test data set 1, data set 2
(a combination of training and test data set 2), and data set 3 (a combination of training
and test data set 3) in Table 6.6. Table 6.7 shows the performance when the trained
model using training data set 2 is tested with test data set 2, data set 1 (a combination of
training and test data set 1), and data set 3 (a combination of training and test data set
3). In Table 6.8, it shows when the trained model using data set 3, the model is tested
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Figure 6.14: Calculated and measured states (test data set 3) [DRS20]

with test data set 3, data set 1 (a combination of training and test data set 1), and data
set 2 (a combination of training and test data set 2).

Table 6.6: Recognition results (training data set 1, test with data sets 1-3) [DRS20]

Metrics Test data set 1 (%) | Data set 2 (%) | Data set 3 (%)
ACCoperan | 92.90 95.30 91.69
ACCight 96.02 97.70 98.61
DRy ignt 88.94 73.27 87.07
FAR,gn | 3.32 1.41 0.82
ACCreey | 9311 95.37 92.08
DRjeep 93.32 97.37 91.99
FARpe, | 888 92.31 7.11
ACClepy 96.66 97.53 93.23
DRyt 88.76 80.75 95.92
FAR; | 2.94 1.58 6.92

The results generally show a good fit between the actual and estimated behaviors for
the data sets used. This method produces high ACC, DR, and low FAR for most of the
states. For an example, in Table 6.6, the overall ACC for test data set 1 is 92.90 %, with
the highest left maneuver ACC of 96.66 % and low false alarm rates for all maneuvers.
The overall ACC for test data set 2 (Table 6.7) is the highest in comparison to other data
sets with an ACC of 95.77 %. A high ACC of the left maneuver at 98.08 %, which is not
only the highest within the test data set 2, but also the highest value when compared with
other test data sets. However, the FAR for keep in test data set 2 is higher than the rest
of the maneuvers within this data set. The same can be said regarding the FAR for keep
in test data set 1 and 3. On the other hand, the FAR for right and left for test data set 2
is low at 1.41 % and 1.42 % respectively. The detection rates are also acceptable for the
different maneuvers in all the data sets, with values larger than 73 %. The results from this
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Table 6.7: Recognition results (training data set 2, test with data sets 1-3) [DRS20]

Metrics | Data set 1 (%) | Test data set 2 (%) | Data set 3 (%)
ACCyyeran | 92.89 95.77 91.69
ACCight 96.22 97.48 98.56
DRy ignt 86.93 79.31 86.01
FARygn | 3.32 1.41 0.82
ACCheep 93.05 95.97 91.93
DRjeep 93.40 97.22 91.74
FARpe, | 1023 13.74 6.30
ACClept 96.45 98.08 92.88
DRy 88.66 89.78 95.92
FAR.; | 315 1.42 7.28

Table 6.8: Recognition results (training data set 3, test with data sets 1-3) [DRS20]

Metrics | Data set 1 (%) | Data set 2 (%) | Test data set 3 (%)
ACCoperan | 92.69 95.30 93.35
ACCrignt 96.22 97.70 96.22
DRyight 86.93 73.27 91.55
FARugn | 3.32 0.98 1.12
ACCheep 92.97 95.37 93.35
DRyeep 93.40 97.37 93.74
FARpey | 12.11 92.31 11.04
ACCept 96.30 97.53 94.75
DRycsy 85.28 80.75 86.80
FARe 3.14 1.58 4.88
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contribution generally show close resemblance to the results from previous works [DS18]
[DWS18]. The newly introduced approach is therefore easier to understand and from the
machine learning perspective interpretable. Furthermore, when the trained models from a
specific driver are tested with data from other drivers, high ACC, DR, and low FAR are
generally achieved proving the model’s generability. The values show close resemblance to
the corresponding test data of the specific driver.

To verify the effectiveness of this method, the results developed in this paper are
compared with results developed from using other techniques. In [DS18] which uses a
Fuzzy logic (FL)-based HMM approach on same data set as this work, average values of
ACC, DR, and (1-FAR) are higher 80 % are achieved. Here, the values of ACC, DR and
(1I-FAR) from the data sets are also generally higher than 80 %, with some exceptions, for
an example when training data set 2, the DR for right in test data set 2 is 79.31 %. In
contrast to [DS18], the main advantage of the approach introduced in this contribution is
that the approach is interpretable, which is not the case for all the approaches applied in
[DS18]. The average performance of the three drivers based on the method developed in
[DS18], SVM (optimized parameters), and the proposed approach is given in Table 6.9 for
comparisons. The results show that the proposed state machine approach outperforms in
most metrics the other approaches when tested using the same three data sets.

Table 6.9: Performance comparison between different approaches

Metrics | Proposed FL-HMM(%) | SVM(%)
approach (%)

ACCyyeran | 94.06 87.19 90.79
ACCight 96.57 94.12 96.87
DRyignt 86.62 88.77 74.42
FAR gy | 1.95 5.65 2.01
ACCleep 94.14 87.21 90.81
DRpeep 94.76 87.27 93.67
FARjee, | 11.22 1.36 36.76
ACClepy 96.50 93.07 93.91
DRy 88.44 83.65 53.31
FARi; | 3.08 6.44 4.09

6.4.2 ANN-based state machine approach

Two models are evaluated here: approach I (one ANN) and II (three ANNs) [DRS21].
Only evaluations of ACC, DR, and FAR based on approach II using different data sets are
presented here as approach I generated a better performance than approach I. Nevertheless,
the results based on approach I and II were close. In Figures 6.15 to 6.17, the real states
and the estimated states of test data set 1, test data set 2, and test data set 3 corresponding
to drivers 1, 2, and 3 are shown based on the trained model, using approach II. Also,
training data sets are referred as data sets in the figures and tables.

Based on the results presented, a close fit between the estimated and real states for
all three data sets can be observed with some inconsistencies. A close fit between the
estimated and real states was also achieved when approach I is applied.

In Tables 6.10 to 6.12 the ACC, DR, and FAR results of different test data sets based
on the model using approach II are shown. When a model is trained using a data set
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Figure 6.15: Actual and estimated states (test data 1) [DRS21]
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Figure 6.16: Actual and estimated states (test data 2) [DRS21]

from a driver, the corresponding test data set and whole data sets (combined training and
test data sets of a driver) from other drivers are used for test. This is done to prove the
generalibility of the proposed approaches. For reference, training, test, and whole data sets
1, 2, and 3 correspond to drivers 1, 2, and 3 respectively.

In Table 6.10, the ACC, DR, and FAR for test data set 1, whole data set 2 (combined
training and test data set 2), and whole data set 3 (combined training and test data set 3)
when the model is trained using data set 1 are shown. Based on Table 6.10, the ACC and
DR of right, keep, and left maneuvers are generally higher than 80 %, sometimes higher
than 90 %. The highest accuracy is ACCpigns at 97.41 %. Low FAR are generally achieved
for the test data sets. Thus, when model is trained using data set 1 and tested using the
different test data sets, high ACC, DR, and low FAR are achieved for the different states.

In Table 6.11, ACC, DR, and FAR for test data set 2, whole data set 1, and whole
data set 3 when using trained data set 2 are presented. Here, the overall accuracy for test
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Figure 6.17: Actual and estimated states (test data 3) [DRS21]

Table 6.10: Evaluation of metrics (data set 1) [DRS21]

State Metrics | Test data | Whole data | Whole data
set 1 [%] | set 2 [%] set 3 (%]
Overall | ACC 92.71 93.69 82.40
Right ACC 97.41 96.80 87.04
DR 89.92 79.24 92.88
FAR 1.64 2.15 13.24
Keep ACC 92.71 93.69 82.40
DR 93.42 94.90 81.14
FAR 13.30 17.05 5.85
Left ACC 94.77 96.79 95.35
DR 83.87 86.71 95.35
FAR 4.58 2.67 4.65

Table 6.11: Evaluation of metrics (data set 2) [DRS21]

State Metrics | Whole data | Test data | Whole data
set 1 [%)] set 2 [%] | set 3 [%]
Overall | ACC 89.16 92.43 74.89
Right ACC 96.67 95.41 85.06
DR 84.86 72.86 87.88
FAR 2.75 3.54 15.08
Keep ACC 89.27 92.43 74.90
DR 89.32 94.30 73.21
FAR 11.24 26.64 9.31
Left ACC 92.38 97.02 89.83
DR 90.26 73.86 93. 24
FAR 7.51 1.90 10.35
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data set 2 is 92.43 %. The ACC and DR for the right, keep, and left maneuvers are also
higher than 80 % (some are higher than 90 %) with a few exceptions which have values
higher than 70 %. The highest ACC is ACCj.s; with an accuracy of 97.02 % in test data
set 2. The FAR are also low in most test data sets, with a few exceptions like F'ARjecp in
test data set 2, at 26.64 % and F AR,;4; in whole data set 3, at 15.08 %.

Table 6.12: Evaluation of metrics (data set 3) [DRS21]

States Metrics | Whole data | Whole data | Test data
set 1 [%)] set 2 [%)] set 3 [%]
Overall | ACC 94.19 92.06 93.32
Right ACC 97.99 96.49 98.59
DR 87.39 73.07 91.55
FAR 1.48 2.25 1.14
Keep ACC 94.20 92.06 93.32
DR 94.80 93.58 93.71
FAR 11.39 21.39 11.04
Left ACC 96.18 95.57 94.73
DR 89.47 84.23 86.80
FAR 3.47 3.83 4.89

Next, in Table 6.12 ACC, DR, and FAR for test data set 3, whole data set 1, and
whole data set 2 when the model is trained using data set 3 are given. The highest ACC in
this table is ACCyignt, at 98.59 %. Similar to others, the DR values are also higher than
80 % (higher than 90 % for D Rjecp) with some exceptions. The FAR values are low for for
FAR,igh and F AR, however it tends to be higher for FAR}e,. From the analysis of
all results, high ACC, DR, and low FAR are generally achieved when the model is tested
using different data sets resulting in an optimal model. This proves the generability of this
method. Approach I also produces ACC and DR values higher than 80 % and low FAR
values when the model is trained and tested.

Comparisons between the mean performances of approach I, approach II, and a
conventional ANN (optimized model parameters with NGSA-II and one hidden layer with
ten neurons) are presented using the same three test data sets in Table 6.13. Based
on mean performances shown in Table 6.13, approach II has better performances than
the conventional ANN and approach I for all metrics. Approach I also performs better
than the conventional ANN for most of the metrics, with the exception of ACC,;gn
and FAR,;qn:. Approaches I and II perform significantly better particularly in DR,;gns,
FARyeep, and DRy Thus, this shows that the proposed approaches perform better than
the conventional ANN. In addition, the mean elapsed times of each approach are also
evaluated based on training process. The conventional ANN is the fastest one (16 seconds)
and the developed approaches take longer time (approach I: 641 seconds, approach II: 2413
seconds).

6.4.3 HMM-based state machine approach |

Data sets from nine drivers are considered for the application of the proposed model
[DS22b]. The first goal is to study the effects of the lane changing duration (tehange) on
lane changing recognition abilities by testing different preset lane changing duration (2 s,
2.5 s, and 3 s) for labeling a lane change. To do so, the HMM developed in [DWS18§] is
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Table 6.13: Comparisons between different approaches [DRS21]

States | Metrics | Conventional | Approach I | Approach II
ANN [%] [70] [70]
Overall | ACC 81.95 84.09 92.82
Right ACC 93.72 91.58 97.31
DR 46.79 77.97 84.78
FAR 4.17 7.03 2.11
Keep ACC 82.37 84.67 92.82
DR 85.77 86.88 93.81
FAR 51.39 23.93 16.99
Left ACC 87.81 91.97 95.51
DR 40.98 69.29 81.55
FAR 9.90 5.07 3.79

used to estimate the lane changing behaviors based on the variables of models I (distances,
velocity, lane) and II (TTC). In Table 6.14, the average performance values based on
nine drivers using the different £.444e values are given. Using 2.5 s to label the behaviors,
generates results closest to the actual behavior for both models as most metrics have the
best values. Hence, fchange Of 2.5 s is used to define a lane changing behavior for the
evaluations of the proposed HMM-based state machine approach I.

Table 6.14: Average performance based on different lane changing duration [DS22b]

States | Metrics | Model I [%)] Model 1T [%)]
Duration [s ] 2 2.5 3 2 2.5 3
Overall | ACC 71.27 | 83.74 | 73.72 | 82.82 | 84.14 | 82.88
Right ACC 87.05 | 91.67 | 87.28 | 90.42 | 91.24 | 90.58
DR 78.86 | 84.97 | 68.86 | 81.89 | 90.76 | 72.40
FAR 12.42 | 795 | 11.10 | 9.07 | 870 | 7.82
Keep ACC 7143 | 83.74 | 74.31 | 82.91 | 84.14 | 83.26
DR 71.16 | 83.57 | 75.20 | 84.02 | 84.89 | 86.22
FAR 27.85 | 15.57 | 31.24 | 25.82 | 21.22 | 32.66
Left ACC 84.06 | 92.08 | 85.84 | 92.32 | 92.90 | 91.92
DR 62.93 | 83.83 | 61.72 | 64.84 | 66.16 | 58.07
FAR 14.66 | 7.37 | 12.02 | 591 | 5.35 | 5.03

The average values of ACC, DR, and FAR based on the test data for both proposed
models are given in Table 6.15 and Figure 6.18. Based on the results in Table 6.15,
both models generate high ACC, DR, and low FAR, with the exception of F'AR}ec,. The
obtained results show that model II has a higher performance than model I in most metrics.
From this observation, it can be concluded that the prefilter application on TTC variables
tends to have a positive effect on the performance. As an example, the actual and estimated
lane changing states corresponding to test data set of driver 2 from both models are plotted
in Figure 6.19 and Figure 6.20. The red dotted lines represent the actual driving states,
while the blue lines are the estimated states. The different driving states are represented
in the vertical axis, whereby 1 is LCR, 2 is LK, and 3 is LCL, while the horizontal axis
represents the time length of the drive in seconds. The data are recorded every 0.05 s. The
figures show the proximity between the actual and estimated states.

89



Ch. 6. Experimental design, results, and validation

Table 6.15: Average performance based on the test data [DS22b]

States | Metrics | Model I [%] | Model II [%]
Overall | ACC 78.13 84.48
Right | ACC 90.08 92.44
DR 83.27 86.09
FAR 9.48 7.13
Keep ACC 78.13 84.48
DR 78.08 84.87
FAR 22.97 20.27
Left ACC 88.04 92.04
DR 70.03 73.03
FAR 10.91 6.89
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Figure 6.18: Test results of models I and IT [DS22b)]

A generability test is performed as well in which the average performances are presented
in Table 6.16 and Figure 6.21 for models I and II. In the generability test, the trained
model of a specific driver is tested with test data of other drivers with the aim to analyze
if the performance values are close to the values obtained in Table 6.15. A trained model
based on specific driver is tested with other drivers and the average based on each trained
model is computed. The generability test results in Table 6.16 show that model II also
outperforms model I except for ACCyigne, F'ARight, and FARee,. However, the metric
values based on Table 6.15 are higher. The values in Table 6.16 are also close to the
values obtained in Table 6.15, which establishes the generalibility of the proposed models.
Using drivers 1 and 2 as examples for the generability test, the estimated and actual lane
changing states based on test data of driver 2 (using trained model of driver 1) are plotted

in Figure 6.22 and Figure 6.23.
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Figure 6.19: Test data of driver 2 (model I) [DS22b]
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Figure 6.20: Test data of driver 2 (model II) [DS22b]

Table 6.16: Average performance based on generability test [DS22b]
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States | Metrics | Model I [%] | Model II [%)]
Overall | ACC 77.06 7747
Right ACC 89.27 88.05
DR 64.77 75.16
FAR 9.00 10.99
Keep ACC 77.06 77.47
DR 79.50 78.41
FAR 39.67 28.68
Left ACC 87.78 89.42
DR 95.27 66.75
FAR 10.02 9.09
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Figure 6.21: Generability test results of models I and IT [DS22b]
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Figure 6.22: Generability test based on driver 2 (model I) [DS22b]
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Figure 6.23: Generability test based on driver 2 (model II) [DS22b]

6.4.4 Comparisons with other approaches

Comparisons between the proposed approach with an improved HMM approach and an
ANN-based state machine approach are also part of the evaluation process [DS22b]. The
ANN-based state machine approach is developed in [DRS21], while the HMM is based on
[DWS18]. The prefilter thresholds are optimized as well in the improved HMM, while the
ANN-based state machine use biases and weights defined by the NSGA-II optimization to
develop estimations. Model II is used for comparisons as it has a better performance than
model I. All approaches also uses the same input variables as model II.

In Table 6.17, the average metric values based on all driver’s test data are shown. In
addition, the receiver operating characteristic (ROC) curves for the three approaches based
on the different lane changing behaviors are given in Figure 6.24 to Figure 6.26. The
area under curve (AUC) values of each method based on the different behaviors are also
presented in Table 6.18.

Table 6.17: Comparisons between different approaches [DS22b]

States | Metrics | HMM-based HMM | ANN-based
state machine | [%] state machine
(%] (%]
Overall | ACC 84.48 84.14 83.27
Right ACC 92.44 91.24 93.57
DR 86.09 90.76 61.57
FAR 7.13 8.70 3.95
Keep ACC 84.48 84.14 84.27
DR 84.87 84.89 88.08
FAR 20.27 21.22 38.54
Left ACC 92.04 92.90 88.70
DR 73.03 66.16 45.85
FAR 6.89 5.35 8.23

From the results, the HMM-based state machine approach has a better performance
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Figure 6.24: LCR ROC curve [DS22b]
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Figure 6.25: LK ROC curve [DS22b]
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Figure 6.26: LCL ROC curve [DS22b]

Table 6.18: AUC values of different approaches [DS22b)]

States | Approaches | AUC
LCR HMM-based 0.8939
state machine
HMM 0.8885
ANN-based 0.8768
state machine

LK HMM-based 0.8275
state machine
HMM 0.8281

ANN-based 0.7775
state machine
LCL HMM-based 0.8557
state machine
HMM 0.8482
ANN-based 0.7860
state machine
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than the other two approaches in most metrics. On the other hand, the individual HMM
approach outperforms the ANN-based approach, except for ACClignt, F AR ight; ACCleep,
and DRjcep. An observation based on the results are the F'ARj.., values tend to be high
in all approaches. The ANN-based state machine approach also produces a lower DRy
value compared to other HMM-based approaches. On the other hand, the improvements
based on the HMM-based state machine approach are not significantly better than other
other approaches. This could be due to the scarce data or imbalanced data. While the
other approaches like LSTM can be considered, but this method has lower interpretability
and is prone to overfitting.

Based on the ROC curves, the HMM-based state machine model has the best perfor-
mance in LCR and LCL, as the model generates the highest true positive rate corresponding
to a related low false alarm rate. The AUC values of the the proposed approach are also
the highest in LCR and LCL (Table 6.18), while the AUC of the individual improved HMM
approach is the highest fin LK. In general, it can be concluded that the proposed approach
improves the performance of the individual improved HMM approach and the ANN-based
state machine approach showing its effectiveness.

6.4.5 HMM-based state machine Il

In this section, the evaluation of the HMM-based state machine model II is presented
[DS23b]. To verify the sub-HMM combinations that develop effective performances for
the proposed model, the actual and estimated behaviors are compared in terms of ACC,
DR, and FAR. The average performance based on six drivers using eleven sub-HMM
combinations (as part of the proposed approach) is presented in Table 6.19.

Table 6.19: Average metric values of different models based on six test data sets [DS23b]

States | Metrics | Sub-HMM combinations (in the proposed approach)
I II III IV A% VI VII VIII IX X XI
%] | [%] (%] | [%] | [%] (%] (%] | [%] | [%] | [%] (%]
Overall | ACC 79.14 | 79.79 | 71.15 | 76.36 55.34 | 74.68 | 72.43 | 73.51 | 72.03 | 80.65
Right ACC 91.35 87.47 | 92.23 | 93.13 | 54.12 | 89.22 | 89.06 | 90.97 | 91.10 | 92.52
DR 44.48 | 58.85 | 72.04 | 48.61 | 34.65 | 49.88 | 59.77 41.11 | 65.20 | 66.35
FAR 5.20 4.87 11.39 | 6.81 46.06 | 8.74 10.03 | 6.34 7.35 5.80
Keep ACC 80.51 | 80.76 | 72.10 | 77.41 52.01 | 76.02 | 73.51 | 75.03 | 72.39 | 81.63
DR 83.46 | 81.55 | 71.04 | 75.95 48.77 1 77.29 | 72.09 | 75.33 | 72.06 | 81.68
FAR 50.10 | 43.50 | 26.21 | 49.15 | 47.34 | 44.25 | 39.65 42.44 | 25.02 | 31.07
Left ACC 86.42 | 85.09 | 82.72 | 83.07 49.36 | 84.12 | 82.29 | 81.03 | 79.67 | 87.14
DR 43.30 | 43.64 | 63.57 | 51.43 | 47.06 | 35.82 | 45.83 55.16 | 65.99 | 61.56
FAR 11.53 | 13.06 | 16.56 | 16.85 22.41 13.99 | 17.01 18.11 | 19.80 | 12.04
The values in indicate the best performing values of the metrics for a particular

state, while the values in red indicate the worst. The following statements can be made
from the evaluations:

e The model with HMM V’s sub-HMM combinations outperforms other models in
most metrics (highest number of green values), while the model with HMM VT has
the worst performance in most metrics (highest number of red values). Nevertheless,
it cannot be concluded that the combinations of HMM V generated the best results.
This is because the DR, jgnt, F'ARpeep, and DRy show rather low performances.
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e On the other hand, HMM III, VIII, X, and XI generated balanced performances
throughout the metrics in contrast to the rest. For example, the DR,;j5; and DRy sy
are higher than 60 %, while the F ARy, are lower than 35 %. Overall, poor
performance values are not observed based on these sub-HMMs.

e Sub-combinations HMM I, IT, IV, VII, and IX do not generate a balanced performances
throughout the metrics. Certain metrics tend to under perform, such as F ARy, in
HMM 1.

o All five HMMs (HMM III, V, VIII, X, and XI) consist of driving operational variables.
Thus, this shows the usefulness of the driving operational on the performance.

To further verify the sub-HMM combinations in the HMM-based state machine model
which are effective for the recognition of lane changing behaviors, comparisons between a
conventional HMM (based on [DS19a]) and the proposed approach are performed using
different sub-HMM combinations. The comparisons are based on HMM III, V, VIII, X,
and XI only, as these sub-HMM combinations in the models developed estimations closest
to the actual behavior. For the conventional HMM model, a prefilter with five thresholds
is applied to data variables to quantize each variable into segments.The conventional HMM
uses default weights and prefilter threshold values, instead of optimized values. The average
performance based on six drivers are evaluated.

Table 6.20: Comparisons based on HMM IIT [DS23b]

States | Metrics | Models
Conventional HMM | Proposed approach
(%] (%]
Overall | ACC 71.15
Right ACC 87.47
DR 72.04
FAR 11.39
Keep ACC 72.10
DR 71.04
FAR 32.50
Left ACC 82.72
DR 51.58
FAR 16.56

The conventional HMM outperforms the HMM-based state machine approach when
HMM III and V combinations are used. On the other hand, the results based on HMM
VIII, X, and XI show that the proposed approach outperforms the conventional HMM in
most metrics. Thus, using the HMM VIII, X, and XI combinations show the effectiveness
of the proposed approach as well as the relevance of the specific input features.

6.4.6 Evaluation of Features

Data from five participants are considered for evaluations, such that two different drives
were performed by each participant for training and test data [DS22a]. As the 10 fold
cross-validation is performed first, this validation is based on the different preset lane
changing duration (). The ACC, DR, and FAR are calculated for the evaluations of
models I (ENV) and II (ENV and ET) uisng only the training data collected, as part of
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Table 6.21: Comparisons based on HMM V [DS23b)]

States | Metrics | Models
Conventional HMM | Proposed approach
(%] (%]
Overall | ACC 83.46
Right ACC 93.13
DR 34.65
FAR 3.16
Keep ACC 85.81
DR 88.01
FAR 47.34
Left ACC 87.98
DR 47.06
FAR 10.29

Table 6.22: Comparisons based on HMM VIII [DS23b)]

States | Metrics | Models
Conventional HMM | Proposed approach
(%] (7]
Overall | ACC 68.34
Right ACC 86.10
DR 83.96
FAR 14.46
Keep ACC 68.58
DR 66.40
FAR 18.59
Left ACC 81.99
DR 65.97
FAR 17.34

Table 6.23: Comparisons based on HMM X [DS23b)]

States | Metrics | Models
Conventional HMM | Proposed approach
(%] (7]
Overall | ACC 70.85
Right ACC 85.70
DR 76.23 65.20
FAR 13.85
Keep ACC 70.88
DR 71.07
FAR 30.57
Left ACC 79.67
DR 60.80
FAR 19.80
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Table 6.24: Comparisons based on HMM XI [DS23b]

States | Metrics | Models
Conventional HMM | Proposed approach
(%] (%]
Overall | ACC 74.79
Right ACC 88.56
DR 82.91 66.35
FAR 11.46
Keep ACC 74.92
DR 73.86
FAR 31.07
Left ACC 86.10
DR 61.56
FAR 13.09

the cross-validation (Table 6.25). From the performance of both models, the metric values
are the best when using 2 s as the preset t;o1q;. Thus, the performance based on the preset
tiotal Of 2 s will be used for comparison of the models. In Table 6.25, the average metric
values based on all drivers are given.

Table 6.25: Average metric values of models I and II [DS22a]

States/Intentions | Metrics | Models
Model I (ENV) | Model IT (ENV and ET)
(7] [7%]
Overall ACC 80.01 71.28
Right ACC 87.83 81.51
DR 80.40 76.94
FAR 11.10 17.77
Keep ACC 80.35 72.14
DR 79.75 68.99
FAR 17.86 18.44
Left ACC 91.84 88.90
DR 81.21 79.43
FAR 6.59 9.72

From the results, model I generally generates better ACC, DR, and FAR average
values than model II for all states. Also, high ACC, DR, and low FAR are achieved in
model I. The overall ACC in model I is higher than model II. For most data sets, the
ACC and DR values based on model I are higher than 80 %. The ACCjc: of model I is
the highest average accuracy achieved with a value of 91.84 %. Compared with model II,
FAR values of model I are lower, whereby the lowest value achieved is 6.59 % in FARcy;.
In addition, the metric values of the left are better than right and keep for both models.
The training of model I (about 600 to 711 s) is completed faster than model II (about
2013 to 2100 s) for all data sets. As a conclusion, it can be stated that the additional use
of eye-tracking data does not provide any additional information to effectively recognize
the intention. Thus on the individual’s level, no consistent pattern arises based on the
information collected in the time leading up to the actual decision. A possible reason is it
is assumed driving decisions are mainly based on environmental conditions, such as the
driver’s relationship with surrounding vehicles. Another reason is due to the combination
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of high and low accuracy features, as shown in fusion research [RS16]. Therefore, model I
will be used for the training and test.

The ACC, DR, and FAR values of the different states based on the different drivers’
data are presented in Table 6.26 using only ENV variables. Using driver 1 as an example,
test data from the driver as well as test data from other drivers are used for test based on
the trained model of driver 1.

In Table 6.26, the test data show the performance values based on the test data
corresponding to the specific driver, while average denotes the average performance values
when other drivers’ test data are used. The results show most ACC and DR values are
higher than 80 % with some exceptions. For most data sets, the values of ACC,;g; and
DRy are higher than 90 %. Low FAR values are achieved with a few exceptions like
F ARjeep based on trained model of driver 4. Generally, DR, ;4 and F ARy, are worse
in comparison with DR and FAR of other states, particularly when the trained models of
drivers 1, 4, and 5 are used for test. From the results, it can be concluded that high ACC,
DR, and low FAR are mainly achieved when the model is tested using different data sets.
This not only proves the effectiveness of the model’s recognition ability, but also its ability
for generalization. In Figure 6.27, the estimated and actual states are shown for test data
3.
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Figure 6.27: Real and estimated states (test data 3) [DS22a]

Further comparisons are done between the recognition performance of the proposed
model and other machine learning-based models. Here, a standard CNN, HMM, and SVM
are used for comparisons based on ENV features [DHBS20]. In Table 6.27, the average
ACC, DR, and FAR based on the same five test data sets for the different models are
presented.

The values related to CNN, HMM, and SVM are generated based on the results from
[DHBS20]. The results show the developed model performs better than CNN in most
metrics with the exception of DR, ;g5 and F'AR;.p;. Particularly, significant improvements
in the average F' AR, ignt, DRyeep, and DRy are observed with improvements from 75.21%
to 6.61 %, 20.81 % to 82.10 %, and 0 % to 91.67 %, respectively. Compared with HMM, the
model’s performance is also better in most metrics, with the exception of average ACC.ignt,
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Table 6.26: Metric values of test data sets [DS22a]

States/Intentions | Metrics | Test data | Average
[%] (%]
Driver 1
Overall ACC 80.50 81.91
Right ACC 89.25 90.30
DR 72.47 74.61
FAR 9.07 8.20
Keep ACC 81.12 82.36
DR 80.14 81.92
FAR 14.46 15.51
Left ACC 90.63 91.16
DR 91.81 89.24
FAR 9.49 8.65
Driver 2
Overall ACC 80.71 76.79
Right ACC 90.50 89.02
DR 75.61 74.87
FAR 8.10 9.59
Keep ACC 81.16 77.20
DR 79.72 75.03
FAR 11.93 12.67
Left ACC 89.76 87.35
DR 95.30 95.17
FAR 10.76 13.41
Driver 3
Overall ACC 82.84 81.37
Right ACC 92.33 92.34
DR 86.24 74.70
FAR 7.11 5.94
Keep ACC 82.84 81.69
DR 81.29 80.88
FAR 9.49 14.57
Left ACC 90.51 88.72
DR 94.77 92.51
FAR 9.88 11.66
Driver 4
Overall ACC 83.67 82.44
Right ACC 93.49 92.74
DR 42.33 41.68
FAR 1.73 2.30
Keep ACC 84.22 83.21
DR 88.13 86.68
FAR 34.76 32.86
Left ACC 89.63 88.93
DR 81.71 83.84
FAR 9.63 10.57
Driver 5
Overall ACC 81.62 81.95
Right ACC 91.05 91.82
DR 72.30 75.26
FAR 7.04 6.61
Keep ACC 82.28 82.42
DR 81.19 81.16
FAR 12.89 11.56
Left ACC 89.91 89.67
DR 94.77 96.25
FAR 10.58 10.96
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Table 6.27: Average metric values of different machine learning-based models [DS22a)

States/Intentions | Metrics | Models
Proposed CNN | HMM | SVM
model [%)] [%] [%] (%]
Right ACC 91.32 66.85 | 92.00 93.50
DR 69.79 80.41 | 69.71 57.73
FAR 6.61 75.21 | 5.04 1.47
Keep ACC 82.32 71.82 | 81.41 79.42
DR 82.19 20.81 | 83.77 97.65
FAR 16.71 20.59 | 25.21 69.14
Left ACC 90.09 87.43 | 89.41 85.92
DR 91.67 0.00 78.77 9.25
FAR 10.07 0.45 8.67 0.49

FARignty DRjeep, and FARer;. Overall, the metric values between the HMM-based
model and the proposed model are close for all data sets. The model also performs better
than SVM for most metrics in terms of DR,;gpt, ACChreeps F'ARpeep, ACCleyt, and DRyeyy.
Significant improvements are observed in F'ARjce, and DRjcr;. Thus, the ANN-based
state machine model performs better than CNN, HMM, and SVM in most metrics. The
comparisons show that the model’s performance is comparable to other ML-based models.

6.4.7 Hyperparmater optimization

In this section, the results based on the BO and GA are presented [DS23a]. The optimal
hyperparameter values for each individual ANN model for the different data sets are given.
Subsequently, the lane changing behavior recognition performances of the ANN-based
state machine models (based on hyperparameters optimized using BO and GA) are given.
Then, comparisons between both models as well as with the model without hyperparameter
optimization [DRS21] are presented.

Hyperparameter Optimization Results

Based on the results of the BO and GA, the hyperparameter values obtained for each data
sets are given in Table 6.28 and Table 6.29. As mentioned, the data sets used are the
training data set of each driver.

Table 6.28: Optimal hyperparameter values (BO) [DS23a]

Data sets | Hidden layer | Activation functions | Learning | Epochs
neurons (first layer) rates

1 18 tansig 0.0211 2812

2 18 tansig 0.0039 2961

3 14 logsig 0.0020 9971

4 13 tansig 0.2422 3167

5 20 logsig 0.0014 2028

6 18 tansig 0.0148 4797

7 20 logsig 0.0272 852
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Table 6.29: Optimal hyperparameter values (GA) [DS23a]

Data sets | Hidden layer | Activation functions | Learning | Epochs
neurons (first layer) rates
1 18 logsig 0.2609 7192
2 18 tansig 0.3298 2718
3 19 tansig 0.8791 1725
4 15 tansig 0.1390 8136
5 17 logsig 0.0531 4402
6 11 tansig 0.6680 6776
7 18 tansig 0.2562 5260

The number of hidden neurons are higher than or equal to 18 based on the BO for
most of the data sets, while GA selects values between 11 to 19. The tansig is generally
selected as the optimal activation function in both methods, with a few exceptions. High
(higher than 1) learning rates averts convergence as the objective function displays divergent
behavior (faster training) or it converges faster to a sub optimal solution. Conversely,
low learning rates (lower 0.001) cause slow convergence (slow training) [WLB*19]. The
obtained results show that the learning rates are generally optimal for all data sets in both
methods. Nevertheless, the learning rates are much larger based on GA than Bayesian
optimization. The optimal number of epochs required are higher than 800 for both methods.
In addition, the computational times to run the BO and GA do not differ by much, whereby
the former requires less than 400 seconds, while the latter requires more than 470 seconds
(on a standard office PC (2.6 GHz)). A possible reason the BO is slightly faster is because
the BO only updates the posterior causing it to be less computationally expensive.

Lane Changing Recognition Evaluations

In Table 6.30, the ACC, DR, and FAR of the recognition models based on both methods
and the original model (without hyperparameter optimization) [DRS21] are compared.
The original model consists of a hidden layer of 10 neurons, uses the tansig activation
function (first layer), 100-200 epochs, and a learning rate of 0.01. The metrics based on
three different maneuvers are used to evaluate the models. Here, the average performance
based on the test data of seven drivers are presented. For each metric, the model that
achieved the highest value and lowest value are highlighted in and red, respectively.

The performance based on both methods show moderate (60 %-69 %) to high (higher
than 80 %) ACC, DR, and low FAR for all maneuvers. The model based on BO generates
rather high ACC and DR except for DRjecp, with a value of 68.89 %. High ACC and
DR are generated based on GA as well, with the exception of ACCyyerqir, ACCleep, and
DRjeep. The results show that the model with optimized hyperparameters based on BO
outperforms the model based on the GA in most metrics, with the exception of ACCgns,
FAR,ight, FARpeep, and DRyeri. A possible reason for this is because the BO takes past
evaluations of hyperparameters into consideration, which enables the method to focus
on a specific search space to develop the next set of hyperparameter values accurately.
Nevertheless, the metric values obtained based on both techniques do not differ significantly.
The original model produces high ACC, DR, and low FAR in all the maneuvers as well
[DRS21]. Furthermore, the original model outperforms the model based on BO and GA
in most metrics, with the exception of DR, ight, FARpeep, and DRy, (for both). This
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Table 6.30: Average metric values of different models based on seven test data sets
[DS23a]

States | Metrics | Developed models
Bayesian [%] | GA [%] | Original [%]
Overall | ACC 71.27 68.38
Right ACC 80.18 82.30
DR 85.71 78.63
FAR 20.49 17.75
Keep ACC 71.59 68.62
DR 68.89 65.76
FAR 16.74 36.99
Left ACC 90.77 85.84
DR 74.78 42.58
FAR 8.44 13.82

could be due to the non-optimal search region for both optimization techniques. However,
the BO generates a much balanced performance compared to the original performance.
For example, no outliers are observed in performance based on BO, unlike the original’s
FARpeep and DRyeyy (with poor performance). For both these metrics, the BO shows a
significant improvement. The original model has the most highlighted values (highest
values), while the GA-based model has the most red highlighted values (lowest values).

6.5 Results of the LIB degradation estimation

In this section, the estimated capacity fade based on the different experiments are presented.
In addition, the RMSE and MSE values are given for comparisons.

6.5.1 NARX-based state machine approach |

The results are based on the NASA data [DS23d]. For further insights, the temperature
threshold values obtained for each experiment as well as the estimated and actual capacity
when the battery reaches EoL (changes to state 2) are given.

Experiment I results

In Figure 6.28, the estimated capacity (blue line) and actual capacity (red dotted line) of
test data B0006 are shown. The yellow line indicates the EoL capacity (1.44 Ah). Despite
some off trends at the end, the estimated capacity fade curve shows a close proximity to
the actual capacity fade. Low RMSE and MSE values of 0.0656 Ah and 0.0043 Ah are
achieved based on the proposed approach, showing the model performs well. The state
progression is shown in Figure 6.29. The tr; and try defined by the optimizer are -0.4408
and -1.3387, respectively. Here, it can be observed that the estimation begins with state 1,
changes to state 2 (EoL) at cycle 100 (estimated capacity: 1.4335 Ah) and changes to state
3 at the end. The actual EoL cycle is also 100 (actual capacity: 1.4312 Ah). The estimated
state remains in state 1 until cycle 100 as the threshold conditions for a transition are not
met (based on the temperature and capacity at the each specific time point). Once the
conditions are met, a change to state 2 is observed. The estimated state progression is
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same as the actual state progression of the battery, proving the accuracy of the model
[DS23d].
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Figure 6.28: Actual and estimated discharge capacity of B0006 [DS23d]
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Figure 6.29: State progression of BO006 [DS23d]

Experiment IT results

In Figure 6.30, the estimated capacity of RW9 is close to the actual capacity. The model
has a good performance with low RMSE and MSE values (0.0361 Ah and 0,0013 Ah). The
actual and estimated state profiles are close to each other (Figure 6.31). The tr; and tro
defined here are -0.4515 and -1.2338 respectively. The actual EoL is reached at cycle 15
(actual capacity: 1.6491 Ah). The estimated state also switches to state 2 (EoL reached)
at cycle 15 (estimated capacity: 1.6402 Ah). Hence, the model correctly predicts the EoL
cycle. The performance of the model also shows that this method is applicable for data
with dynamic profiles.
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Figure 6.30: Actual and estimated discharge capacity of RW9 [DS23d]
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Figure 6.31: State progression of RW9 [DS23d]
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Experiment III results

The RMSE and MSE values based on RW1 are 0.0337 Ah and 0.0011 Ah. The low error
rates show that the actual capacity values are close to the estimated values. A deviation is
observed in the estimated capacity towards the end, nevertheless the estimation is mostly
accurate through the capacity fade (Figure 6.32). The state progression also shows that the
model estimates state one in the beginning and switches to state 2 at cycle 25 (estimated
capacity: 1.5732 Ah), close to the actual EoL cycle (actual capacity: 1.5964 Ah), which
is cycle 23 (Figure 6.33). The model switches to the final state towards the end of the
discharge capacity. The tr; and try developed here are 0.4103 and -1.882, respectively. The
model also performs well when applied to this dynamical data.
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Figure 6.32: Actual and estimated discharge capacity of RW1 [DS23d]
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Figure 6.33: State progression of RW1 [DS23d]

The results based on the different test data are summarized in Table 6.31, which shows
the RMSE, MSE, actual, and estimated cycle of EoL state. Based on the generated results,
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it can be concluded that the proposed model can track the capacity fade effectively. In
addition, the model is able to estimate the state progression closely. The results also show
the necessity to select optimal parameters for the estimation process.

Table 6.31: Performance of the model based on different data sets [DS23d]

Test data | RMSE | MSE | Actual Estimated
EoL cycles | EoL cycles

B0006 0.0656 | 0.0043 | 100 100

RW9 0.0361 | 0.0013 | 15 15

RwW1 0.0337 | 0.0011 | 25 23

Comparisons between different methods

Comparisons between the proposed approach and a standard ANN are performed as well
to validate the model’s performance (Table 6.32) using the same input variables. The ANN
consists a hidden layer of ten neurons. While the standard ANN generates low RMSE and
MSE values, the proposed approach achieves a lower RMSE and MSE than the standard
ANN for all data sets showing the model’s effectiveness. A possible reason for this is due
to the NARX abilities to handle time series data well.

Table 6.32: Comparisons between ANN and proposed approach [DS23d]

Test data | RMSE ( Ah) MSE ( Ah)
Proposed | ANN | Proposed | ANN
approach approach

B0006 0.0656 0.1021 | 0.0043 0.0104

RW9 0.0361 0.1807 | 0.0013 0.0326

RW1 0.0337 0.2421 | 0.0011 0.0586

6.5.2 NARX-based state machine approach Il

The results for different portions of the test rig data (test data) are given in Table 6.33.
As shown in the first row of the table, the trained model based on the first 30 % of the
data is used to test the remaining 70 % to evaluate the effectiveness of the model.

Table 6.33: Performance based on different data portions

Test data RMSE( Ah) | MSE( Ah)
70 % 0.3223 0.1039

(30 % trained)

50 % 0.2726 0.0743

(50 % trained)

30 % 0.2313 0.0535

(70 % trained)

Low errors are generally achieved for the different instances showing its ability to
estimate over different time spans. The lowest RMSE and MSE achieved are 0.2313 Ah
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and 0.0535 Ah respectively, when the model is trained with 70 % of data, while the other
30 % is used for test. The highest RMSE and MSE are 0.3223 Ah and 0.1039 Ah based
on the trained model of only 30 % of data, which is expected. In Figures 6.34-6.35, the

estimated (blue line) and actual capacity (red dotted line) are presented for the different
instances.
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Figure 6.34: Actual and estimated discharge capacity based on 70 % of data (30 %
trained)
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Figure 6.35: Actual and estimated discharge capacity based on 50 % of data (50 %
trained)

In addition, the switching states for the different instances using the whole data are
presented in Figures 6.36-6.38. The different portions of the data are trained, but the
estimation is based on the whole data set to show the switching from the start. Switching
states can be observed throughout the operation of the battery, particularly between states
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1 and 2. In general, the state begins with initial state 0 and switches to state 1. State 0 is
not observed in the figures as the NARX time step begins with time step 3 as mentioned
previously. Switching behaviors between 1 and 2 are observed continuously and finally a
switch to state 3. However, the state 3 is estimated at cycle 3500, which is not close not
the actual EoL cycle of 2725.
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Figure 6.36: State progression (30 % trained)
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Figure 6.37: State progression (50 % trained)

6.6 Summary

In general, the application of the state machine approach for both the driving behaviors
and capacity degradation estimation (particularly the neural network-based state machine
model) shows its adaptability and its accurate estimation performance. The selection of
appropriate parameter values through optimization aides the estimation process.
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7 Summary, conclusions, and outlook

In this chapter, the summary and conclusion about the state machine-based approach for
the development of estimation models in two similarly structured system are given. In this
context, the recognition of lane changing behaviors and the capacity degradation behavior
estimation are discussed. In addition, the outlook based on the developed approach and
the results are listed.

7.1 Summary and conclusions

The application of ML-based approaches has commonly been used for the behavior estima-
tion of systems with structural changes. These approaches tend to learn from patterns to
estimate the changing behaviors. Systems with structural changes studied in this thesis
included the lane changing driving behaviors and degradation behavior of LIBs (capacity
fade). Here, the focus is on development of estimation models for lane changing behaviors
and capacity fade of LIBs. While ML-approaches are often used to develop the estimation
models, there is still a lack of approaches that can develop an optimal model, prompting
the need for the development of a new model. In this thesis, a state machine-based model
is developed for the both domains.

The varying human driving behaviors makes it possible for the state machine to model
the lane changing behaviors using states and control the transitions between them. It also
defines behavioral changes (multi-state switching problems) using state transitions defined
by transition conditions. Three different states are defined: LCR, LK, and LCL. For
the initial model, the transition conditions are defined by the threshold values associated
with different driving features. The threshold values are model parameters defined using
NSGA-II. Here, the state transitions generate the estimation of the model.

The ANN and HMM are integrated into the initial state machine approach to develop
a combined model. In these models, the estimations of ANN and HMM are used as
the transition conditions following the same topology of the initial model. Two types of
ANN-based state machine models are developed: combining the state machine with one
common ANN and with three different ANNs (representing the different behaviors). In
this thesis, two types of improved HMMs are developed as well. The first HMM includes
the application of prefilter on the different input variables (distances and TTCs), while the
second HMM uses both the prefilter application and different sub-HMMs for the different
input variables (to develop the improved HMM model). Hence, combining the improved
HMDMs with the state machine model develops combined models, with the improved HMMs
as derived HMMs.

As features associated with the driver’s environment and characteristics tend to affect
the performance of estimation models, the effects of ENV and ET variables are studied in
this thesis using the ANN-based state machine approach.
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As mentioned, selecting optimal parameters and hyperparameters of the estimation
model can be a challenging task. Model parameters of the initial state machine model are
the threshold values, while for the combined models, the parameters are weights, biases,
and/or threshold prefilter values. The values developed aid in the selection of the next state
(for state machines), a particular neuron (for ANNSs) or the particular observation variable
(for HMMs) which ultimately affects the lane changing estimation. Hence, the model
parameters are optimized using NSGA-II. Generalization of the approach is also studied
by using the same parameter values to test the model with different data sets. The aim is
to study if a set of same parameter values is able to generate optimal estimations when
testing the model using different data sets. This avoids the need for different models with
different parameter values for different data sets. As for the hyperparameter optimization,
BO and GA are employed. The optimization methods select the optimal values from a
specified range. First, BO and GA are applied to the ANN models to develop the optimal
individual ANN models. As the hyperparameters are set prior to training, the ANN models
with optimized hyperparameters are then combined with the state machine for training
the proposed model.

Based on the open questions posed in section 2.3 for driving behavior estimations,
several conclusions can be drawn:

e The results generally show that the models are able to achieve high ACC, DR, and
low FAR for the state machine approach and combined approaches. This shows the
optimality of the state machine approach through the development of the optimal
model parameters. Furthermore, the model can be generalized based on its ability
to develop accurate estimations when a trained model with optimized parameters is
tested using different test data.

e The ANN-based state machine model outperforms the conventional ANN’s perfor-
mance. For the HMM-based state machine models, it can be concluded that a
HMM-derived model can be incorporated into the state machine model. As for the
HMM-based state machine model I, the model with prefilter application on the TTC
variables developed better results than the prefitler application on distances. This sug-
gests the significance of the TTC features for the model’s estimations. The proposed
approach outperforms the conventional HMM and ANN-based state machine model.
However, the improvement is small, which could be due to scarce or imbalanced data.
On the other hand, it could also be due to the design of the experiment (the way
the lane change is defined). For the HMM-based state machine II model, sub-HMM
combinations III, VIII, X, and XI developed a balanced performance throughout and
also improved results compared to the conventional HMM. These sub-combinations
consist of operational features, which shows the importance of these features for the
estimations.

e In addition, using only ENV variables tend to result in a better performance than
using a combination of ENV and ET. Therefore, the addition of ET variables are not
significant for the estimation of lane changing behaviors. As mentioned previously,
this is either due to the fact the driving decisions are mainly based on ENV features
or combination a lower accuracy features with higher accuracy features.

e One of the issues faced in existing literature is the development of optimal model
parameters. The NSGA-II is able to generate optimal parameters based on the
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estimation performance of the various models. For hyperparameter optimization of
the state machine model, the model with optimized hyperparameters generated using
BO resulted in better lane changing estimation performance than GA. A limitation
that exists is the model with no hyperparameter optimization (only model parameters
are optimized) outperformed the models based on BO and GA for most metrics.
Nevertheless, the original still performs poorly in some of the metrics, whereas the
model with BO-optimized hyperparameters has a more balanced performance.

For the capacity fade estimations, existing approaches do not consider different degra-
dation states, which is tackled in this thesis through the use of the NARX-based state
machine model. Two models are developed here. Different degradation states are developed
to define the progression of degradation using the state machine. The NARX calculates
the capacity at a given time point depending on the degradation state of the battery using
normalized temperatures. A transition from one state to another is based on the threshold
conditions associated with the temperatures. From the results, several conclusions can be
drawn in relations to the questions posed in section 2.3:

e The results show that the first model is able to estimate the capacity fade with very
low MSE and RMSE for different battery data sets (both non-dynamic and dynamic
operation). In addition, the model outperforms a conventional ANN model, showing
the effectiveness of the model. The estimated state progression and actual state
progression are close, such that EoL state is estimated at a cycle close to the actual
EoL cycle. For the first model, the state switches from state 1,2 and 3 consecutively
at accurate time points.

e The second model is able to estimate the capacity over various time spans with
acceptable range of error rates. Here, the model switches from the initial point of
state 0 to state 1. The model then switches between states 1 and 2 repeatedly, and
finally transitions to state 3 towards the end. Switching states are observed for this
model. However, the estimation of state 3 (EoL state) cycle is not close to the actual
cycle for all cases.

e Degradation states can be modeled using a state machine model, defined using the
capacity and the discharge cycles of the batteries. Existing models have used the
Arrhenius equation to calculate the capacity. By using the NARX instead, effective
estimations with low errors rate can still be achieved. In addition, electrochemical
information is not needed to develop this model, which reduces the complexity of the
model with the ability to generate effective estimations.

e As the parameters of the model are also optimized using NSGA-II, the optimal
parameters enable the model to estimate with low error rates.

A major limitation with the state machine model for the application in both domains
is it does not always generate very high estimation performance. For the driving behavior
estimations, certain models tend to have better performance when specific ENV features
are used, while others do not develop optimal estimations using the same features. Also,
the simple structure of the model may have a negative effect on the model.
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7.2 Outlook

While significant results have been achieved through the application of the state machine
for the estimation of driving behaviors, future work can include the use of automated
methods to select the relevant driving features as inputs, such as the use of Deep Neural
Network. In addition, using other features can be tested as well, for both ENV and ET
features. As only saccadic ET features are considered in this work, fixation ET features
can be incorporated as well to test the efficiency of the model in future. In addition, vehicle
dynamics are not particular considered in this work, which should be studied further.
Another constraint faced is the time required for training, hence modifying the model’s
structure or using another optimization technique should be researched. The HMM-based
models are also not generalizable due to the properties of HMM, thus requiring different
models and parameters for different driving data. Methods to develop a generalized model
should be researched. Furthermore, changes to the transition conditions in the state
machine model (whether the threshold-based or estimation of another method) should be
considered for performance improvement. In this thesis, only lane changing behaviors are
considered for the application of the state machine model. In future, the state machine
approach can be extended for the estimation of driving styles (aggressive/non-aggressive),
drunk driving, and fatigue driving.

As for the capacity fade estimation, changes to topology and threshold conditions
defining the different states can be studied in future. The current models only consider the
temperatures as input. However, a combination of other stress factors should be considered.
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