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1. Introduction

The existing designs of energy systems used worldwide are being challenged by the
necessary changes caused by climate change. The limited availability of non-renewable
resources and their unavoidable carbon footprint lead to the need for more sustain-
able power generation. As a consequence, future systems will rely to a large extent
on renewable energy resources (RES). This ongoing process can already be observed
and is known as energy transition. One of the main challenges with this fundamental
system change is that the integration of a steadily growing number of renewable re-
sources is complex, because a majority of these energy sources are volatile and have a
stochastic character (Kumar et al. (2019)). Therefore, the generation output is largely
uncontrollable and less predictable as it is synchronised to some extent by the avail-
ability of sun or wind. This leads to large peaks in the generation of electricity overall.
Thus more stress is put on the traditional grid infrastructure at the higher transmis-
sion grid level, but also at the distribution grid level, as a significant part of the renew-
able generation is already integrated there (Eur (2018)). This existing overburden of
the current infrastructure already poses major problems for the existing system and
therefore hinders the further integration of necessary decentralized sustainable en-
ergy generation. The International EnergyAgency (2016) estimates that an additional
eight trillion US dollars will need to be invested in RES by 2035 to meet climate targets
and alleviate global warming. These funds will not only be financed by governments
and public spending, but will require the active willingness of private investors to
engage in the transformation of our energy system. This means not only large institu-
tional investors, but also ordinary domestic citizens, so that the energy transition can
be achieved through broad social acceptance and participation (Bertsch et al. (2016)).
Residential households are not only responsible for a considerable share of energy
consumption (approx. 30% worldwide and approx. 25% in Germany), but have now
also increasingly emerged as investors in local energy production capacity and energy
efficiency. This is to be further increased, but will depend on how their participation
can be arranged. The conclusion is that we need a decentralized, smart and intercon-
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nected energy system, as an already existing proposal of the European Commission
recommends in 2019 (Directorate General for Energy of the European Commission
(2019)). In particular, the concept of local energy management through the develop-
ment of approaches to local energy market (LEM) and collaborations such as energy
community (EC) with the special role change of local customers are seen as two of
the possible keys to solving important problems in this context.
This thesis addresses this need for a local energymanagement and examines how a co-
operation with local participants can be set up in such an environment. The analyzed
cooperation is considered from an operational planning perspective and strategic or
tactical decisions (e.g. investments made) are assumed as given. Precise planning of
the real-time operation of the systems is not included either, which makes detailed
planning and subsequent control necessary. However, an adjustment of the opera-
tional schedules, which usually take place in a day-ahead time frame, is common in
the energy sector anyway. The decision support, which is supposed to result from
this thesis, is therefore located in the day-ahead planning level and focuses on the
economic influence of the internal energy exchange between the participants. Exter-
nal opportunities for economic decisions shall only be considered to the extent that
the influence of the internal planning for potential external decisions becomes ap-
parent. The internal energy exchange is not only concerned with direct connections
between the participants, but also includes the use of local flexibility in the intended
planning horizon, and which economic influences these possibilities offer. The im-
plemented and provided optimization methods use forecasted data and thus deter-
ministic values for the economic analysis. Uncertainty has always been a significant
and well-researched topic in the energy sector, which is why the data quality and
known forecasting methods have a high degree of applicability. The use of determin-
istic data for the required analysis is thus permissible. A final investigation will then
examine how a cooperation of local participants could subsequently best distribute
the achieved economic added value. Before a detailed description of the contents of
the thesis follows, it should be specified which problems are examined, which solu-
tions this thesis wants to contribute to solve these problems and with which structure
this will be done.
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1.1. Problem Statement

This thesis considers how a cooperation of local actors can effectively and efficiently
coordinate their internal energy exchanges to add economic value as the central prob-
lem.
To address this central problem, it is reasonable to decompose it into subproblems:

• How exactly should a framework for cooperation and its operational planning
be structured ?

• What is the economic impact of flexibility solutions on internal energy exchange
in the cooperation ?

• Are there methods for the participants to distribute the monetary benefits of the
cooperation reasonably among each other afterwards ?

1.2. Contributions

The contributions of this thesis includes the following discussions, approaches and
solutions:
A composable and extensible framework that offers cooperation between local and
still independent participants – Chapter 2.

• Definition of locality and energy management in this context
• State of research on local market and cooperation concepts
• Conceptual design of the framework applied in this thesis

Development of a modular mathematical model that optimizes the operational de-
cisions of the cooperations in different configurations and provides an economic
analysis for all incremental configuration steps.

• A first stage with direct energy exchange between participants (Chapter 3)
• A second stage with the possibility to shift energy supply (Chapter 4.1)
• A third stage with the possibility to shift energy demand (Chapter 4.2)
• Special cases using the example of EV and outlook which possibilities can be

considered (Chapter 4.3)
Establish abasis for a robust savingdistribution of such ahybrid cooperation through
game-theoretic evaluation – Chapter 5.

• Classification of the cooperation in existing solution concepts
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• Suggestion for alternative distribution methods
• Initial analysis and assessment of the discussed distribution methods

Additional aspects to always ensured:

• Focus on internal connections between participants, but also external connection
opportunities are considered

• Efficient model formulations are included that describe the essence of the prob-
lem

• Discussion of alternative solution approaches, based on the structural insights.

1.3. Outline

The structure and flow of the thesis is as follows, with the numbers corresponding to
the chapter numbers:

2. ’World of Local Energy’ discusses relatedwork in local energymanagementwith
a focus on LEMs and EC to develop the framework for the proposed virtual eco-
nomic unit (VEU) concept of this thesis.

3. ’Energy Exchange’ presents the basic approach for the internal energy exchange
of the VEU. In this set-up, participants are only allowed to exchange their en-
ergy directly between each other. In addition, an alternative solution method
for the specific problem structure is provided. Finally, an effective approach is
discussed to consider bidding opportunities on external auction-based energy
markets, based on the optimal internal energy exchange decision.

4. ’Flexibility Options’ extend the energy exchange of the participants in the VEU
with realistic options to shift their energy supply and demand in time. The focus
is on the utilization of storage processes with energy storage system (ESS) to
make better use of the available supply and demand side management (DSM)
to schedule the demand in such a way that it can be satisfied with maximum
savings. Finally, the special case of electric vehicles (EVs) will be presented.
Further research possibilities are then be discussed and evaluated in the context
of this special case.

5. ’Cooperation Management’ discusses a first analysis of possible classic game-
theoretic approaches and problem-specific methods that can be applied to dis-
tribute the economic added value (savings) of the cooperation to their partici-
pants.
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Chapter 1
Introduction

Chapter 3
Energy Exchange

Chapter 4
Flexibility Options

Chapter 2
World of Local Energy

Chapter 5
Cooperation Management

Chapter 6
Conclusion

Appendix A
Energy Background

Appendix B
Full Mathematical Model

Appendix C
Extended MSFA

Figure 1.1. Thesis Overview

6. ’Conclusion’ addresses the research questions with view on the contributions,
concludes the thesis with summary and implications, and also presents recom-
mendations for future work.

The appendices are for further reading and for reference:
A. ’Energy Background’ gives basic information on the status quo of the energy sys-

tem and market designs and is recommended for readers with a limited energy
background.

B. ’Full Mathematical Model’ summarizes the mathematical model and notation
with color-coded evolution steps.

C. ’Extended Maximum Saving Flow Algorithm’ gives an overview for the exten-
sion of the maximum saving flow algorithm, without a functional charge-cycle
routine.

Figure 1.1 shows the structure of the thesis in a graphical way



2. World of Local Energy

The public and political consensus on local energy management has already changed
over the last decade, as it has been proven that current systems cannot cope with the
already mentioned upcoming challenges. Due to the higher demand for flexibility in
the system as a whole and the need for a better coordination between supply and de-
mand on distribution grid level already, this area of research is becoming increasingly
interesting. It is therefore important to define what ’local’ actually means and which
actors or stakeholders can appear in an environment for local energy management.
The role of these stakeholders in the system and how they can help as local actors to
increase the integration of distributed energy resources (DER) into distribution grids
will be discussed, as well as the technical requirements that are necessary to enable
such an environment in the first place. The upcoming role of prosumers and services
needed to empower that kind of stakeholder is the focus of the related research, ana-
lyzed and summarized in Chapter 2.1.
The discussion about new players, changing roles, business models or the identifi-
cation of stakeholders, however, can only be a first step. This alone will not lead to
a better coordination of the commodity ’electricity’ between supply and demand on
distribution grid level. In order to achieve this, these players and stakeholders have
to participate in some kind of electricity market or have to use a comparable mech-
anism for the coordination process of energy supply. The literature already offers a
wide range of concepts, which are collected, summarized and classified in Chapter
2.2 in order to provide an overview of previous research. Finally, in Chapter 2.3, the
cooperative approach which is relevant for the comprehensive analysis of this thesis
is presented and differentiated from previous research.

2.1. Local Grid Framework

The rising focus on the local scope and distribution grids in recent years is primarily
due to the increasing amount of available DER as more and more former consumers
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decide to run their own power generation. This increase is not surprising, due to
the changing political and social consensus, but it is also naturally favoured by the
decreasing investment costs due to technological progress. However, this does not
necessarily lead to an immediate reorganisation of the grid structure or processes,
even if this is unavoidable in the long term. This is mainly due to the unresolved is-
sues of system security and stability (see e.g. Khorasany et al. (2018)), which are not
automatically addressed with a stronger focus on the local scope. A bidirectional en-
ergy flow even increases the risk for voltage issues, which, together with the already
volatile nature of renewable energy resources (RES), lead to a higher demand for flex-
ibility. Congestion management is also a factor to be considered. First of all, it will be
important to clarify what the term local is supposed to mean for local energy manage-
ment in context of this thesis. As there is still no generally applicable legal definition
or preference in the research literature, this is addressed in Chapter 2.1.1. After this
concise discussion, Chapter 2.1.2 then takes a closer look at the different stakehold-
ers and actors that have an influence on local energy management. Some of them are
already involved in traditional systems and will therefore influence future systems
to some extent, or their role could change. In the following, the technical intricacies
and the proposals of current research to solve them are explained in Chapter 2.1.3 of
this thesis. Chapter 2.1.4 then finally deals with a special fundamental concept for
future grid design. Microgrids are basically designed so that they could supply and
control a local area independently of this central grid. As a fundamentally applicable
concept, this is difficult to implement due to the associated, very cost-intensive, over-
all infrastructure refitting requirements. However, it could certainly be used in new
grid investments or partial retrofits and there is numerous literature thatmay intersect
with the approach in this thesis.

2.1.1. Local Definition

The term local as an adjective is always a limiting factor. It delimits a certain part of a
whole from its rest. This can be, for example, a geographical area, whereby it depends
on the scale of what is ultimately to be considered local and what is not (a region, a
city, a community). At the moment, there is no legal regulation that further defines or
indicates a clear preference what local ultimately means in the context of local energy
management. The obvious definitionmay be the geographical delimitation of an area,
but this is not necessarily appropriate in this case. Such an area selection contains the
risk of requiring several distribution grids and higher grid levels for the interaction
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and communication between local actors. To a certain extent, this may contradict the
idea and the goal of local energy management to keep as much energy as possible
local in order to relieve higher grid layers. It should also be noted that when operat-
ing with multiple distribution grids or even transmission grids, the communication
and coordination required for safe operation becomes more complicated, as more po-
tential actors and/or systems are involved. In this thesis, local therefore defines an
interrelated part of an energy grid, with the maximum coverage of exactly one distri-
bution grid area. The geographical area covered by this local grid area is not relevant.
With this defined delimitation, only one distribution grid needs to be coordinated and
hence only one grid operator needs to be communicated with. This is a realistic view
butmay change if the technical conditions allow larger catchment areas to bemanaged
in a practicable way.
The defined delimitation leads to an local grid area that basically includes all con-
nected buildings and their owners/occupants (local actors) within the distribution
grid. This limits the number of local actors typically up to 200 (in Germany, see RONT
(2011)) and leads to boundaries that provide a natural environment for local struc-
tures or entities (like markets, communities or cooperations) in which these local ac-
tors can participate. The concrete structure and process of such local structures or
entities is not relevant at the moment, but will be defined later. As the physical af-
filiation to the grid infrastructure is the only reason for this allocation, there is no
obligation for the local actors to participate in any way, but they have the possibility
to do so. If they want to diversify their energy exchanges within the local grid area,
each local actor should have the ability to conclude multiple contracts for this pur-
pose. In this case, it is also possible that several communities or cooperations emerge
in one local area. Moreover, the additional participation in neighbouring local areas
cannot be ruled out either, despite the local focus. Figure 2.1 illustrates the connection
of different local grid areas with the transmission systems and high/medium voltage
distribution grids in regional or city domains. The local actors in each local grid area
can now diversify their energy exchange by cooperating with each other, having the
energy exchangemanaged by local energy service providers (ESPs), or by acting inde-
pendently in this environment. A direct connection between two local actors does not
have to exist, a virtual connection that can be executed through the distribution grid is
sufficient. In the meantime, further microlevels are conceivable that are connected to
the grid infrastructure or even act autonomously, which is addressed in Chapter 2.1.4.
The subdivision of the natural market environment created by an local grid area into
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further sub-markets is theoretically possible in a liberalised energy market. Since this
would mean additional coordination and communication in a comparatively small
area, such a step is rather unrealistic. Therefore, this thesis assumes that, apart from
the special microlevels, only one local market for energy trading is realistic for one or
several local grid areas (if technically feasible). This does not mean that cooperations
and communities will have a similar limitation. However, it remains also to be defined
how these local players can operate in a local market environment. The commodity
electricity is likely be tradable between several local grid areas, to the extent that this is
practicable under the strictly necessary security aspect. Unrestricted local tradingwill
therefore not be possible, and grid operators will be even more key as actors in this
new environment than they already are in today’s energy systems. Grid capacities are
also limited in the local grid area and will be more heavily used in the coming years
as more active end users become a reality.

2.1.2. Stakeholders and Actors

The majority of stakeholders and actors that will exist in a future framework for local
grids are already part of the current grid infrastructure. Thus, they have a key influ-
ence on local energy management issues, but their role in the grid will have to change
significantly in order for them to to reap the benefits of a locally oriented approach.



10 2 World of Local Energy

This section is therefore not only about describing these actors, but also to definemore
precisely their changing roles and to show how, at the same time, the degree of their
involvement is changing.
The largest group within the current grid infrastructure with the least influence and
degree of activity are end users. These players are usually only rate payers, pooled
by retailers who offer to cover their demand at any time. If they want to feed energy
into the grid, they are limited by fixed feed-in tariffs and/or that their energy cannot
be processed. The possibilities of end users are therefore limited to a passive role.
Prosumers are usually those end users who are able to generate their own energy.
The term itself is also often used to refer to the proactive role that these end users are
expected to take in the future (see e.g. Abapour et al. (2015)). In this thesis, the abil-
ity to produce energy is required to take on this proactive role. Prosumers are thus
energy consumers who can cover their own or even others’ energy consumption us-
ing domestic size generation modules (like i.e. PV panel, microCHP) or distributed
storage (DS) solutions. Normally, a prosumer only becomes a temporary energy pro-
ducer and must continue to draw part of its demand from external sources, like ordi-
nary consumers. In the existing grid framework, though, the possibility of selling is
severely limited and still imposes an already passive role on prosumers. The coming
energy transition will change this and require a defined (pro)active role as suppliers
of energy and the required flexibility in local grid areas. Sajn (2016), for example,
differentiates four types of prosumers: private prosumers, citizen-led energy coop-
eratives, commercial prosumers and public institutions. A distinction is desirable in
principle, but not necessary in the context of this thesis, since all mentioned types
of prosumers should be integrated into local energy management. However, their
fundamental influence on the system may vary due to the associated energy quan-
tities. Instead of making a distinction among prosumers, this thesis defines active
consumers as a separate group within end users. Unlike prosumers, they do not pro-
duce their own energy, but are able to influence the electricity flows in the grid by
actively adjusting their demand. There are various approaches to this, some of which
have already been researched for an extended period of time. Demand response (DR),
for example, attempts to promote favourable consumption behaviour through pricing,
while newer approaches focus primarily on the use of modern devices and the asso-
ciated advantages of smart homes. Demand side management (DSM) aims to make
parts of consumption controllable so that it takes place at preferred timeswithout con-
sumers suffering a loss of utility. There are also other energy efficiency programmes
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that consider, among other things, the storage and later delivery of electricity without
own generation opportunities. However, these will not be discussed further in this
thesis. The overall downside for end users is that the required active role is currently
difficult to fulfil. They are not familiar with, or even able to be integrated into the
current market structure, as trading volumes are far too large (see USEF Foundation
(2015) and almost every other framework approach). Participation in major power
exchanges and markets is therefore unrealistic. In summary, there is a need for regu-
latory changes, new services and market platforms to empower end users for the new
role. Furthermore, the time commitment for activities in local energy management
must remain moderate, as for most prosumers the potential additional income will
only be a supplementary one.
The increased amount of DER and renewable energy in general has made the role of
grid operatorsmuchmore challenging. As is well known, they are ultimately respon-
sible for the operation and stability of the transmission grid (by a transmission system
operator (TSO)) or the distribution grid (by a distribution system operator (DSO))
as a system operator and must ensure a constant balance between energy production
and consumption (i.e Villar et al. (2018), KUL Energy Institute (2015)). The volatile
and uncertain nature of most renewable energy generation complicates this mandate
and automatically increases the demand for flexibility to ensure the required stability.
Ancillary service markets have so far the best way for TSOs to quickly obtain suffi-
cient flexible capacity from large generation units. However, these services are usu-
ally non-renewable and expensive. In the future, flexibility offered by end users could
help make a TSO mandate easier and cheaper. This is even more the case for DSOs,
as they have a much more direct relationship with end users than a TSO. For a DSO,
the coordination of local energy and the communication with new active participants
naturally poses more challenges. The most crucial change in this regard is certainly
the introduction of smart meters, which gives better insights for and from end users.
At the same time this also implies a possible introduction of tariff differentiation for
end users (i.e. USEF Foundation (2015)). By making better use of local generation
and flexibility, large investments in grid capacities may in turn not be necessary or
can be significantly reduced.
While grid operators have the technical responsibility for the balance in the grid, they
pass on the administrative responsibility for it to the a so-called balance responsible
party (BRP). This important entity is an already operating actor in the energy envi-
ronment. The balance responsible party (BRP) has to ensure the balance of traded
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energy quantities, resulting from the energy demand and the directly produced or
purchased energy on associated markets (see e.g. EURELECTRIC (2014), KUL En-
ergy Institute (2015)). Since a BRP has to pay certain penalties or finance its restora-
tion in case of a deviation from its trading portfolio, it is their natural goal to minimise
these costs caused by an imbalance. Predicting the energy load as accurately as possi-
ble is therefore essential for a BRP to ensure that the trade portfolio it is responsible for
only requires few corrections. All market participants have also the option of delegat-
ing their own responsibility to a contractual partner. It is to be assumed that in a local
market environment, this type of entitymust also occur, sincemarket participants will
cause imbalances there as well. In this case, the local actors must now also take over
these administrative responsibilities for their trade portfolio if they want to use the
opportunities of the new metering points. However, considering the trading sizes of
individual local actors, it can be assumed that the possibility of delegating responsi-
bility will be increasingly used and that responsibility will initially be taken over by
the market platform itself or local BRPs will be formed that are available as external
service providers. With increasingly active end users and the rising level of digitali-
sation, on the other hand, the quality and quantity of information is also improved.
This enables more accurate planning/forecasting for all stakeholders, and the poten-
tial for savings is considerably greater through the provision of appropriate energy
and flexibility services.
In this thesis, the term energy service provider (ESP) is used to refer to a retailer
operating in wholesale energy markets. ESPs offer to carry out the whole energy ex-
change for end customers at certain conditions. For this purpose, they exchange the
required quantities of energy with an associated BRP or directly on wholesale energy
markets, with the related responsibilities (i.e. Villar et al. (2018), KULEnergy Institute
(2015)). In a local market environment, ESPs will continue to offer their services to
end customers, as a basic supplier must still be present. In addition, they can counter
the increased competition from local activities in various ways. It is possible that they
themselves appear and act as a local actor or to simply expand their services in an at-
tempt to directly influence or gain more information about the consumption patterns
of end customers. The already mentioned DSM and DR concepts are possible ap-
proaches to such a service extension and will also be discussed in detail in this thesis.
From the ESP’s point of view, however, it is mainly about influencing the consump-
tion of the end customers and thus being able to plan better. The above-mentioned
concepts that make this possible include a certain incentive for the end customers if
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they participate, but if the ESPs have to compensate less for any uncertainties of DER
or to optimise the balancing costs required as BRP, it may be more lucrative overall.
A presumably new role in a local energy environment is assigned to the aggregator,
who is expected to act as an intermediary between individual local market partici-
pants (end users) and the energy markets in which they can participate. In literature,
there are several interpretations of this role and also other names for it (see e.g., Rosen
and Madlener (2013), Menniti et al. (2014) or Moret and Pinson (2019)). However,
the role is seen as a key figure for future energy management and flexibility within
the smart grid concept (Carreiro et al. (2017)). On closer inspection, an aggregator
merely pools demand or supply to be able to trademore profitably on themarket with
the associated market power. In this dimension, the aggregator differs from an ESP
only to a limited extent, which already bundles demand in the current market envi-
ronment. This is one of the reasons why it is not unreasonable to expect that existing
ESPs simply take on the additional tasks and thus additionally cover this role. Besides
the bundling of the supply or demand of local end users, an aggregator is also seen
as a market participant for flexibility products. The aggregator uses pooled flexibility
provided by its customers also (i.e., by means of storage capacities or DR/DSM activi-
ties) in order to offer it as a service to grid operators (TSO and DSO) or (other) BRPs.
However, the flexibility can of course also be used to increase their own profits, as an
aggregator itself may have to take the role of a local BRP (i.e. Olivella-Rosell et al.
(2018), Torbaghan et al. (2016))
Electricity markets are usually managed bymarket operators and therefore, such cen-
tral figures will also appear in a local market environment. It does not matter how the
trade is actually done, whether through bilateral contracts or a pool-basedmechanism
where offers and bids are matched until the market is cleared. Which tasks themarket
operator has to fulfil depends on the respective market mechanism and the time spec-
trum of the market type (day-ahead market, intraday market, etc.). Different terms
for this are also known in literature, whereby usually only the scope of the task is
narrowed down. In Chapter 2.2 this is considered in a more detailed way.
There will also be key changes for the generation companies, i.e. the producers in
an energy system (Kirschen (2019)). Due to the increasing number of DER, they will
be able to offer more of their capacity as security reserves for stability. As the provi-
sion of such reserves is usually more expensive, this competition is not considered a
compelling disadvantage. On the other hand, it will also happen that generation com-
panies themselves will increase their share of RES, on a much larger scale, of course.
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This in turn increases the demand for flexibility and generation companies will cer-
tainly be able to consider investment opportunities here as well.

2.1.3. Technological Necessities

This section will give a general insight into the technical necessities of local energy
management and does not claim to provide an in-depth technical analysis. Rather,
the aim is to show what is necessary for local energy management concepts, such as
local markets or local actors in general to become active. This includes the concept
used in this thesis, which will be presented later. The fact that a certain transfor-
mation of the existing grid infrastructure is necessary in any case to realise bidirec-
tional energy flows has been known for a long time and is therefore also part of the
research. Here a reference is made to Farhangi (2010) and Fang et al. (2012), which
offer a profound insight into the discussion on smart grids. This comprehensive term
for the previously mentioned transformation process to a next-generation power grid
not only uses bidirectional flows for energy but combines them with information ex-
change between participants. In this way, the power grid of the future enables broad
communication that can better coordinate distributed energy generation and also in-
tegrate automatic monitoring and restoration processes through the use of numerous
sensors. The adaptability of the grids is to be increased through the expanded control
options, so that customers in the electricity grid havemore opportunities to participate
in it.
There are three central systems that are required for the realisation of smart grids and
which are discussed in literature. Themost important system is the smart infrastructure
system. As before, it should coordinate the distribution of energy, but be able to do so
more effectively. In addition, it should also enable a better exchange of information
through better metering and monitoring in the grid infrastructure. This improved in-
formation exchange should ultimately also lead to the expansion of communication
in the grid so that different systems, devices and applications can be used. Conse-
quently, it is the precondition for the smart management system, where these devices,
systems and applications are to be considered. This is intended to make effective use
of the possibilities available through the expanded infrastructure. These include in-
creasing energy efficiency in the grid and improving the balance in the grid so that
fewer corrective interventions have to be made. However, additional goals such as
better emission control, cost reductions in the operational management of the infras-
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tructure and the maximum possible utilisation of existing and deployed resources are
also to be addressed. The last layer is the smart protection system, which should not only
enable processes and applications to detect potential errors in the system, but also to
prevent them or, if this is not possible, to try to resolve these errors. Strengthening the
reliability of a smart grid is therefore amajor aspect of this system. On the other hand,
the most important aspect is the protection of this new infrastructure, because as the
possibilities expand, the risk of misuse, disturbances, or attacks on this sensitive part
of modern life also increases. In this context, personal data protection is also an issue,
with increased concerns raised.
Smart meters as an important component have already been gradually integrated into
the system for years and are replacing the usual electricity meters at the end customer
(see e.g. Kabalci (2016)). Hereby not all functions are actually used by the grid yet,
and also the transformation is also far from complete. There are still too many un-
resolved issues and restrictions that need to be fully addressed (see e.g., Colak et al.
(2016)), such as the privacy issues already mentioned.

2.1.4. Microgrids

In local energy management, there are two basic perspectives for future grid layouts.
Themost common variant involves using or expanding the possibilities of the existing
grid infrastructure. The utilisation of the existing infrastructure is the economically
easiest way to implement local energy concepts, as no major investments are to be
expected, but only the right technical concepts (smart grids) have to be realised. In
recent years, the research associated with this grid concept has been referred to as the
’transactive grid’, reflecting the more active use of the existing grid infrastructure and
providing a more holistic view of the energy transition process (see e.g., Abdella and
Shuaib (2018), Abrishambaf et al. (2019)). Nevertheless, there is another perspective
that needs to be discussed at least briefly, as it is already being used experimentally
and could become increasingly popular in areas of grid infrastructure that are being
built from scratch. The concept of microgrids represents autonomous grids that have
emerged in the context of energy self-sufficient projects. Figure 2.2 illustrates that in
this grid everything necessary to ensure self-sufficient control of the grid and also its
security is available. Meanwhile, through an interface to the commondistribution grid
or to other microgrids, there is also the possibility of expanding the scope for energy
trading and flexibility services beyond the own microgrid. On reflection, microgrids
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with a connection to the external grid are a new controllable grid level that can be
located below the distribution grid.
The reason why this grid layer is also discussed in this thesis is that the existing litera-
ture addresses the so-calledmicro markets. These concepts can be designed to use the
special and additional possibilities of microgrids, which does not necessarily exclude
a general use as a local energy management concept. In Lane et al. (2013) or Faber
et al. (2014), the focus is on the basic concept and how grid architecture, pricing, and
consumer interaction can take place. Block et al. (2008) and Sikdar and Rudie (2013)
focus their analysis on the market mechanism to be applied, while Cui et al. (2014)
examine the benefits for an energy community that aims to maximise its total welfare.
Densmore and Prasad (2015) on the other hand, see the investors of such a grid as a
decision-relevant target group, which aim to maximize their revenues. Heidari et al.
(2018), in contrast, prefer a concept of optimal management of DER within a micro-
grid. Menniti et al. (2014) and Shamsi et al. (2016) examine possible energy trading
between microgrids, which drastically increases the scale and scope of such an ag-
gregated market. The topic of blockchains can also be found in micro markets and
is addressed by Kounelis et al. (2017), among others. The separate consideration of
flexibility in micro markets is rare but possible, as shown by Nguyen et al. (2011).
The concept that is analysed in this thesis can theoretically also be used in microgrids.
However, this requires a connection to the distribution grid and thus also to other
higher grid levels. This is necessary because a self-sufficient ’islanded’ microgrid of-
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fers little scope for the design of markets and communities. The choice and number
of possible contract and business partners is severely limited in such an environment,
as there is practically a natural monopoly of the grid owner. For consumers or pro-
sumers, it therefore requires sufficient regulation or community management of the
grid in an islanded variant.

2.2. Local Power Economics

At its core, local energy management is primarily about the future role of the previ-
ously rather passive private households, as they represent the majority of potential
actors in the discussed local environments. Ideally, many of them are, or will, become
active end users to increase the local production of energy or to provide additional
flexibility within the energy system. However, in order for them to take a more active
role, individual actors in local environments will need a monetary incentive to do so,
like e.g., Bertsch et al. (2016) explain. Part of this monetary incentive, though, will
depend primarily on how active end users are actually able or willing to be. This is
a detail that is not often discussed in social studies related to the topic or marginal-
ized by referring to information and communications technologiess and the affinity
of younger generations to use such technology. This aspect will be discussed in more
detail in Chapter 2.3.
The simplest solution for integrating active end users would naturally be to let this
mass of potential market participants take part in the existing electricity markets.
However, this simplicity is not practicable, because it has to be kept in mind that
prosumers usually do not reach the trading volumes required to be active in these
markets, nor are they in a position to conduct market negotiations on this scale. The
first intuitive approach is therefore to form smaller sub-markets, which are now col-
lectively referred to in literature as local power markets. Official sources such as the In-
ternational Energy Agency (2016) and researchers such as Ilieva et al. (2016) divide
local power markets into two central categories:

• Local energy markets (LEMs) trade local energy resources to achieve a proper
balance between local demand and local supply, that can be realized by the given
grid infrastructure.

• Local flexibility markets (LFMs) trade local energy resources to make adjust-
ments to correct forecast errors and to ensure the stability of the local power
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grid.

LEMs provide an effective solution for managing local resources, as e.g., Lezama et al.
(2019) and Soares et al. (2014) explain. Most of the research on LEMs focuses on elec-
tricity trading. Only few publications consider heat (such as Hvelplund (2006) or
Block et al. (2008)). LFMs offer a great opportunity for relieving pressure on the dis-
tribution and transmission grids by providing flexibility options for grid operators to
balance generation and demand in the system (see i.e. Villar et al. (2018); Olivella-
Rosell et al. (2018); Khajeh et al. (2020)). This subdivision also links the local power
markets to the time structure and tasks of wholesale energy markets, as can be seen in
Figure 2.3. In the project presented by Le Cadre et al. (2019), LFMs are further sub-
divided and an equivalent to balancing market is defined to trade ancillary services,
as in the wholesale energy market system. Local structures are thus aligned with the
previous energy markets, but already due to the market participants involved they
are more than just small-scale replicas. Chapter 2.2.1 is therefore dedicated to this
important topic and also offers the first more extensive literature review.
Another line of research addresses energy communitys (ECs), which may have simi-
larities with some approaches of LEM. However, the idea of ECs does not necessarily
have to be based on amarket concept but can also pursue other goals. In Chapter 2.2.3,
this research line is examined inmore detail through a literature review. Aholistic def-
inition and clear demarcation of LEMs and ECs does not yet exist, and political actors
also tend to define goals and directions in which they want to develop the field. The
two literature reviews are therefore intended to provide an insight into previous re-
search, whichwill serve as the basis for a virtual economic unit (VEU) to be examined
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in this thesis. Chapter 2.3 describes in more detail the necessary assumptions and the
basic concept for the environment examined in this thesis.

2.2.1. Local Energy Markets

Since the early 2000s, LEMs and their characteristics have been the subject of research.
The initial focus, however, was mainly on the critical analysis of possible local mar-
ket structures for energy services and their integration, as well as smaller local en-
ergy projects with wind and solar power (see Kamrat (2001) or Hvelplund (2006)).
Until the 2010s, approaches were still predominantly oriented towards virtual power
plants, although this concept is primarily about coordinating DERs in such a way that
conventional power plants can be simulatedwith it. A virtual power plant pools exist-
ing supply and makes it more competitive in wholesale energy trading, as Lamparter
et al. (2010) or Vytelingum et al. (2010) explain. The weakness of virtual power plant
concepts is that there is no local aspect and that it only arises randomly when it oc-
curs. When markets with an explicitly local character come more into focus, they
tend to address local flexibility first, although the concepts sometimes also consider
energy trading in general, as in Nguyen et al. (2011), Ding et al. (2013) or Menniti
et al. (2014). Hybrid concepts for local markets trading both energy and flexibility
continue to be the subject of research for the time being, as in Bayram et al. (2014) or
Ampatzis et al. (2014). At the same time, the first literature is also developing for new
roles within local market environments, such as the aggregator described in Chapter
2.1.2. LFMs then become an integral part of research and receive increased attention,
such as in Torbaghan et al. (2016) or Pavlovic et al. (2016). Simultaneously, there is
growing interest in LEMs that focus on energy trading and thus consolidate the sepa-
ration of the two local power markets. The widespread attention in the last five years
is mainly due to society’s increased interest in the negative consequences of climate
change. The extreme electricity prices in 2022 make a local perspective even more in-
teresting for private individuals and municipalities. In Figure 2.4, this development
is illustrated by the number of sources found of the period 2001-06/2022 in different
literature databases. Across all databases, on average only 23% (1507/6662) of the rel-
evant sources have been published in the years 2001 to 2016. From 2017 onwards, an
exponential increase in topic-relevant literature can be observed in all databases, with
the peak in 2021 so far, thus accounting for 77% (5155/6662) of the relevant literature.
The search for relevant sources is performed using the following search term: "local
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Figure 2.4. Literature by Years

energy market*" OR "local electricity market*" OR LEM. In order to consider different
types of terms (e.g. "local energy markets" or "local electricity marketplace" etc.), the
terms are provided with the wildcard *. Since local electricity markets are often used
synonymously in science, the search term contains the search operator OR so that at
least one of the terms appears in the sources. However, sources that do not have a
scientific publication focus (e.g. scripts, encyclopaedias) or that do not provide sub-
stantive content for the discussion of the search term are not used.
A more intensive analysis of the literature surveyed reveals different research priori-
ties. Four topics stand out in particular, which are also shown in Figure 2.5. The ma-
jority of publications, around 36% are mainly concerned with energy storage system
(ESS) in local energy environments (e.g., energy storage via batteries in private house-
holds, by e-cars or via double-layer capacitors). Studies on the use of blockchains are
represented with approximately 31%, although in the last years a decresing trend can
be seen here. Blockchain-based LEMs ultimately do not represent a practicably im-
plementable solution, as the computing effort required for this technology and the
associated energy consumption are far too high. Load management control by DSM
andDR is represented by about 26% of the publications and is discussed in the context
of stability and flexibility of local power grids. The peer-to-peer (P2P) principle is also
the basis of investigation in many publications, with the analysis of community-based
P2Pmarket structures, forming an alternative to purely decentralised approaches (ap-
proximately 19%), being most strongly represented. Publications focusing on coop-
erations within a local energy market are strongly underrepresented with less than
1%, whereas studies on game-theoretical approaches in the context of local energy
markets are a bit more widespread (a total of approximately 3% for cooperative game
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Figure 2.5. Thematic Focus of Analyzed Literature

theory, and 8% non-cooperative game theory).

2.2.2. Local Market Frameworks

In general, a LEM is a market platform where locally generated (renewable) energy
is traded to meet local demand. All potential market participants must be located in
a defined local area and fulfil the technical prerequisites to participate in such a local
market. The fundamental goal of this type of market is to use DERmore effectively, to
support grid security and to integrate local prosumers better into the energy system
(see e.g., Saad et al. (2011)). There are basically two different approaches as to how
the framework conditions for local energy and flexibility trading may be designed in
the future. Both approaches follow the basic idea of the market mechanisms found
in the wholesale energy markets. However, adapting these market mechanisms faces
new challenges due to the local character of the market participants and the fact that
they may not negotiate at a professional level, as Parag and Sovacool (2016) or Pinson
et al. (2017), among others, show. It should be noted that depending on the market
design, a different form of the bidding and clearing algorithm must be applied.
The first approach to a local market framework is based on P2P connections between
two independent trading partners. Basically, this type of direct interaction is nothing
more than a bilateral contract where each local market participant can trade its energy
without mediation. The first work that addressed such connections in power systems
is by Wu and Varaiya (1999) from the 2000s. The first concrete definition of P2P trad-
ing platforms in terms of a decentralised market follows in the work of Blouin and
Serrano (2001). Due to the necessary decentralised structure for P2P trading, this area
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is predestined for Satoshi Nakamoto’s blockchain concept, which gained worldwide
attention with the cryptocurrency ’Bitcoin’ in 2009.1 After 2014, notable P2P-related
publications in the energy sector are thereforemainly based on a blockchain approach.
Mihaylov et al. (2014) first propose a Bitcoin-like virtual currency for trading locally
produced renewable energy, while Al Kawasmi et al. (2015) suggest an adaptation
of Bitcoin for trading carbon emissions. Discussions about regular trading platforms
and how these approaches can be integrated follow later, as in Horta et al. (2017) or
Mengelkamp et al. (2018). However, there are also highly regarded projects that have
examined the topic practically, such as the BrooklynMicrogrid Project inMengelkamp
et al. (2018) or Mannaro et al. (2017) in Sardinia. These microgrid-based studies also
highlight a keyweakness of blockchain approaches, as they onlywork on a small scale
due to the computational intensity and resource requirements for the associated pro-
cesses. Large-scale deployment is therefore currently unrealistic, and there is also a
resurgence of discussion around P2P as a non-blockchain trading platform (see e.g.,
Long et al. (2017); Sousa et al. (2019); Tushar et al. (2019)). Theoretically, P2P trading
is a way to not only make the energy system demand-driven, but also to involve con-
sumers more strongly and personally in managing their energy consumption in the
future. Moreover, if this trade has a local character by being limited to a specific area,
it can also create a sense of community in which it can be decided specifically with
whom and which type of energy resource trade takes place. Jogunola et al. (2022)
present a P2P-energy trading platform that, in addition to cost savings for individual
participants, is also intended to maximise the economic welfare of the local energy
market. The results show that dependent on the market composition2, the economic
welfare ranges between 60-85%, with a higher value increasing the overall benefit of
participants in a local energymarket. Furthermore, the cost savings of the participants
range on average from 16% (market composition with 20% demanders) to 45% (mar-
ket composition with 80% demanders). These studies thus presented underline the
cost benefits for the individual market actors as well as an improvement in welfare for
the entire community through participation in a local energy market. However, the
studies still lack a view on the influence of seasonal changes. Another critical aspect is
that all actors are assumed to cooperate although they continue to act independently
on the market. This is rather unrealistic given the individual economic goals of the
acting persons for the effort of energy trading.
The second group of approaches is based on the mediation of supply and demand,
1A more comprehensive insight into the topic is provided by Swan (2015), among others.
2The proportion of buyers to sellers
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as in existing energy markets. All local market participants have a contract with the
market to participate, but direct negotiations or bilateral contracts between traders are
not allowed. A local market operator as central entity manages the market and the en-
ergy quantities traded there, usually in an auction-based system (see e.g., Vytelingum
et al. (2010)). As Pinson et al. (2017) states, such a centralised approach is about
pooling supply and demand, setting a market price and thus coordinating locally
traded resources. Electricity thus becomes a commodity in this market that is non-
differentiable. This basic principle is the same in any related publication, but the
idea of how the market should function in detail and which tasks the central entity
should take over varies. Rahbari-Asr et al. (2014) uses the central market operator
as a regulator in a constrained market environment, while Jelenkovic and Budrovic
(2015) describe the role as that of a pure facilitator, collecting offers and distributing
them to demanders. Menniti et al. (2014) use a city energy provider to coordinate
energy exchange between multiple micro smart grids to manage a geographical area.
Khorasany et al. (2017), on the other hand, focuses on the action of the central en-
tity as an auctioneer. In Xiao et al. (2018) the market operator is even supposed to
consider social aspects and Faqiry and Das (2019) explore the idea of a DSO-based
centralised approach with only aggregators as intermediate agents in the market en-
vironment. The research results on local energy markets generally illustrate that the
actors involved can fundamentally benefit from a local energy exchange and that even
local self-sufficiency is possible to a certain extent. Bose et al. (2021) show, for ex-
ample, based on households at the same grid level, that actors within a local energy
market can cover 30-41% of their required energy demand from internal resources.
The internally purchased electricity quantities result in a monetary advantage for the
participants, as in this use case the average electricity price across all internal energy
inflows is approximately 8 cents/kWh lower. A complete renunciation of an external
power supply does not seem possible at present, apart from specific microgrid stud-
ies, which have already been discussed in Chapter 2.1.4. An area-wide self-sufficient
energy supply at the local level is therefore unrealistic, which is why local energy
management must also expand to existing energy systems and will not replace them.
In Paschalidis et al. (2012), a market-based mechanism is developed where the plat-
form operator offers regulation service reserves for the wholesale market, meaning
that there are also possible links between the local market level and the existing mar-
kets. Mengelkamp et al. (2018) analyse the development of electricity costs within a
local energy market dependent on the energy production generated by PV, which can
be triggered by a fluctuating number of market participants and weather conditions.
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The authors show that by steadily increasing the amount of energy produced, the av-
erage total electricity price for the players decreases continuously. Consequently, there
is an incentive for existing participants to acquire additional market participants. At
a certain point, the average total electricity price of the local energy market undercuts
the comparative price of external resources, so that participation in the local energy
market becomes increasingly lucrative.

2.2.3. Energy Communities

The exact description of what constitutes an EC and how such a community can be
distinguished from local markets is not yet clearly defined in the research on local
energy management. The European Union also discusses ECs in the European Par-
liament and the Council of the EU (2019) showing that no final definition for such
a community exists in this policy area, nor does it seem desirable at present. The
member states are only encouraged to work out the prerequisites and framework con-
ditions for a variety of possible communities, so that an EC can define its own purpose
in more detail. Example for this are the preference for renewable energies for energy
production, the scope of coordinated services between the participants (energy and
flexibility) or a more flexible design of the local catchment area of the EC. Therefore,
the basic direction of the EU only specifies that the community should enable local
energy exchange between participants to support the EU goal of transition to cleaner
and cheaper electricity. However, various repetitive key points can be found in the
ideas discussed in the research and thus give at least an indication of the direction in
which these communities may develop (see e.g., Koirala et al. (2016), Moroni et al.
(2019) or Lode et al. (2022)). A fixed membership based on geographical affiliation
or grid-related connection is usually not intended, as such a constraint on participa-
tion is unrealistic in the liberalised energymarket anyway. An EC therefore consists of
a collection of individually independent prosumers who join together as a group for
the purpose of local energy exchange. They therefore have the technical capabilities to
engage in local energy trading and are, in the best case, located in the same area. An
EC differs from a LEM in that no market mechanism is required for carrying out the
local energy exchange. The central entity, which is always present in these concepts,
regulates how the energy exchange between the participants is carried out. This type
of community manager could, of course, also make use of market mechanisms, which
is why many discussed concepts cannot always be clearly categorised.
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In their study, Moret and Pinson (2019) present a concept for energy communities
based on a community-based energy market. They investigate the benefits derived
from participants’ decisions influenced by a central authority and the associated fair-
ness in energy sharing. The authors use a decomposition-based algorithm to solve
the optimisation problem. The individual needs and costs for each prosumer as well
as the influence of the central entity on the benefit of the community are considered
separately. If each prosumer acts alone on the market instead of joining the commu-
nity and thus also acts internally, the aggregate total costs of the prosumers increase
by about 328%. Moreover, the authors show that the influence of the central entity
has a significant impact on improving the community’s performance (additional 16%
lower total costs). The community-based approach generates the best overall fairness
values compared to various tradingmodels. For example, in contrast to the individual
trading approach, the investigated fairness increases by a factor of six. Capper et al.
(2022) refer to these communities as community self-consumption markets. The par-
ticipants in such a community, together with a central entity, conduct internal energy
trading within a distribution network. The authors first state that this type of mar-
ket is mainly focused on creating financial incentives for participants by trading and
using locally produced energy as intensively as possible. Furthermore, according to
the authors, self-consumption markets can support the formation of smaller energy
communities within the energy market, as multiple operators can operate in such a
market environment seeking to increase the benefits of smaller groups.
Crespo-Vazquez et al. (2019) consider the decision problem of the central entity of
such communities more intensively, but include also internal and external energy
flows. The authors analyse the effectiveness of the community with stochastic op-
timisation, since exact data on prices and the internal energy load are unknown. Ad-
ditionally, scenarios with and without energy storage are considered. They show that
the community enables a more effective use of locally generated energy, as the sur-
plus can be distributed internally at lower cost (17% of local demand is met locally)
with the simultaneous effect of a peak load reduction of 5%. With storage taken into
account, the cost of energy supply for the actors decreases by a further 1.6%, as more
energy is available for internal trade. Compared to a P2P trading model, the costs in
the community-based approach decrease by 25% (with storage) and 23.7% (without
storage). Further studies demonstrate the benefits of energy storage for each actor or
in the local energymarket. In their work, Huynh et al. (2022) show that energy storage
significantly improves self-sufficiency by keeping energy locally available, thus reduc-
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ing wholesale purchases and peak load. These considerations are equally transferable
to mobile energy storage (e.g., e-cars), as Faia et al. (2021) show. They demonstrate
that the electricity stored in e-cars both reduces the peak load and trading this elec-
tricity to other local prosumers reduces the total cost of the community by up to 3.5%.
The studies presented show overall cost advantages for such communities and how
differently an EC can be structured. The central decision-maker can also be repre-
sented differently and be responsible for different tasks. The consideration of the exact
costs that are taken into account is sometimes critical, as values that are not relevant
for operational decision-making can also be included. This can occur when the exis-
tence of operational costs is suggested for electricity generation plants, even if these
are only calculative. An example of this would be when the investment costs of PV
systems are allocated to the operative costs. This leads to a distorted data-base and un-
dermines the validity of the results. The central decision-maker can also be described
in different ways and be responsible for diverse tasks. The evaluation of the study
results should also be considered critically when the savings achieved by the commu-
nity are analysed in more detail. If, for example, the total savings of the community
only consist of the summed savings values of the individual actors, this value has no
general significance for the success of the community. The total savings value only
highlights that individual participants in the EC can generate an advantage, which is
also possible in a LEM environment. When studies examine how the economic added
value for the community as a whole can be increased, it is sometimes unclear what
shares individual participants contribute to this success. This makes it more difficult
to verify how an equitable distribution of these savings can be carried out. Studies ad-
dressing this distribution can be found in Chapter 2.2.4. The beforementioned studies
considering participation in an EC, the individual participants no longer have any fur-
ther contracts, such as individual contracts with an ESP, but that the EC manages the
external energy exchanges. This creates an economic dependency of the individual
participants, which is theoretically possible, but falls short in an otherwise liberal en-
ergy market. Nevertheless, the studies give a good overview of how the sector can be
structured, what possibilities for diversification exist and how the community should
be structured for the studies in this thesis.
Verschae et al. (2016) present an energy management model for prosumers that takes
into account controlled and uncontrolled generation and consumption. Prosumers
are given the opportunity to plan their consumption, but also to manage possible de-
viations from their plan. In addition, they should also have the possibility to help each



2.2 Local Power Economics 27

other within a community to eliminate deviations. Chronis et al. (2021) present a re-
view of discussed models, mechanisms and concepts related to EC in order to present
their own tool. This tool is intended to investigate the economic advantages of a LEM,
which is deployed in a EC. It becomes apparent, however, that the calculations are
based only on the personal goals of the participants and not on the community itself.
Another important point that emerges in the study is that the term EC is also used to
define a boundary of the operational area rather than a concrete community.

2.2.4. Game Theory in Local Markets

Currently only a limited amount of game-theoretical studies is available for local en-
ergy management, as primarily concepts of the possible market design and the new
roles are in demand. The focus on LEM in research also prefers game-theoretical stud-
ies with non-cooperative characteristics, which is why the proportion of this literature
is also much larger, as Chapter 2.2.1 states. Zhang et al. (2020) present an algorithm
for a community-based local energy market. The trading behaviour of both suppliers
and demanders is modelled separately in a non-cooperative game to maximise the
utility of each player. The suppliers set their profit-maximising energy offers in re-
sponse to the amount of energy demanded by the consumers, while the consumers
set their energy demand in such a way that their cost-benefit ratio is maximised. The
market operator sends the data as the basis for decision-making to the respective play-
ers, whose individual payoff function depends on the strategies of the other players.
This results in a classic Nash procedure, which is solved with the Nash equilibrium
on both sides. The developed algorithm is terminated when suppliers and consumers
play their equilibrium strategy. It is shown that the algorithm increases the profit
of all players, since the prices obtained through internal trade are more lucrative for
both suppliers and demanders than those of an external ESP. A reduction of the net
load during peak periods is possible with this approach, as the demanders determine
the amount of energy according to their cost-benefit ratio, thus allowing demand to
be shifted to cheaper time periods. Amin et al. (2020) are developing an algorithm
for linking actors in peer-to-peer energy trading so that the best possible outcome
is achieved for both sides within a community. A preference list is created for each
actor, listing possible trading partners in descending order of achievable profit. The
algorithm then iteratively searches for a supplier for each buyer that does not have a
trading partner yet and maximises the trade for both sides. A Nash process emerges
inwhich the algorithm searches for the best response of the remaining suppliers to the
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best strategy of the demander, resulting in a trading contract. The authors show that
all actors make a profit compared to the initial situation without the algorithm, since
the external electricity price is higher than the electricity price achieved by the algo-
rithm. In addition, the market remains stable in terms of trading contracts, as there
are no contract defaults. Cui and Xiao (2020) investigate a community of buildings
that can act as actors on a P2P trading platform. The aim is to assess the efficiency
of internal trading as well as cost minimisation potentials for the buildings. Since the
individual owners of the buildings act selfish, the developed algorithm is considered
as a non-cooperative game. The Nash equilibrium is achieved here when all buildings
choose one strategy and no deviating strategy choice by any actor can improve its out-
come. The results show that the community can reduce dependence and interaction
intensity with external actors through internal energy trading. In the non-cooperative
studies, it is noticeable that authors consistently optimise the individual goals of ac-
tors and examine what individual effects occur when entering a local energy market.
However, as in the presented studies, community-based approaches are stated to be
investigated, although there is no consideration of a community perspective or defini-
tion of goals for a community. Furthermore, there is a lack of information on how the
peer-to-peer connections are structured and regulated so that dynamic markets can
emerge that do not respect the limits of the underlying physical infrastructure.
Cooperative game theory in local energy management is comparatively less repre-
sented, as competitive market designs are much more commonly studied. Neverthe-
less, some insights can be gained from the studies accessible so far, mostly related
to ECs. Long et al. (2019) model a cooperation in which the actors engage in inter-
nal and external energy trading and additionally have access to energy storage. This
decision-making is modelled by a nonlinear program, taking into account the Shap-
ley value to achieve a stable and fair distribution of energy costs and revenues for the
coalition actors. The authors compare their method with other algorithms (e.g., ’bill
sharing’) and find that the Shapley-based method ensures the fairest allocation and
an optimal control of the batteries. In addition, this method significantly reduces the
energy bills of all actors compared to traditional sales to electricity suppliers, as the in-
ternal sales price is lower. Wanapinit and Thomsen (2020) investigate the advantages
of cooperating with diverse energy sources. The designed mixed-integer program
aims to minimise the total costs consisting of energy import, emission and operating
costs. Then, game-theoretic approaches are used to distribute the achieved cost sav-
ings in terms of the Shapley value. The results show that total cost savings of 4-11%
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are possible through cooperation, and external energy purchases can be reduced by
12%without storage, and by up to 22%with energy storage. By using the Shapley val-
ues, the authors illustrate that fair savings distributions are possible in all cooperation
scenarios, so that all cooperations are stable. It should be noted that in special cases
the Shapley value is not in the core and thus the cooperation is not stable. Worst-case
surplus minimisation or nucleolus are then tools for determining stable Shapley val-
ues, as applied by Safdarian et al. (2021), among others. Azim et al. (2021) explore
a P2P trading model in a local energy market for ’Negawatts’, a unit of energy saved
through conservation measures and then tradable. Prosumers form communities in
this market sell the saved energy among themselves and to external trading partners.
The algorithm used aims to optimise the economic benefit/electricity consumption of
each actor in the community and is based on cooperative game theory approaches.
The simulation results show that prosumers can reduce their electricity bills by 10-
21% compared to a purely DR-optimised trading behaviour. The engagement in the
coalition has a direct impact on the success of the cooperation within the local P2P
market. Using the core and the Shapley value, the authors show that the coalitions
are stable.
It is noteworthy that the studies only focus on optimising total costs and that a full
cost approach is chosen for this. This means that operationally unnecessary costs
are allocated to the energy generation plant and thus included in the optimisation
process. Furthermore, it is insufficiently conveyed that cooperation with suppliers
and demanders in the local energy sector does not truly allow for a classical game-
theoretical view of cooperation. Since both sides of a market are bundled and added
value is created from this cooperation, this game also has a non-cooperative compo-
nent, which is considered in this thesis. The literature review can only refer the work
of Fuentes González et al. (2020) and the thesis of Fuentes González (2019), which use
biform games to assess the benefits of collaborative energy projects and explore such
connections in the energy sector. The cooperative component there is based on the
project that can only be carried out jointly, while the participants themselves compete
for electricity.

2.2.5. Conclusion of the Literature Study

In general, the literature review shows that the field of local energy management is
very diversified, but a focus on LEMs is clearly evident. Mixed forms between indi-
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vidual local organisational forms are also possible but are rarely identified as such.
This is not surprising, as the transitions can be fluid, due to the still missing clear def-
initions for LEMs or ECs. However, there are occasional attempts (see Mengelkamp
et al. (2019)) to change this, but accurately classifying a concept and finding whether
it explicitly exists in this form remains challenging. The already increasing number
of publications does not simplify the classification. If mathematical optimizations are
used, they are designed quite superficially and the studies are limited to simple state-
ments on the economic added value or the market mechanism used. If, on the other
hand, more comprehensive problem structures are chosen, it can be observed that
subproblems are not fully identified or analysed. Influences of the individual sub-
problems can thus only be examined with difficulty and an incomplete analysis of the
overall problem results. Holistic approaches that put the problem together piece by
piece and explicitly analyse sub-problems are rare. The focus on cost minimisation
for operational optimisation is also critical, as the costs used are not based on the ac-
tual costs of energy production, but are allocated from other costs, such as investment
costs. However, this mixing of strategic and operative planning levels is not purpose-
ful.
This thesis will therefore not align itself with the weakly defined constructs, but in-
stead presents a concept that provides the desired functions that are considered realis-
tic. However, it is not excluded that this concept is already discussed under a different
name3. The concept itself is only a framework for achieving the primarily intended
objective to provide the holistic economic analysis of such a system that is missing in
research literature. The centrally organised community presented in Chapter 2.3 has
a certain similarity to an EC, especially due to its cooperative nature. However, the
concept is to be based on the P2P connections of the participants, as in a P2P mar-
ket. In contrast, the connections are not created through interaction of the individual
participants but are based on the decision by a central entity. Therefore, a hybrid en-
vironment occurs that aims to utilise the advantages of each of the concepts discussed
in the research. This environment will then be used to conduct a comprehensive op-
erational analysis of the resulting system. In doing so, from simple internal connec-
tions in Chapter 3 to the use of flexible solutions in Chapter 4, a holistic modelling
concept is to be developed, which is brought together piece by piece, iteratively pro-
viding new structural insights into the system. The resulting comprehensive decision
support for such a community is based on the values that are especially relevant for

3See Hildebrandt et al. (2024), currently under review for the Journal Energy Economics
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decision-making. Finally, a first approach is integrated in Chapter 5 to discuss stabil-
ity and distribution of the achieved revenues for such a cooperation. A full analysis
of game-theoretic approaches is beyond the scope of this thesis, but is left for future
research.

2.3. Virtual Economic Units

In this thesis, it is considered that a general VEU environment consists of a limited
number of associated participants that are allowed and able to cooperate as an eco-
nomically linked entity. The individual participants are located in the same local grid
area, whereby a direct physical connection between every participant is not manda-
tory. The usage of existing grid infrastructure is therefore inevitable and makes com-
munication and coordination with DSOs necessary. The DSO itself will have to be
refunded for the use of its resources. However, consideration such a fee for the opti-
mization of a VEU only is needed if the fee is impacted by the decision. This would be
the case if the fee rate is scaled and the allocated level is settled according to the degree
of usage. In practice, fee rates are usually non-negotiable, regulated or restricted by
supervisors, and fixed rates are common. They therefore offer often no added value
for the optimization of a VEU and thus this thesis will not consider these costs. It
should also be noted that the grid infrastructure has to handle the same power flows
of the participants in any case (without the VEU via the ESP). Thereby, which con-
tractual partner of a participant ultimately exchanges which energy quantities is not
relevant for the fee calculation by the DSO.
In the current energy exchange environment, it is not possible for consumers or pro-
sumers (end users) to have multiple contract partners. As long as they are connected
to the electricity grid, their energy exchange is therefore only carried out by one ESP,
but this ESP can be freely selected. If no ESP is actively chosen, a basic energy ex-
change usually exists automatically (for example, as in Germany). This type of basic
contract is usually provided by the local grid operator, who act as an ESP in this case.
However, it is possible to leave the basic energy exchange and switch to another ESP
at any time. In the future, it will be possible for end users to have several contractual
partners in parallel and to diversify their energy exchange in this way. However, the
policy proposals and objectives so far are only aim at empowering local end users to
become more active and to enable more local (direct) energy exchange. These two
objectives, though, do not impose any obligation on local end users. This thesis there-
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fore assumes that, regardless of these new possibilities, there still will be some kind
of basic energy exchange or basic contract partner with an ESP that ensures energy
exchange for the end users. The basic contract with the ESP and the tariff conditions
at hand will therefore be used as central comparison values in the further course of
this thesis in order to evaluate the optimization potential. The economic connection
of the participants with the cooperation and with each other is therefore of a virtual
nature in two ways, which is why a virtual economic unit is created. A direct physical
connection between the participants is not required and, in addition to the contractual
obligations to exchange energy with the cooperation, parallel or alternative contrac-
tual partners are also permitted and necessary. There is no exclusive connection to the
VEU.
Figure 2.6 illustrates the potential monetary and energy flows in a future extended
energy exchange environment. As before, the energy flows (red arrows) are limited
to the middle vertical axis from the generators via the grid operators (red circles) to
potential end users. What is important here is the enabled bidirectional energy flow
between end users and DSOs, which makes local trading possible in the first place.
Theoretically, bidirectional energy flows up to the TSO are also possible with new con-
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trol options. Such a supra-regional component could be used to export local surpluses
to other areas. However, a trading like this requires interaction with a wholesale mar-
ket, which is usually not available for local actors. In this thesis, due to the focus on
local energy management, this approach is not further analyzed. The actors in the
figure that are not involved in the physical energy flow only trade the commodity
electricity (black arrows for monetary flows). Traditional energy trading is depicted
in the upper vertical axis and shows how large generators and ESPs trade their en-
ergy quantities on wholesale markets in order to meet the demand of end users. The
wholesale market participants are naturally also BRPs and have to pay penalties to
the respective grid operators for deviations from their planned and submitted energy
portfolio but are able to delegate their responsibilities to external services.
The local trading opportunities are shown in the lower segment of Figure 2.6, with the
LEMs as the central market platform on which end users can become active, either
personally or aggregated via aggregators or community-based cooperations. For the
locally traded energy quantities, this thesis assumes that there has to be a localized
BRPs, who are responsible for the portfolio. This can be the LEM (operator) or local
communities like ECs and VEUs. Although such communities also aggregate end
users and thus should be able to trade their energy quantities at a LEM, they are also
able to manage the energy quantities of the participants themselves. Therefore, this
thesis assumes that a community will be responsible to the grid operators for these
self-organized energy quantities. It also follows that more active end users or a VEU
will have to take more risk for the opportunities gained in the future. This is not
necessary in traditional energy trading for end users, as the ESP bears the full risk of
the contracting parties. For a usual, long-term guaranteed tariff, the ESP offers end
users to fully exchange their electricity at any time. However, the ESP does not have
access to the exact data and plans of an end user, so the ESP estimates consumption
and production in case of uncertainty. Price differences in wholesale energy markets
therefore have a direct impact on the ESP’s profit margin, and in case of deviations
from the forecast energy quantities, the ESP pays the corresponding penalties. Now,
the more active end users become, the more of this risk they must take on themselves
for the potential savings or returns. They will then bear the price risk and will also be
penalized for deviations in the traded energy quantities. A community such as a VEU
will even have to act as a local BRP for energy quantities it manages directly. How
the community passes on or distributes any costs of this responsibility is relevant for
participants of such a community.
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Summarized, active end user will either have to bear more risk or at least share infor-
mation and data with central operators like aggregators or their community platform
like a VEU so that they can reduce their risk. The inevitable acceptance of these risks is
another reason why this thesis assumes that there still must be risk-free basic services
provided by ESPs. Moreover, it is highly questionable to assume that this central and
lucrative business segment of ESPs will simply be abolished in the future. The polit-
ical will to enable local competitors and thus increase competition in general seems
realistic, but not the closure of an entire business sector.

2.3.1. Cooperation Characteristics and Objectives

As an economic entity, the goal of a cooperation such as the VEU is to maximize the
possible overall revenue for the whole community, and thus all participants. In a tra-
ditional cooperation, this would mean that a group of suppliers or consumers in a
market environment join forces in order to maximize their profits or minimize their
costs, respectively. A VEU, in contrast, is a hybrid cooperation that aims to pool sup-
ply and demand at the same time. In this case, participants are able to use their in-
ternal resources to meet their needs before using external sources when this is more
profitable. The VEU concept allows such a revenue-orientated hybrid cooperation be-
tween these heterogenous participants by considering P2P connections. Unlike a P2P
market, individual negotiations between participants in a VEU are prohibited and a
central decision on preferred P2P connections between two individuals is enforced.
The central decision maker in a VEU is defined as central unit operator in the fur-
ther course of this thesis. It has to be ensured that such central decisions are both
optimal for participants and achieve the highest possible total revenue for the entire
community. This form of energy exchange mechanism cannot actually be classified as
a classic energy market, as the participants do not place individual bids. The clearing
of trading volumes, on the other hand, can work in exactly the sameway as in a classic
two-sided auction mechanism in the clearing phase. Instead of the determination of a
market clearing volume and market clearing price (as described in A.3) a VEU relies
only on the P2P connections to clear the internal energy trade volumes. The decision
which P2P connections should be established on is based on the potential savings of
a connection which is determined by the difference of the individual tariff values in
the contracts of the participants with their ESP. Due to the focus on the operational
management of a VEU, this is the only appropriate basis for decision-making, as long
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as the energy generation has no variable production costs to consider (which is the
case for photovoltaic (PV) or wind sources).
This deviates from the widespread use of full cost accounting for decision-making in
this research area. Allocating strategic costs and using such values in operational op-
timization leads to misleading decisions. The goal of operational planning must be
to use the best possible resources for operations in such a way that the best possible
result can be achieved. Strategic costs (such as investment costs) have been weighed
in strategic planning and are no longer relevant. This thesis therefore only considers
production or generation costs if they are relevant for decision-making. Valid oper-
ational insights are also important for strategic decisions in the future, because their
operational values serve as the basis for a meaningful decision there.
For the energy exchange mechanism of the P2P connection, each participant will be
classified in one of two groups at any given time, either as an energy consumer or
an energy supplier, depending on their current individual energy load. It should be
noted that this implies that an allocation change of a participant is possible over time,
but not within the same point in time. Thus, a supplier cannot decide to be a deman-
der instead. It is further assumed that a customer’s personal energy demand must
be served first if local energy generation is present, implying that no participant can
be in both groups at the same time. In case no supplier is present at a specific point
of time, no energy exchange mechanism is needed in that time period. This system
aims to predict the likely individual profit and information use to convince potential
participants to join. However, as the participants remain independent at the same
time, it is essential to know their exact impact on the VEU. This impact consists of
their isolated performance and/or additional contributions to the achievement of the
overall revenue objective. Knowledge of detailed information for each participant is
an important input for economic decisions in this cooperation entity, as it is crucial
for negotiations among themselves or with external parties. The VEU concept devel-
oped can be applied to various economic cooperation problems where aggregation
of resources is an essential part of cooperation, but individual influences also play a
role. It therefore also combines the cooperation aspects of an EC and the allocation
advantages of a P2P market.
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2.3.2. Options of Bundled Presence

In general, the aim of a community or cooperation is to increase the market position
or negotiation power through the bundled presence. The concept of a VEU as an eco-
nomic entity with a bundled presence is no exception to this possibility, as in principle
it is an option for such a cooperation to actively participate in local markets or to act
as the sole contractual partner to an ESP. Due to the partial independence of the par-
ticipants, the latter option is not very likely to be considered. As a result, participants
would have to bind themselves more strongly to the community and would still be
obliged to only one contracting party, which counteracts the desired diversification of
energy exchange. A function of the VEU as a single contracting party is also not bene-
ficial for the ESP involved which would still have to bear the price risk of the markets,
but could be forced to make concessions due to the greater negotiating power of the
community. Above a certain size of the community or the amount of energy negoti-
ated there, contracts with more flexible tariffs are an option, but then the ESP could
be completely omitted and the community itself is directly responsible for the entire
energy exchange of the participants. The potential influence of such a function of the
VEU is thus not a purposeful examination object for this thesis and will be neglected.
The concept of actively participating in localmarkets with the VEU, on the other hand,
can be much more expedient. The reason for this is that in addition to managing the
internal energy flows, a likewise local option can be used to further increase the sav-
ings of a VEU.However, for a detailed andmeaningful analysis of this external option,
a definition of how local markets will ultimately function and available price data as
comparative variables are missing. Derivation from wholesale prices is not expedient
here, nor is the knowledge that the day-ahead concept of the common energy markets
is very likely to be adopted. The focus of this thesis is on the internal energy flows and
the implications for the local energymanagement of the VEU itself anyway, so a larger
investigation of external possibilities is therefore beyond the scope. Nevertheless, it is
a useful reference point to examine what impact the optimization of internal energy
flows will also have on possible external connections. This is therefore discussed in
Chapter 3.2.
In the end, a VEU must ensure an equitable distribution of savings between partici-
pants according to their contribution to the result achieved. This is less of a problem
in markets where it is more the trade prices that need to be addressed and how they
emerge. For potential participants there is no incentive to join a VEU if there is no im-
provement in their own monetary situation after entry. This will be discussed in the
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case studies in each step of the thesis, but will be analyzed in more detail in Chapter
5.

2.3.3. Consideration of Uncertainties

In the course of the thesis and in future practice, a number of uncertainties cannot
be avoided since energy quantities can only be predicted to a certain extent by active
end users. In market-based scenarios, occasional strongly fluctuating energy prices
have to be considered, which entail additional risks, but also opportunities. ESPs are
basically active aggregators of demand so far and rely on economies of scale because
they can only forecast the demand of the individual household with difficulty. This
can change with a longer affiliation of a customer to the individual supplier, as the
supplier then has more data available compared to a new customer. Apart from this,
it is possible for the ESPs to use the average energy quantities of an area in such a way
that, with adjustments from the data of their own customers, a robust planning for
their interactions on the energy markets can be set up. If an ESP has many customers
in the same area, individual deviations of the customers are less decisive for the total
forecast energy quantity and thus the risk of having to accept an overall deviation
that needs to be corrected also decreases. A VEU, on the other hand, will have to
use rather small-scale planning and has to analyze the local energy quantities very
precisely. The background to this is that the number of participants will be smaller
and balancing effects in the forecasts cannot be used to the same extent. In return,
though, theoretically more data is available to the VEU if the participants accept this
for their own additional purpose. The more detailed planning of a VEU thus has
concrete advantages, because energy flows can be allocated more precisely and it is
possible to act or react better. Nevertheless, for good planning it remains inevitable to
define concrete steps on how to react to the uncertainties present in the system.
Thefluctuations in energy quantities, which are also relevant for this thesis, are amongst
others also addressed in literature with stochastic models (see e.g., Tsaousoglou et al.
(2022)).
and are thus also an option for a VEU. It is quite practicable to run through different
scenarios and on this basis make a weighted decision or a decision weighed according
to risk affinity. In the energy sector, however, the possibility of forecasting methods is
often used in order to be able to subsequently use deterministic values. Deterministic
values offer various advantages in the possible design of problem-oriented decision
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support and optimizationmodels, both in terms of time-criticality andmethodological
possibilities. The problem structure that is the objective of the analysis, however, also
sets limits here or demands formulations and methods that can be disadvantageous
in turn. This is also the reason why this thesis first limits the entire problem structure
that can be considered in a VEU to essential components in order to then iteratively ex-
pand them. The formulations are intended to represent the core of the extensions and
offer further insights for an ultimately comprehensive overall view. For this purpose,
the thesis also applies forecast-based deterministic values for its case studies and the
decision support models provided are also designed to benefit from this type of data
provision.
The quality of forecasting methods obviously has a significant impact on the planning
in a system as it ultimately depends on it. However, the focus of this thesis is not
on developing a method for providing the best possible forecasts as this is already
an integral part of other research and therefore the forecasts in this thesis are based
on this research. Nevertheless, an overview of alternative possibilities will be given
before the applied method is briefly described.
In some literature, a distinction may be made as to whether the techniques applied
are more for short-term and long-term forecasting. However, basically the methods
can be used in both cases. The two dominant methods here are approaches based on
regression models as in Bacher et al. (2009) or Ghelardoni et al. (2013). The latter
use a new procedure for a long-term forecast in which they use the empirical mode
decomposition method to split the time series into two sets. This serves for the use
of trends and local oscillations of the energy consumption values separately. These
two sets are then used to train a support vector regression model. In recent years,
the use of neural networks as a method for short-term forecasts has been increasingly
investigated. Bakker et al. (2008) use neural networks techniques to predict the heat
demand of individual households needed to determine the energy production of mi-
croCHP plants. Ravichandran et al. (2016) also rely on an artificial neural network
based energy forecastingmodel tomodel the plants of a virtual power plant. Jogunola
et al. (2022) show the current state of research in this area and present a hybrid deep
learning framework to forecast the energy consumption of different building types.
Commercial and domestic buildings are considered and even different countries are
investigated.
For this thesis, the profile generator, based on the studies fromHoogsteen et al. (2016)
is chosen to generate the energy load profiles of the VEU.With this tool it is possible to
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select different input data directly. These include the number of days to be simulated
and a randomization seed. The penetration of the PV systems among the participants
can also be selected and, for some special devices their concrete consumption values4
can be specified. Which participant has a PV system is randomly assigned based on
the penetration selected, the orientation on the roof is randomly chosen using a trun-
cated Gaussian distribution within predefined bounds. The geographical location of
the neighborhood can also be specified, as well as the composition of the neighbor-
hood, whereby households can be categorized into seven different household types.
For each household or each resident simulated there, an occupancy profile is defined
by a simple behavioral model. The exact schedules of the occupants are generated
by a truncated Gaussian distribution, which is also used to determine the power con-
sumption of non-controllable appliances. The PV equipment is randomly distributed
over the households and the orientation on the roof is randomly chosen using a trun-
cated gaussian distributionwithin predefined bounds. The settings for a possible data
generation of electric vehicle (EV) and ESS are not used in the thesis, but generated
separately. The large selection of possible settings and good forecast values leads to a
well-differentiated database with realistic values for the case studies.

4This is due to the actual purpose of the generator for DSM studies.



3. Energy Exchange

The virtual economic unit (VEU) as a community should be able to control and dis-
tribute the internal energy quantities of its participants in such a way that, primarily,
an economic added value can be generated and this energy is usedmore efficiently lo-
cally. As long as the participants give the necessary permissions and the technical con-
ditions are given, the direct internal energy exchange through peer-to-peer (P2P) con-
nections between these participants provide the basic opportunity to influence energy
flows within VEU. In Chapter 3.1, therefore, the key part of the approach developed
for this thesis is designed and investigatedwith reliance on these P2P connections and
without any other impacts. The focused consideration on the core property shall allow
further conclusions on possible extensions and eventually external connections that a
VEU could also enter. External energy exchange, away from basic contracts with an
energy service provider (ESP) means active trading of internally available resources
through probably bilateral contracts or auction mechanisms, as they are common in
the energy sector. However, due to the unavailability of local powermarkets, and since
a VEUwill not operate in wholesale markets, an intensive investigation of operational
possibilities in this area is only speculative. Chapter 3.2 therefore investigates whether
the insights of internal energy exchanges can be used for a generalized strategy in ex-
ternal markets.

3.1. Internal Energy Exchange

The internal energy exchange, and thus the possibility to manage the energy of the
participants locally, is a basic scenario type for this thesis. This basic setting breaks
down the overall system to the simplest core task and initially allows only one de-
viation from the previous energy exchange with the individual ESP of the partici-
pants. Here, internal means that only participants of the VEU are considered and the
bundling of the internal supply is used only to satisfy the internal demand. Demand
or supply that is not internally used is then handled by the ESP of the respective par-
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ticipant. The formulation developed for this purpose is intended to serve as a basis
for the further modular design of the system, when the VEU and the participants are
given more options to make the energy exchange more efficient. For this, the opti-
mization problem is first presented using the mathematical formulation in Chapter
3.1.1, before the structure is analyzed in more detail in Chapter 3.1.2. The goal of the
analysis is to learn more about the structure of the problem and provide a more ef-
ficient algorithm that can exploit this structure, and by that making it applicable to
more complex extensions. Subsequently, the model and algorithm will be used for a
case study in Chapter 3.1.3 to investigate the economic implications of the systemwith
realistic data. The findings of the studied internal energy exchange are then summa-
rized and discussed in Chapter 3.1.4.

Chapter 3.1 is based on joint work conducted by
Benjamin Hildebrandt, Johann Hurink and Michael Manitz,

accepted and published in Journal Energy Economics,
cited here as: Hildebrandt et al. (2024).

3.1.1. Basic Optimization Problem and Mathematical Formulation

In this section, we present the basic model for the optimization of a basic VEU en-
vironment. Given is a set, N , of associated participants of the VEU, which are all in
the same local grid area. The core objective of the VEU is to support the local con-
sumption of energy generated within the VEU, which supports a better integration of
locally generated energy and avoids grid congestion. The model assumes a planning
horizon which is discretized into T periods, where every period t ∈ T := {1, . . . , T}
represents a time interval of time minutes. In each period, participants have a given
individual demand or supply of energy. Note that these values are the essential pa-
rameters of our problem. They are in general not exactly known during the planning
phase, and therefore predictions have to be used for these values. Note, that there are
many possible approaches to obtain such predictions (see e.g., Hahn et al. (2009); Ke-
les et al. (2016); Ghelardoni et al. (2013)), however, these predictions are beyond the
scope of this research. We denote the predicted load of participant n ∈ N for time pe-
riod t ∈ T by plt,n ∈ R, where negative values represent energy demand, and positive
values energy supply.1

1Note, that the personal energy demand of a participant is always served first when local energy
generation is present, implying that no participant can have supply and demand at the same time.
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In the initial situation, each participant n trades its energy load plt,n with an external
ESP based on the conditions of its individual service contract. This contract specifies
the individual tariff conditions for the purchase or sale of energy. We assume different
prices for purchase and sale (common practice in most countries), and we also con-
sider prices per unit which may depend on the amount of energy (which is assumed
to be common practice in the future). Finally, the individual contracts of the partici-
pants may differ from each other and may also depend on the time period. Formally,
for participant n ∈ N and time interval t ∈ T these tariffs are defined as follows:

vt,n(plt,n) =

srt,n(plt,n) · plt,n, if plt,n ≥ 0

drt,n(plt,n) · plt,n, if plt,n < 0 .
(3.1)

Hereby a distinction is made between the individual supply rate srt,n(plt,n) and de-
mand rate drt,n(plt,n). These rates depend on the amount of supplied or demanded
energy plt,n and, in general, the supply rate is smaller than the corresponding demand
rate, i.e. srt,n(x) < drt,n(y) for all x > 0 and y ≤ 0. Based on the given loads of the
participants, the initial balance of the VEU for the whole planning horizon can be cal-
culated by summing up all values of vt,n(plt,n) over all time periods and participants.
The aim of the cooperation now is to improve this initial balance by coordinating P2P
trades between the supplier subset s ∈ St ⊂ N and consumer subset d ∈ Dt ⊂ N in a
period t. To achieve the best possible balance value in this constellation and to reach
the optimal system state (i.e. a maximum cost reduction or increased earnings for the
overall VEU), a coordination of trades is necessary. We call this the energy load adjust-
ment (ELA) mechanism, which decides how much energy is exchanged between the
participants. We denote these amounts by balt,s,d and they form the decision variables
of the ELA. Asmentioned, we only allow energy flows between the supplying and the
demanding side, but not within the same group. As a result, we get a setBt = (St, Dt)

of all possible pairs where energy may flow in a period t. At the end, if we sum up
all inflows or outflows of a participant n ∈ N in period t and offset them with the
predicted load value plt,n, we get the optimized load olt,n of participant n in period t.
More formally, we have:

olt,n = plt,n −
∑

(n,d)∈Bt

balt,n,d +
∑

(s,n)∈Bt

balt,s,n ∀ n ∈ N, t ∈ T . (3.2)

Note, that dependent on whether n is a supplier or consumer in period t, one of the
two sums will be zero. As these optimized loads olt,n are the loads which get pur-
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chased from / and sold to the external provider, the objective function for the ELA
mechanism results by replacing the predicted energy load values with the optimized
ones. If we then maximize the sum of these computed values, we get the optimized
balance value of the VEU for the given planning horizon:

maxZ =
∑
n∈N

∑
t∈T

vt,n(olt,n). (3.3)

As mentioned, we do not allow arbitrary ELAs between supplier and consumer but
restrict these flows in such a way that during a given period no participant changes its
role (i.e. you can only sell your surplus of energy or buy your deficit of energy from
other participants of the VEU). This can be considered as a reasonable restriction as
otherwise the participant with the best conditions could purchase the whole energy
demand of the VEU by its external ESP and distribute it via the ELA mechanism.
We can integrate this constraint by adding inequalities, which are modifications of an
open transportation problem Bazaraa (2013):∑

d∈Dt

balt,s,d ≤ plt,s ∀ s ∈ St, t ∈ T (3.4)∑
s∈St

balt,s,d ≤ −plt,d ∀ d ∈ Dt, t ∈ T . (3.5)

The resultingmodel allows every participant to have various connections to other par-
ticipants to satisfy or to provide demanded energy load in the VEU, depending on
their associated role in a given period. Note, that dependent on the given situation,
the presented model can easily be extended to incorporate other technical or econom-
ical constraints.
In addition, the achieved coordination of energy tradeswill not affect the overall amount
of energy load of the VEU in each time period but reduces the amount of energy load
the individual participants exchange with their external ESP. As such, implementing
the solution of this problem for a given time period does not directly support keeping
energy local. However, having an integrated look at the optimization problems of dif-
ferent time periods may give a participant insight how cost savings may be achieved
by moving loads or demands between time periods. To allow this, it is crucial to have
good structural insights into the solutions for the basic ELA mechanism.
Since the introduced model introduces no correlation between the different periods,
it is possible to solve each period individually. Furthermore, due to the resulting bi-
partite structure in each period t, there are interesting properties in this structure that
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we consider in more detail in the next section.

3.1.2. Maximum Saving Flow Algorithm

In the model for a basic VEU introduced in the previous section, we can solve each
of the periods separately. The resulting problem for each period can be categorized
as a modified minimum cost flow problem (see e.g., Bazaraa (2013)), with restric-
tions as given for transportation problems but with a specific objective function. In
the case that the objective function is linear, this structure allows us to develop a very
efficient algorithm, which also gives a solution fulfilling some other important prop-
erties. Therefore (from now on) we consider drt,n | n ∈ Dt and srt,n | n ∈ St to be
independent of the energy amount plt,n, i.e. they are constant for time period t.
Note that now the problem under consideration is, at its core, a simple two-sidedmar-
ket for which basic mechanisms such as auctions can be used to determine the market
clearing price and the corresponding market volume for the given period. However,
this does not specify settled direct trades between suppliers and consumers, but only
trades between the participants and the market, which means that no concrete peer-
to-peer trades are determined. Although this may not be seen directly as a problem,
it is the core of several disadvantages. On the one hand, due to the smaller number of
players involved in such local settings, the market clearing price can react quite sensi-
tively to minor changes in the given load values, as these changes can mean a swap of
the market clearing price from the cost parameter of one participant to that of another
participant. This is considered a drawback and gives individual participants or small
group of participants some possibilities to influence the market clearing prize. On the
other hand, since the difference between purchase and sales prices is generally quite
large, market-clearing prices are much higher in the case of demand overshoot than
in the case of supply overshoot, which can be seen as an undesirable discontinuity in
the market setup of a local VEU.
To overcome the disadvantages of a direct two-sided market approach but still reach
the same maximum cost reduction or increased earnings of the VEU, we propose a
market mechanism which also specifies exact allocation of trades between suppliers
and demanders (which in the mentioned auctions, is not needed). Thereby, this allo-
cation is chosen in a way that allows for a wider range of internal price mechanisms
within the VEU, includingmechanisms that are less sensitive to changes in individual
supply and demand values and individual prices. In particular, if a VEU decides not
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to allocate revenue via the market clearing price but via a fixed allocation of shares in
the settled trades (possibly even including a share for the VEU), the exact allocation
is mandatory. In summary, the advantage of the proposed allocation over a distribu-
tion by a market clearing price is that it determines a specific allocation of trades from
the set of all possible allocations leading to the maximum savings of the VEU. This
effect allows a broader spectrum of internal mechanisms of settling the payments and
earnings, which are more robust against distribution-related manipulations.
In the following we first consider the optimization problem of a VEU for a single
period and formulate it as a modified minimum cost flow. For a given period t let
Gt = (Nt, Et) be a bipartite network with node set Nt representing the participants of
the VEU. As mentioned in Chapter 3.1.1, the participants can be divided depending
on their role as supplier or consumer in period t; i.e., we have Nt = (St, Dt). Further-
more, for each node the corresponding supply or demand is specified which limits
the total possible energy flow on edges out or into a node. The edge set Et in turn
represents potential energy trades between possible pairs of suppliers and consumers
implying that Et = {(s, d)|s ∈ St, d ∈ Dt}. With every edge (s, d) ∈ Et an individ-
ual saving rate ws,d,t is associated, which reflects the advantage of an energy flow of
one unit between s and d in t; i.e. how advantageous it is to trade energy via this
connection for the given time period t. This rate depends on the difference between
the demand and supply rates of the associated participants (nodes) and is given by
ws,d,t = drt,d − srt,s. As we look at each period individually, the resulting structure for
every saving rate matrix wt,s,d is that of a transportation problem for which a maximal
overall saving has to be determined.
The specific bipartite structure of the above problem incorporates a useful property.
More precisely, a saving rate matrix w ∈ Ra×b is a Monge matrix, if it fulfills the fol-
lowing Monge property (see e.g. Burkard (2007)):

wsd + ws′d′ ≤ wsd′ + ws′d, 1 ≤ s < s′ ≤ a ; 1 ≤ d < d′ ≤ b (3.6)

If we sort the supplier nodes s ∈ St in ascending and the consumer nodes d ∈ Dt

in descending order of their associated tariff parameter srs,t or drd,t, it is easy to ver-
ify that this sorting procedure leads to a saving rate matrix w that fulfills the Monge
property. It is known, that some problems become particularly easy for Monge matri-
ces, like the already mentioned transportation (network flow) problems, as they can
now be solved by a simple greedy procedure. For our specific problem the optimal
solution can be computed in O(n + m) time, similar to the north-west corner rule in a
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transportation problem (see e.g. Burkard (2007)). Before we discuss the resulting al-
gorithm in detail, we show the sorting procedure with a small example. For this, the
following associated and sorted tariffs drt,d = {(30, 29, 28, 27, 26)} for the demanding
side and srt,s = {(10, 11, 12)} for the supplying side are given. The corresponding
saving matrix ws,d,t is presented in Table 3.1. Note, that the resulting matrix is sorted
lexicographically.

ws,d d1 d2 d3 d4 d5
s1 20 19 18 17 16
s2 19 18 17 16 15
s3 18 17 16 15 14

Table 3.1. Example of a Sorted Weight Matrix

Demander Supplier

Ascending
Order

Descending
Order

Abort Criterion

Edge Weight

Optimal 
Edge Values

Figure 3.1. Maximum Saving Flow Algorithm

To solve our problem, we can now take advantage of the Monge properties and the
structure of the pre-sorted saving rate matrix ws,d,t. In an iterative approach we select
the most profitable edge (s, d) ∈ Et which is always the node pair in the north-west
corner of the saving rate matrix ws,d,t. As long as the saving value of this possible
connection is positive (ws,d,t > 0), we establish this edge. Otherwise, we can terminate
the algorithm since also all other node combinations cannot yield a positive saving
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hereinafter. For the established edge, we determine the maximum possible energy
flow value balt,s,d of this edge, which is given bymin(plt,s, plt,d) and assign this flow to
the edge. Additionally, we update the remaining available energy supply/demand of
the two involved nodes s and d. Note, that this implies that at least one of the nodes
will get saturated, meaning that its pl-value gets 0 and that the corresponding row or
column in the saving rate matrix ws,d,t can be deleted. Therefore, in the next iteration
again, the edge (s, d) ∈ Et in the north-west corner of the saving rate matrix w is the
most profitable to establish. The Monge property ensures that in this way we get the
optimal solution for the considered period, i.e. the optimal values for the decision
variables balt,s,d. It is worth mentioning that this procedure does not lead to crossed
edges between the two sets (see Figure 3.1 for a visualization of the algorithm based
on the underlying graph structure). Furthermore, it is not necessary to compute the
whole saving rate matrix for the algorithm, because the sorting procedure ensures we
need to consider only the value of the current north-west corner.
The Monge property and the possibility to use the North-West Corner Rule lead to
another positive side effect, besides the fact that in each step the trade with the re-
maining maximum saving is settled. Moreover, market participants have no incentive
to choose other, still possible trading opportunities as long as the market rules for de-
termining the distribution of savings among the participants involved in a trade are
monotonically increasing in the total savings for both participants. Note, that this is
the case when both participants get a specified percentage of the savings, but also the
case when a market clearing prize is used. Furthermore, note that in case the par-
ticipants get a specified percentage of the savings, the resulting solution is a stable
solution in two aspects: on the one hand, no pair of participants exists which by a bi-
lateral agreement have an incentive to change their trading scheme (not both can get
of better at the same time), and on the other hand, a small change in the supply or de-
mand values of individual participants can not lead to larger changes in the payment
schemes. This robustness is an important property for such local market schemes or
particularly for cooperations, and is not given when an auction-based scheme is used.

3.1.3. Case Studies

In the previous sections we presented a basic model for a VEU and an efficient cor-
responding algorithm to determine the optimal energy flows within the VEU. In this
section the aim is to evaluate this VEU concept for realistic scenarios, so that we can



48 3 Energy Exchange

analyze how much local energy trading is possible, how and which parameters in-
fluence the market volumes and to what extent the VEU can benefit from the local
trade. To achieve this goal, we determine the operational outcome of a VEU in dif-
ferent seasonal scenarios (one scenario for each of the four seasons) and in scenarios
which differ in the composition of the local market. For our case studies we generate
a heterogeneous composed VEU that consists of 100 participants. All of them are con-
nected to the same local part of the distribution grid and have a contract to purchase
their energy consumption or to sell their energy production via an external ESP.
In order to work with realistic scenarios, we create energy load profiles for the partic-
ipants by a profile generator, based on studies from Hoogsteen et al. (2016). To get
a good diversification of the household structure, we use all provided profile types
which the generator offers (they differ in household size and the work status of the
residents). For each scenario we create energy profiles for 3 days subdivided in in-
tervals of time = 15 minutes resulting in 288 time periods. For the local generation
of energy we only consider photovoltaic (PV) panels. In our basic setup, only 50% of
the participants are equipped with this supply option. To examine the influence of
the market composition, in a second step, we vary this fraction of suppliers within the
VEU to 25% and 75% for two of the seasonal scenarios. In the base scenario storage
options are not included at all. Finally, the climate data used is based on the Berlin
area2.
For the economic part we use individual linear tariff structures for each participant,
which are based on a triangular distribution. Wewant to achieve not only similar price
levels for all participants in the planning horizon, but also a realistic price diversity
between the individual participants. The mean value for this distributions is based
on the average purchase tariff, respectively the average sale tariff in Germany3 with a
deviation of 20% from these mean values for upper and lower limits. A consequence
of this parameterization of the distributions is that the two price intervals are disjoint.
This effects the problem instances, in the sense that the tradeable amount of energy is
not affected and is therefore equal in all cases. As a result, the abort criterion within
the algorithm always states that there is no more supply or demand available in the
market.
The used algorithms (model.py and maxflow.py) and the data generation (profiles.py

2Source Astral 1.4 https://astral.readthedocs.io/en/latest/
3Data from the Federal Ministry for Economic Affairs and Energy or the Federal Statistical Office of
Germany
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and prices.py) are implemented in Python 3.74 and CPLEX 12.10 is used to solve the
optimization problem.

Spring Summer Autumn Winter
Origin Balance -1.320,70 e -354,93 e -1.519,96 e -2.216,73 e

Optimized Balance -1.044,68 e -0,95 e -1.346,80 e -2.134,40 e
Savings 276,02 e 353,97 e 173,16 e 82,33 e

Demand Quantity 8442 kWh 8364 kWh 8420 kWh 8434 kWh
Supply Quantity 7514 kWh 14617 kWh 6464 kWh 1480 kWh
ELA Energy 1442 kWh 1836 kWh 895 kWh 431 kWh
Energy Sale 4378 kWh 10610 kWh 4325 kWh 288 kWh

Energy Purchase 5307 kWh 4357 kWh 6281 kWh 7242 kWh

Table 3.2. Seasonal Results

Table 3.2 shows the results achieved for the comparison of the four seasons. The ta-
ble contains the origin balance values of the VEU (without trade) for each seasonal
scenario in the first row and the optimized balance values in the second row. The re-
sulting improvements for the VEU balance are given in the third row. At first glance,
the balance value of the VEU is significantly better in the summer scenario and the
savings of the VEU balance in this season is quite high. This depends mainly on the
generated amount of energy (row ´Supply Quantity´ in Table 3.2), due to the increas-
ing number of hours of sunshine and the associated trading periods, which effects the
amount of energy we can use for local energy load adjustments (row ´ELA energy´)
and the amount that we sell to the ESP (row ´Energy Sale´). The results in the table
indicate that we can use four times more energy for the ELA in the summer compared
to the winter. Furthermore, it is interesting that the energy supply in summer is ten
times as large as in winter. On the other hand, the consumption of the VEU is at a sim-
ilar level in each season (row ´Demand Quantity´). This implies that we can use only
a fraction of the surplus of solar energy for ELA. The reason for this is that there is not
enough demand available during the sunny periods. So, the VEU still has to purchase
a large amount of energy from the ESP (see row ´Energy Purchase´) in other periods.
This indicates that for the energy transition it is of importance that next to the amount
of energy supply, the distribution of the energy demand of the VEU should also be
changed over time. To illustrate this, Figure 3.2 shows the external energy flows over
the planning horizon for the four seasons, with negative values representing energy
demand, and positive values showing energy supply. The graphs indicate that in our
model, themarket will clear demand or supply and has to handle the residual amount
4http://www.python.org
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Figure 3.2. External Energy Flows

of energy via the ESPs. This also indicates that a focus on only one type of renewable
generation (in our case, solar) is not supporting local energy trades.
In Figure 3.3, more detailed information on the market composition throughout the
day is given. The graphs indicate that the fraction of producers on a specific point in
time depends on the weather conditions, PV alignment, the time of day and also the
time of year, (i.e. the possible time window for power generation starts earlier and
lasts longer in summer, even if weather-related influences cause interruptions, such
as on Day 2). The chart also indicates that we only have a few hours with production
in winter, with a peak around noon. These findings give more detailed insight how
large the focus on one generation source (solar) effects the market volume of internal
trades (see also Figure 3.4where these values are given). On sunny days the volume is
limited by the quantity of demand, as we can see on Day 1 and 3 in summer. The frac-
tion of producers is comparable in these days and based on the weather the amount
of energy supply is quite high. However, the trade peak is at evening times, when
the residents are back home and the demand consequently rises. However, in winter,
the market volume is limited by the amount of supply because the time window for
power generation and therefore market activity is significantly shorter. From this, we
can conclude that it is important to identify at which time trade is possible through-
out a day and if the market is heavy on demand or supply at a specific time period or
season. This analysis can be used to decide on choices for the type and compilation
of renewable generation in a VEU but also for choices of appliances used for certain
demands (e.g., heating). The latter may lead to more beneficial times or market com-
positions, especially if we prefer PV as the only renewable energy generation source
for a VEU.
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Therefore in the following we analyze different scenarios where we vary the fraction
of producers. The corresponding results are presented in Table 3.3. In the first (and
fourth) columnwe see the initial results in summer (andwinter, respectively)where a
50% fraction of the households has PV-generation. The following columns then show
the results for scenarioswith a 25%and a 75%penetration in the specific season. When
we decrease the fraction of householdswith PV panels to 25% in summer (Column 2),
the total amount of energy supply is lower (row ´Supply Quantity´ in Table 3.3), but at
the same time the amount of internal trading grows by 27% (row ´ELA energy´)which
leads to an increase of the savings value by 23% (row ´Savings´) in this season. This
also explains the achieved results, when we increase the fraction of households with
PV panels to 75% (see Column 3). Now, for the very high amount of energy supply
only a few customers are present, resulting in a decrease in the amount of ELA energy
flows (45%) and reduced savings (44%).
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In contrast, in the winter period we can notice a somehow opposite result. When we
decrease the proportion of suppliers to 25% (Column 5) we limit the already small
supply and consequently cannot see any increase in savings (row ´Savings´) or the
amount traded (row ´ELA energy´). We therefore may expect that an increase of the
fraction to 75% should result in an increase of savings and the amount traded. How-
ever here another aspect becomes more dominant – the own consumption of a resi-
dent. In winter, the PV output of a participant is smaller compared to the summer and
so the overall generation surplus (row ´Supply Quantity´) is already used to a large
extent in own consumption.

Summer 50% Summer 25% Summer 75% Winter 50% Winter 25% Winter 75%
Origin Balance -354,93 e -1.446,16 e 795,60 e -2.216,73 e -2.386,62 e -2128,99 e

Optimized Balance -0,95 e -1.007,34 e 994,87 e -2.134,40 e -2.334,59 e -2.082,69 e
Savings 353,97 e 438,82 e 199,27 e 82,33 e 52,03 e 46,30

Demand Quantity 8364 kWh 8357 kWh 8404 kWh 8434 kWh 8375 kWh 8422 kWh
Supply Quantity 14617 kWh 7243 kWh 22628 kWh 1480 kWh 586 kWh 1837 kWh
ELA Energy 1836 kWh 2275 kWh 1009 kWh 431 kWh 261 kWh 236 kWh
Energy Sale 10610 kWh 3860 kWh 18284 kWh 288 kWh 0 kWh 606 kWh

Energy Purchase 4357 kWh 4974 kWh 4060 kWh 7242 kWh 7789 kWh 7191 kWh

Table 3.3. Variation Results

These presented results have shown that the season, time, and the time-depen-dent
composition of a local market have a quite diverse influence on its overall performance
and it is not possible to make a general statement about how the market should be
structured throughout a year. However, with our tool and the knowledge of the en-
ergy flows in the system, we are able to determine a beneficial static or more dynamic
structure with flexible participants, who are able to join a VEU temporarily, but stay
unattached in the long term.5 The tool can be the base to support the participants in
investment decisions, i.e., to decide if it is beneficial to invest in a PV (or other appli-
ances) and to step into the market as an additional supplier and to determine if this
decision is of value to the VEU.

3.1.4. Discussion

The case studies show that for the considered setting we are able to improve the bal-
ance for a basic, but realistic VEU, simply by coordinating local energy supply and
demand with the ELA mechanism. Furthermore, we provide the targeted structural
5This may turn into other billing or fee concepts with participation levels, but is not a topic of this
thesis. See also in Chapter 3.1.4
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insights and additional information for more complex settings, i.e. the influence of
the market composition in general and the amount of supply or demand at a certain
point in time. The conclusion is that we have to extend the flexibility of a VEU to react
better to the market parameters if we want to exploit more of the still huge potential
in this setting. In the following we point out possible expansion strategies.
A simple solution to extend the flexibility is to allow participants to join and leave a
VEU cooperation dynamically. In this case, the VEU can regulate themarket composi-
tion by temporarily accepting additional participants who provide themissing supply
or demand for additional trading, if the market is heavily one-sided. With our tools,
a VEU is able to forecast and prepare for such scenarios. The downside of such dy-
namic participant affiliation is that it is both technically and legally complex to control.
When we focus on a static cooperation instead, the most promising solution to boost
the flexibility of the VEU is to consider energy load shifting options to exploit more
beneficial time periods. This is an already discussed aspect of decentralized energy
management, and the energy load shifting options would allow the VEU to shift parts
of their energy demand (via demand side management) or energy supply (via stor-
age integration) to get the required flexibility. The downside is that this may results
in a conflict of aims between the use of the ELA mechanism (a periodic decision) or
to locally shift the load (leading to a multi-period decision). Our tool and its basic
setting can be used to address this realistic extension. Note, that the load shifting ap-
plication will also benefit the system, if the two price intervals of supply and demand
are not disjointed. In that case, we can shift the non-tradeable energy load in a certain
period to another period, instead of using the, most likely, less beneficial conditions
of the ESP.
Another conclusion of our studies for a VEU management is to diversify the sources
of power generation within a cooperation and also consider more controllable ele-
ments in their energy environment, like micro combined heat and power devices or
heat pumps. In that way, the VEU would gain more control over the times of local
energy production and consumption and the way additional energy demands (e.q.
heating) can be included in this setting to also benefits a more comprehensive view
on energymanagement. An integrated approach can furthermore benefit the relation-
ship with the net operator – by supporting local net stability. The VEU is already able
to create more predictable local energy flows and therefore can be of value for the net
operator. Another advantage is the use of rolling planning concepts, especially with
controllable energy generators. Using a long-term planning horizon for optimization,
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but updating it at fixed intervals and renewing it with changed data helps to quickly
identify deviations and refine the plan.
To summarize, the developedmodel and themaximumsaving flowalgorithmfind op-
timal values for the considered setups and give us valuable insights what is achievable
in this simple setup and also possible in more complex setups. These insights could
be achieved since we built our base approach from scratch and as simple as possible.
Additionally, with our tools we also gain information about the virtual energy flows
in this local energy community and the composition of the achieved savings. We may
use these insights to develop better strategies for internal pricing (profit-distribution)
in later stages with e.g. game theory approaches, that follow efficient contract theory.
The question in this context is, how to design the contracts for the participants to get
a stable cooperation. Finally, external stakeholder, such as net operators, may also use
these insights to develop pricing strategies for their network charges.
If the integration of decentralized energy management solutions will be intensified
and the overall benefits of these solutions will have an effect on the political decisions,
it is also possible to address other questions concerning the VEU setting or local en-
ergy markets in general. The allowance of such economic cooperation leads to now
technical and economical issues, and to further detailed questions on issues of law
and tax regulation.

3.2. External Trading

The focus of this thesis is the evaluation of the potential economic influence on the
internal energy exchange that a VEU can handle. The local setting of the participants
ensures that generated energy is used as far as possible within the community and
thus locally. However, due to the still existing access to the distribution grid, there
is an alternative external connection for energy services. This external connection is
also the base for the participants’ basic contracts to their ESP for the energy quantities
that cannot be exchanged internally. A centrally organized energy exchange with in-
dividuals outside the community via regional or local market platforms can therefore
further increase the efficient use of locally available energy. This additionally market
level, on which a VEU may act, may also be settled in the same distribution network
and can exist in parallel. It is also not unrealistic for an active VEU to also participate
in neighboring local markets, which in turn cover other distribution grids. This would
require further control options and more extensive communication with several dis-
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tribution system operators (DSOs) but shows that an external perspective may also
exist in a more regional area. The integration of external trading possibilities is thus
an interesting extension and is therefore discussed in this section. However, we keep
the perspective of how the internal planning level can provide further information
and data for external optimization.
The VEU has the opportunity to participate on both sides of a local market, as both
supply and demand of the participants are aggregated. Although the low trading vol-
umes still make integration inwholesale energymarkets unrealistic, local energymar-
kets (LEMs) will be accessible. How such a LEMmay be structured concretely, which
market types and which market mechanisms can be used, is discussed in Chapter 2.2.
For a first analysis the details of a local market structure are negligible, because for the
cooperation the only question is which energy quantities should be traded internally
or externally (due to the achievable prices at the local market in order to generate opti-
mal savings). Assuming that an orientation towards the systematics of the wholesale
energy markets is reasonable, an auction-based local day-ahead market could be a
likely option in the local area. This implies a focus of the required optimization on the
bidding process. Therefore, a simultaneous solution to determine internal and exter-
nal trading quantities faces various problems. On the one hand, the market prices are
not available and are thus themselves part of the optimization process. Additionally,
it is not certain that bids with the determined bidding prices will be accepted in the
end. The use of stochastic optimization could cover these influences and open up a
potential solution. In the following section, a simpler and faster sequential approach
is presented that can be used as long as the market design involves a bidding process.
In this case, the external bids are based entirely on the available optimal solution for
the internal energy exchange and the decisions made there. The information that can
be derived from this optimal solution then provides the basis for the decision-making
process to design the external bids or serves to support the bidding strategy used.
The advantage is that even if the external bids do not get into the market closing, the
optimal internal use is already planned and available.

3.2.1. Derived Bidding Decision

The derived values relevant for an external optimization are the optimized energy
quantities olt,n of the participants n ∈ N in the periods t ∈ T , the associated tar-
iff values vt,n and the optimal internal ELA balt,s,d between the suppliers s ∈ St and
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Figure 3.5. Solution of Internal Energy Exchange used as base for External Bidding
Determination

the demanders d ∈ Dt. From the optimal solution of the maximum saving flow al-
gorithm (MSFA), also the savings rate ws,d,t of an ELA can be determined directly.
In principle, an improvement is not only possible through the external trading of in-
ternally non-tradable energy quantities. Due to the optimal solution of the internal
trading quantities with detailed knowledge about the planned P2P connections, it can
be determined abovewhich price limit an internal connection generates lessmonetary
benefit than the alternative use of the energy quantities for an external bid on a local
market. Figure 3.5 shows a simple internal solution with the necessary details, so that
it can be explained how this results in the price limits and quantities for a bid in the
external local market.
In the solution of Figure 3.5, suppliers G and H have a residual supply of energy∑

t∈T
∑

s∈St
olt,s equal to 40 kWh. These two suppliers would now have to clear their

energy quantities for 13 and 14 cents/kWh respectively via the ESP. Alternatively, the
VEU can place a bid on a local energy market that exceeds these 14 cents/kWh. If the
bid is successful, this internally unused energy can still be profitably used for local de-
mand of other participants of the local energymarket. If the VEU forecasts a realizable
price that exceeds 16 cents/kWh, even the existing internal planning can potentially
be improved. For example, the lowest edge of the internal solution between supplier
C and consumer F achieves a saving of 40 cents. This can only be improved if the
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achievable market price differs from the tariff values of the two participants involved
in the respective ELA. Thus, if the VEU can place a supply bid that is above the tariff
value of participant F, the saving of the external trade is preferable, if the bid is suc-
cessful. The reverse is also true if the VEU can alternatively place a demand bid in
the market that is below the tariff value of C. This principle is simple but effective in
identifying the profit-maximizing trading quantities for each price limit. In addition,
it is important for the further bidding process to forecast the price development in the
local market as robustly as possible. In Table 3.4 it is shown which price limits result
for which energy quantities, for the example from the figure.

Price Limit Demand Quantity Supply Quantity
< 10 cents 50 kWh 0 kWh
< 11 cents 30 kWh 0 kWh
< 12 cents 20 kWh 0 kWh
> 13 cents 0 kWh 10 kWh
> 14 cents 0 kWh 40 kWh
> 16 cents 0 kWh 50 kWh
> 18 cents 0 kWh 80 kWh
> 20 cents 0 kWh 90 kWh

Table 3.4. Example of Price Limits in the Bidding Process

A tabular record as in Table 3.4 can be made for each solution of internal energy ex-
change or can even be integrated directly into theMSFA.All necessary data is available
at the time of the individual decision and only needs to be additionally stored so that
an evaluation can take place. In the case studies of Chapter 3.1.3, for example, the
residual quantities of the individual periods are already presented. Of course, these
price limits only determine the point at which the savings of the entire community
are increased. The individual participant could theoretically improve his or her indi-
vidual savings even before that, by deviating from the price limit and trying to trade
individually on the local market. However, such scenarios depend on the chosen dis-
tribution of savingswithin the community and is therefore not the subject of this chap-
ter. After the VEU has determined the energy quantity of the bid based on the market
price forecast, it is possible for the community to react to both potential outcomes of
the bidding process without additional effort. If the bid is accepted in the local mar-
ket, there is no need to allocate the internal trading partners and the associated energy
quantities, as these are part of the decision-making process. If, on the other hand, the
bid is not accepted, the VEU can fall back on the previously determined optimal in-
ternal use. This no longer needs to be adjusted, unless after the calculation new data
became available. Note, that this in any case would require a recalculation. The ad-
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vantage of this sequential approach is that unnecessarily complicatedmodeling based
on, for example, stochastic optimization or non-linear formulations, can be dispensed
with.

3.2.2. Alternative Bidding Decision

As basic reference for auctions and bidding strategies, we refer to the work of McAfee
and McMillan (1987), in which classical procedures are given and discussed. Men-
gelkamp et al. (2017) provide, in turn, an overview of what they consider to be useful
market designs in the local environment and the associated overview of possible bid-
ding strategies. Literature also shows that day-ahead scheduling, which is well-used
and common in the energy sector, is quite common in the local environment. Thereby,
some of the approaches are actually designed to participate in an existing day-ahead
market, like in the work of Ferruzzi et al. (2016). While direct participation in exist-
ing wholesale structures is unrealistic due to the trading volumes of microgrids or
local interconnections, on the other hand, the approach can be applied to an LEM if it
follows the basic principles of a day-ahead market. Another criticism of the authors’
work, among others, is that they use reallocated strategic costs for their operational
cost rates, which should actually be avoided, as explained earlier. Jelenkovic and Bu-
drovic (2015) offers a heuristic approach that does not consider market access, but
instead proposes bilateral negotiations between connected microgrids and the DSO
to make the best use of the surpluses of microgrid environments. Such direct bilateral
negotiations are also a possible approach for the VEU in case LEMs do not emerge,
or negotiations with the local DSO seems more appropriate. Iria et al. (2018) formu-
late two possible optimization opportunities for the supply and demand of a potential
aggregator of local prosumers. Since the VEU may also perform the tasks of an ag-
gregator, the proposed stochastic optimization model and control mechanism are ap-
plicable in principle for the VEU, although the internal perspective of the community
would still need to be integrated. Finally, the work of Yu et al. (2020), which aims to
determine optimal bidding strategies of individual prosumers in a distribution-level
energy market, presents also an interesting principle. If the VEU can act as a individ-
ual participant in the proposed market construct, the clearing scheme is transferable
and thus the VEU can also participate in this form of local market design.
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3.2.3. Conclusion

The core conclusion of this section is that, based on the optimized internal energy
exchange, external trading decisions can be derived in a two-step decision process.
The necessity of stochastic optimization is therefore questionable, especially since such
approaches are sometimes also applied in two- or multi-stage processes. Advantages
of using stochastic optimization arise when price forecasts are difficult to implement,
or when the used methods are too inaccurate. However, this cannot be assumed for
the energy sector, as forecasting models are proven and consistently used methods in
the current market environment. Note, that it is not the aim of this thesis to provide a
detailed statement on how established pricing and forecast models will respond to the
future local market environment. It is therefore recommended to continue to consider
models andmethods of stochastic optimization and to apply them alternatively in case
a sequential decision based on internal optimization is not robust enough.
For VEUs the consideration of external accesses makes sense only if it is allowed to
act as a cooperation in local market structures. The advantage of economies of scale
due to the bundled supply and demand volumes may give the VEU an excessively
strong influence in local markets. Therefore, it cannot be ruled out that the competi-
tion authorities will take regulatory measures or that a cooperation with certain mar-
ket power will have to participate in higher-level markets. However, this cannot be
foreseen at present. An additional external perspective may arise if flexibility is han-
dled by the VEU and there are trading volumes or capacities that can be offered as
flexibility. This aspect will be discussed further in Chapter 4.



4. Flexibility Options

In this chapter the possibilities of a virtual economic unit (VEU) for local energyman-
agement are extended. So far, the basic setup of the community is to optimally de-
termine the direct internal energy flows in the individual periods. That means the
internal energy flows are only possible within the respective time period. In order for
the VEU to be able to enhance this basic task, it therefore needs technical capabilities
to shift the energy load between time periods. Basically, a load shifting concept de-
scribes the process that the energy load occurring at a certain point in time is shifted to
another (later) points in time. A distinction can be made between supply-based and
demand-based energy load shifting. For supply-based load shifting, the VEU needs
the possibility to utilize occurring supply in a later period. For this purpose, energy
storage systems (ESSs) must be available, which can charge the energy supply in a
specific period. This stored energy can then be discharged at a later time and is avail-
able as a supply at that moment. Chapter 4.1 discusses and models this possibility
in detail, examines it through case studies and discusses the results. Demand-based
load shifting can also be realized by technical devices if they are able to control their
demand times. This possibility is subsequently discussed, modeled, and analyzed in
Chapter 4.2. In the case of demand-based load shifting, behavioral optimization ap-
proaches are also conceivable, which induce an individual to shift its demand. This is
also discussed, but a detailed analysis is not provided. Subsequently, in Chapter 4.3,
a mixed form is examined in more detail, where both supply and demand shifting
is possible. The main discussion here is what practical implementation of load shift-
ing should be used in this case. Finally, in Chapter 4.4, a discussion on the impact of
these flexibility-based extensions on VEU is given, together with some topic to further
investigation.
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4.1. Shift in Supply

The use of ESSs is a widely studied topic in the energy sector and is not limited to
the application in local energy management or to economic studies. The storage of
electrical energy is usually realized by indirect storage methods1. In this process, the
electrical energy is converted intomechanical-potential, mechanical-kinetic or electro-
chemical energy for storage and then converted back to its original form and fed into
the grid. During these conversion processes, part of the input energy is lost, which
is why storage efficiency plays a crucial role for ESSs. Alternatively, direct storage
options2 can be used. This is done either electrostatically or electromagnetically and
has an increased efficiency compared to indirect storage. Due to the current techni-
cal requirements for the operation of these direct storage devices, their application
and also the amount of electrical energy that can be stored is still severely limited. A
complete analysis of possible applications, the possible technical characteristics and
the different optimization approaches is outside the scope of this thesis. For a more
extensive insight into the topic, we refer to Divya and Østergaard (2009) and Díaz-
González (2016). Roberts and Sandberg (2011) and Tushar et al. (2016) discuss the
use of energy storage specifically for smart grid concepts. For an overview of the pos-
sible integration of energy storage in the context of local markets, see Mengelkamp
et al. (2017) or Menniti et al. (2014). Good andMancarella (2019), on the other hand,
analyze energy storage in an energy community (EC) environment.
In the following a specific summary of the most important terms for the further de-
velopment is given. This selection intentionally does not cover the entire spectrum
of topics that can be discussed and modeled. In Chapter 4.3.2 some issues will be
addressed additionally in the context of electric vehicles (EVs).

• Charging process
Physical process in which energy is added to the ESS.

• Discharging process
Physical process in which energy is extracted from the ESS.

• Storage process
Collective term that includes both charging and discharging processes.

• Storage capacity

1Examples are pumped storage power plants, flywheel storage and batteries
2Examples here are double-layer capacitors and superconducting magnetic coils
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The storage capacity may be technically limited and therefore has a technically
maximumvalue. Deviating from this, however, this value can be undercut by the
available storage capacity. This limitation of the storage capacity then represents
an authorized value that is determined by the respective owner or on the basis of
certain regulations. The relevant variable for this thesis is the respective available
storage capacity.

• State of charge
The amount of energy that can currently be accessed in the ESS.

• Storage rate
Each storage process can only convert a certain amount of energy within a spe-
cific period of time. This means that the change of the state of charge is limited
within each time frame. Depending on the storage process, this can be further
specified into charging rate or discharging rate. For the economic questions ex-
amined in this thesis, though, this distinction is not necessary.

• Storage efficiency
There is a technical limitation to the use of energy storage. Through storage
processes, part of the origin energy is lost and furthermore stored energy is lost
over time in the ESS. Since operational planning is the focus of this thesis only
the process-dependent loss is considered. The limited observation periodmakes
explicit modeling of the loss over time unnecessary.

• Storage cycle
A storage cycle is the recurring sequence of charging, stagnation anddischarging
of an energy storage device.

ESSs have the advantage that existing supply, i.e. energy production for which there
is no direct demand at a certain point in time, can be stored and thus accessed at later
times. By this demanded quantities can be produced in advance and storing them
when this is more advantageous. This is a proven principle in production manage-
ment, but the energy production of renewable energy resources (RES) is generally
different, as the production times are usually not controllable at all. Energy storage
is therefore mandatory to a certain extent, as otherwise the unused or at least stored
energy is lost orwasted. However, the sole ability to store energy is not a fully compre-
hensive solution, as the added value of the ESS depends on the supply and demand
quantities as well as the technical specifications of the device. If an ESS is only used
by one person or household and the capacity of the device is reached, the effect of
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lost or wasted energy generation can still occur. In an opposite scenario part of the
actual capacity may remain unused. In order to consider this potential of previously
unexploited flexibility, the research on distributed storage (DS) discusses how the co-
operation and coordination of actually independent energy storage systems can be
technically realized and what added value results from this concept (see e.g., Mohd
et al. (2008)). For this purpose, these ESSs should be interconnected via the grid in-
frastructure and follow an objective that offers an economic, technical or ecological
added value. Since DS allows several parties to access the connected ESS, it mainly
improves the utilization of existing storage capacities and a broader access to stored
energy supply. Another advantage results from unused charged energy and/or stor-
age capacities that are kept in reserve. Through such simple safety buffers, local en-
ergy storage can thus also increase local flexibility in the event of balance problems
within the distribution grids. The ESS can providemissing supply ormissing demand
for the grid operator or a central unit operator against compensation. For a VEU or
comparable communities, DS is therefore an appropriate tool to usemore local supply
and flexibility internally or to offer the gained flexibility externally. While this thesis
primarily examines the internal use, it will also offer a view on the possible external
perspective and hereby continue the analysis from Chapter 3.2. The presented two-
stage approach there, in which the price limits for external bids are derived on the
basis of the internal optimization, already offers a sensible procedure in this case. Ex-
ternal bids on markets follow the same principles with integrated energy storage and
thus pose similar problems for the VEU. In order for external connections to be dis-
cussed at all, the optimized results of internal energy exchange with ESS is essential.

4.1.1. Model Extension

The integration of ESSs into the optimization of a VEU and thus the extension of the
basic model considers a setK of accessible and controllable ESS. Each energy storage
k ∈ K can be assigned to a specific member of the community n ∈ N . Note, that this
specific assignment is not mandatory3. The core decision of the model extension is to
determine for each time period t ∈ T := {1, . . . , T} and each energy storage k a proper
state of charge soct,k. The basis for this decision variable is the state of charge of the
previous period soct−1,k. Then, in period t, all discharge processes dct,k,d by possible
3If energy storages are identical in type or if a simplification of the problem is intended, the storages
can also be considered as aggregated. In that case set K is omitted and the mathematical formula-
tion abandons the corresponding index.
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demanders d ∈ Dt are subtracted from this base value and all charging processes
cht,k,s by possible suppliers s ∈ St are added. However, the charging processes cht,k,s

must be adjusted to take the storage efficiency of energy storage k into account, which
is done by multiplying these values with parameter αk. The storage balance equation
for determining the states of charge can then be formulated as follows:

soct,k = soct−1,k +
∑
s∈St

cht,k,s · αk −
∑
d∈Dt

dct,k,d ∀ k ∈ K, t ∈ T . (4.1)

For each storage process, it has to be considered that a part of the originally used
energy is lost to the provision process. Therefore, the efficiency αk only has to be con-
sidered at the target of this process. At the starting point of a storage process, on the
other hand, it is necessary that the total amount of energy input is taken into account.
In the storage-related Equation (4.1), the efficiency αk therefore has to be considered
for charging processes cht,k,s only. Any discharge process dct,k,d, in contrast, starts at
the specific ESS, so the total amount of energy must be considered in its associated
storage balance equation (4.1). The storage efficiency αk must again be considered at
the target of a discharge process, i.e., at the energy load balance of demander d ∈ Dt.
Since every change in the energy load balance of involved actors n ∈ N is already
recorded by the load balance equation in the basic model, all storage processes must
similarly be integrated there. The modification of this equation can be formulated as
follows (highlighted in green):

olt,n = plt,n −
∑

(n,d)∈Bt

balt,n,d +
∑

(s,n)∈Bt

balt,s,n

−
∑

(k,n)∈BCht

cht,k,n +
∑

(k,n)∈BDct

dct,k,n · αk ∀ n ∈ N, t ∈ T .
(4.2)

The storage processes are again summarized using pair sets to allow a technical sub-
division of the participants n ∈ N into suppliers and demanders within the Equation
(4.2). For this purpose, the set BCht defines possible pairs in period t between the
energy storages k ∈ K and the suppliers s ∈ St and the set BDct the possible pairs
in period t between the energy storages k ∈ K and the consumers d ∈ Dt. Therefore,
only suppliers can charge and only consumers can discharge an ESS. However, to en-
sure that the roles of the participants cannot change due to the storage processes, we
need to modify the former constraints of Chapter 3 for role resilience (Equations (3.4)
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and (3.5), changes highlighted in green)

∑
d∈Dt

balt,s,d+
∑
k∈K

cht,k,s ≤ plt,s ∀ s ∈ St, t = 1, . . . , T (4.3)∑
s∈St

balt,s,d+
∑
k∈K

dct,k,d · αk ≤ −plt,d ∀ d ∈ Dt, t ∈ T . (4.4)

In order to guarantee that the storage levels soct,k for each period t and each storage
device k do not exceed the available storage capacity capk of an ESS k, the following
constraint is required:

0 ≤ soct,k ≤ capk ∀ k ∈ K, t ∈ T . (4.5)

Furthermore, next to the available capacity an ESS is also limited its storage rate in
each period t. For this purpose, a technical periodic capacity pcapt,k parameter is in-
troduced for each energy storage k and each period t. All charging processes cht,k,s of
a storage k in period t by possible suppliers s ∈ St and all discharging processes dct,k,d
of storage k in period t by possible demanders d ∈ Dt thus have to stay within this
periodic capacity pcapt,k:

0 ≤
∑
s∈St

cht,k,s +
∑
d∈Dt

dct,k,d ≤ pcapt,k ∀ k ∈ K, t ∈ T . (4.6)

Finally, the consideration of an initial state of charge ick for all energy storages devices
k is obligatory from a modeling point of view:

sock,0 = ick ∀ k ∈ K (4.7)

4.1.2. Storage Case Studies

This section analyzes the impact of the introduced extension of the VEU environment
with energy storage capabilities and the resulting energy supply shift. The realistic
scenarios of Chapter 3.1.3 are the basis for the conducted case studies. The aim is to
determine how much added value can be generated by storage processes and what
impact different parameters can have on this. Part of the study is also to identify how
internal energy exchange is affected. Therefore, the 100 participants are assumed to be
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part of the heterogeneous composed VEU and are connected to a local grid area, with
a basic contract for energy exchange services with an external energy service provider
(ESP). The local energy generation is assumed to be still based exclusively on photo-
voltaic (PV) panels and only 50% of participants are equippedwith this supply option
in the basic seasonal scenarios (one scenario for each of the four seasons). To investi-
gate the impact of different market compositions, the summer scenario is chosen for
the analysis and the share of potential suppliers is varied on 25% and 75%. The energy
load profiles again are generated by the profile generator of Hoogsteen et al. (2016)
and in addition, every PV system owner is now also equipped with an ESS.
All energy storage devices have a randomly chosen available capacity between 4 and
5 kW and their storage efficiency is chosen randomly between 90% to 95%. Although
larger storage capacities are also available for a single household, these are normally
not applied because the storage will be not fully utilized in normal use. Since this may
change in the future with DS, all scenarios are also examined with twice the storage
capacity. The storage rate to define the amount of energy, that can be converted in a
specific period of time is set to 0.5 kW per time period for all devices. To analyze the
influence of the storage rate in more detail, all scenarios are additionally calculated
with doubled storage rate values. Subsequently, both the storage capacity and the
storage rate are doubled to see how the respective variations affect the behaviorwithin
the VEU.
An explicit analysis of the influence of different storage efficiency levels is omitted
here, as no significant insights into the system behavior are to be expected. The better
the efficiency level of the ESSs, the more likely they are to be used to store energy. It is
nevertheless essential to define this degree of energy loss (due to the conversion pro-
cess) as a parameter. This is because storage efficiency is a technical necessity, which in
addition also serves as a performance indicator of individual ESS and therefore offers
structural advantages that be used in the further development of potential algorithms.
We again us the energy profiles, time periods, fariff structure and distribution param-
eters used in Chapter 3. For a deeper analysis of the storage influence, a variation of
this parameterization is examined for the tariffs, which introduces a day/night dis-
tinction. For this, all tariff values (supply and demand rates) of the participants are
lowered by 1 cents/kWh or 3 cents/kWh respectively between 6 a.m. and 6 p.m., in
order to be able to determine the differences.
The used model (model-stor.py) and the data generation (profiles.py) are implemented
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in Python 3.74 and CPLEX 12.10 is used to solve the optimization problem.

Spring Summer Autumn Winter
Basic Savings 72.98 e 96.12 e 42.50 e 14.96 e
DS Savings 180.06 e 204.78 e 130.98 e 19.14 e
DS Savings DC 224.55 e 233.10 e 144.07 e 19.14 e
DS Savings DR 180.06 e 204.78 e 131.17 e 19.16 e
DS Savings DCR 228.05 e 233.13 e 145.50 e 19.16 e
Basic ESP Sale 1,554.07 kWh 1,801.33 kWh 637.88 kWh 15.97 kWh
ESP Sale DS 887.88 kWh 1,087.00 kWh 100.50 kWh 0.00 kWh
ESP Sale DC 557.60 kWh 874.35 kWh 0.52 kWh 0.00 kWh
ESP Sale DR 887.88 kWh 1,087.00 kWh 99.98 kWh 0.00 kWh
ESP Sale DCR 526.11 kWh 874.58 kWh 0.00 kWh 0.00 kWh
Basic ELA 369.55 kWh 485.52 kWh 215.47 kWh 77.03 kWh
ELA Change DS -0.12% 0.0% -3.57% -55.43%
ELA Change DC -0.27% 0.0% -7.99% -55.43%
ELA Energy DR -0.12% 0.0% -3.83% -55.92%
ELA Energy DCR -0.03% 0.0% -7.24% -57.42%
Charge Amount DS 666.62 kWh 714.33 kWh 545.07 kWh 58.66 kWh
Charge Change DC 33.17% 22.94% 16.73% 0.00%
Charge Change DR 0.00% 0.00% 0.20% 0.64%
Charge Change DCR 35.16% 22.92% 16.59% 2.55%

Table 4.1. Seasonal Results with ESS

For a better overview despite the extensive results, the analysis is structured as fol-
lows:

• Seasonal differences in savings values
• ELA changes in particular
• Variation of storage-related parameters
• Changes with price differentiations
• Results for different market compositions
• Findings on storage utilization.

4http://www.python.org
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• Seasonal differences in savings values

Table 4.1 shows the results achieved in the comparison of the four seasons. The
table contains the resulting optimal savings for the VEU balance for each sea-
sonal scenario without ESSs as comparative value in the first row. The results
with active DS are shown in the second row. At first glance, the optimal sav-
ings values can be significantly improved with active storage management, even
in the winter scenario by a small margin (28%). The increase in savings in the
autumn scenario is particularly noteworthy (at 208%), while lower relative in-
creases in savings are observed in summer (113%) and spring (147%). In abso-
lute terms, by contrast, summer (+ 108.66 e) and spring (+ 107.08 e) are still
stronger than autumn (+ 88.48 e). This difference is mainly based on the fact
that the energy production by the PV systems differs in the individual scenarios.
In summer, for example, the aggregated and also individual energy production
is higher, so that higher savings can already be achieved through the sole use of
energy load adjustment (ELA). The relative increase potential is thus lower than
in autumn. Accordingly, planning horizons inwhich there is period-specific and
overall low energy supply, can benefit disproportionately from integrated ESS,
as planning horizonswith higher energy supply can already achievemeaningful
savings through the use of ELA.

• ELA changes in particular

However, this only applies as long as there is enough additional supply overall,
as the winter scenario shows. The comparatively low residual supply there is
not only completely utilized (row ’ESP Sale DS’), but also leads to a situation
where ESSs are used to replace low-saving ELA connections in the individual
periods. Overall, the amount of energy exchanged through direct ELA connec-
tions decreases bymore than half inwinter (row ’ELAChangeDS’). The already
small increase in savings in winter is thus now largely based on the substitu-
tion of ELA between participants, which can be seen from the load values (row
’Charge Amount DS’). In summer, this substitution effect does not exist at all,
and in spring only minor influences of this kind can be observed. This leads
to the conclusion that more available energy storage capacity will be utilized
to replace ELA connections if there is less residual supply available (row ’Basic
ESP Sale’). This is due to the linear effect of decreasing incremental savings for
the available residual supply when using ELA, which is discussed in Chapter
3.1.2 and used to apply the maximum flow algorithm. Note, that for a better
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overview, the total energy quantities available are not listed in the table, but can
be derived from the surpluses available so far (row ’Basic ESP Sale’ in Table 4.1
and the original energy quantities exchanged via ELA (row ’Basic ELA’)5.

• Variation of storage-related parameters

That the use of ESS has a decreasingmarginal benefit is shown by the variation of
the storage parameters. Although doubling the storage capacity also leads to an
increase in the savings achieved (row ’DS Savings DC’ in Table 4.1) proportion-
ally, these increases are much smaller than before. The additional storage capac-
ity can only utilize less lucrative residual supply, so that only small amounts of
additional energy are stored (row ’Charge Change DC’) and the substitution of
ELA connections between the participants (row ’ELA Change DC’) is increased
throughout all scenarios. This effect occurs even though there is still energy
available in spring and summer that could be stored (line ’ESP Sale DC’). In
summer, however, there is also a demand bottleneck, as the achievable demand
can be fully served by the internal energy exchange.6 Another explanation for
this effect might be that the storage rate is a limiting factor for the increased stor-
age capacity as simply not enough energy can be charged or discharged during
the periods.
However, the sole doubling of the storage rate has no significant influence on
the use of ESSs. Only in autumn and winter is there any effect on savings mea-
surable at all (row ’DS Savings DR’), based on a small increase in charge quan-
tities (row ’Charge Change DR’) and the changes in the ELA substitutions (row
’ELA Energy DR’). In autumn, due to the increased storage rate, even additional
amounts of energy can be utilized for local demand (row ’ESP Sale DR’).
If both parameter changes are combined, the increases in savings (row ’DS Sav-
ings DCR’) are more significant, so that in principle it can be said that the use of
larger storage capacities with the simultaneous use of devices with better stor-
age rates does have advantages. However, the influence of the storage rate is
still a minor factor compared to the numbers presented of the sole doubling of
storage capacity. Additionally, the composition of the small savings increase in
summer is quite astonishing compared to doubling the storage capacity alone, as
the amount of energy sold to external ESP increases (row ’ESP Sale DCR’) and

5Alternatively, this data is also available in Chapter 3.1.3 and the digital appendix.
6This is evident from the olt,n values of the solution, since overall demand remains available in the
planning horizon (at the beginning), but cannot be served by internal energy exchange with ELA
or ESS.



70 4 Flexibility Options

the amount of energy charged into the energy storage decreases (row ’Charge
Change DCR’). A change in the substitution of ELA, on the other hand, is still
not to be considered (row ’ELA Energy DCR’). This indicates that the additional
revenue is based entirely on an optimization of the storage processes due to the
storage rate, which then even leads to more energy being sold to external ESPs
again. A similar observation can also be made in autumn and spring, where
the increase of both parameters leads to lower charging quantities into the ESSs,
which indicates the optimization of the storage processes again. In contrast, in
these cases the energy is used to re-establish more ELAs between participants
(row ’ELA Energy DCR’). This ultimately leads to even less energy being sold
to the ESP and thus being used locally.

Summer Summer N1 Summer N3 Autumn Autumn N1 Autumn N3
Basic Savings 96.12 e 96.12 e 96.12 e 42.50 e 42.50 e 42.50 e
DS Savings 204.78 e 211.76 e 225.93 e 130.98 e 135.61 e 145.86 e
Basic ELA 485.52 kWh 485.52 kWh 485.52 kWh 215.47 kWh 215.47 kWh 215.47 kWh
ELA Change DS 0.00% -0.41% -0.51% -3.57% -6.00% -14.14%
Charge Amount DS 714.33 kWh 716.79 kWh 717.41 kWh 545.07 kWh 550.32 kWh 567.84 kWh
ESP Sale 1,801.33 kWh 1,801.33 kWh 1,801.33 kWh 637.88 kWh 637.88 kWh 637.88 kWh
ESP Sale DS 1,087.00 kWh 1,086.54 kWh 1,086.42 kWh 100.50 kWh 100.50 kWh 100.50 kWh

Table 4.2. Price Deviation Results with ESS

• Changes with price differentiations

The results for the consideration of price differentiations within the planning
horizon are shown in Table 4.2. The comparison values of both respective base
scenarios are listed inColumns 1 and 4 and the first impression is that the savings
can be improved by applying the pre-defined day-night tariff differentiations
(row ’DS Savings’). The increase in savings is also lower if the price reduction
is only 1 cents/kWh in the defined night time (scenarios with ’N1’ in Columns
2 and 5), compared to a price reduction of 3 cents/kWh (scenarios with ’N3’ in
Columns 3 and 6). It is not surprising that an increase in price reduction also
leads to an increase in savings, but a more important insight is that in all cases
this increase in savings is significantly influenced by the substitution of period-
specific ELA (row ’ELA Change DS’) with additional storage processes (row
’Charge Amount DS’), especially in autumn.
At the same time, only in summer small amounts of the still available local en-
ergy (row ’ESP Sale DS’) is additionally used at all. It is therefore obvious that
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in the case of a temporary price reduction in this specific time frame, an attempt
is made to store the available energy rather than to use it during the periods
themselves. This is not a surprising correlation, since the price reduction falls
exactly in the time frame in which the ELAs are utilized. Therefore, the margin
for the time-independent storage processes is more competitive with the ELA
margins. On the other hand, no general trend can be derived from this study,
except that the size of the price difference amplifies the corresponding response
to that price difference. However, it is obvious that the timing or the direction
of the price difference (increase or decrease of the price) may be another aspect
that should be further investigated. Therefore, this will be analyzed in the case
study on demand-driven load shifting in Chapter 4.2.2.

Summer Summer 25 Summer 75
Basic Savings 96.12 e 128.70 e 64.75 e
DS Savings 204.78 e 184.50 e 191.19 e
DS Savings DC 233.10 e 208.78 e 193.05 e
DS Savings DR 204.78 e 184.50 e 191.19 e
DS Savings DCR 233.13 e 208.94 e 193.12 e
Basic ESP Sale 1,801.33 kWh 529.81 kWh 3,216.12 kWh
ESP Sale DS 1,087.00 kWh 190.85 kWh 2,394.69 kWh
ESP Sale DC 874.35 kWh 21.41 kWh 2,411.38 kWh
ESP Sale DR 1,087.00 kWh 190.85 kWh 2,394.69 kWh
ESP Sale DCR 874.58 kWh 21.09 kWh 2,411.97 kWh
Basic ELA 485.52 kWh 648.42 kWh 317.02 kWh
ELA Change DS 0.0% -0.73% -0.18%
ELA Change DC 0.0% -1.81% -0.90%
ELA Energy DR 0.0% -0.73% -0.18%
ELA Energy DCR 0.0% -1.98% -0.90%
Charge Quantity 659.02 kWh 343.72 kWh 821.99 kWh
Charge Change DC 22.94% 33.91% 1.78%
Charge Change DR 0.00% 0.00% 0.00%
Charge Change DCR 22.92% 34.10% 1.86%

Table 4.3. Composition Results with ESS

• Results for different market compositions

The market composition of suppliers and demanders in the VEU is a very influ-
ential factor for internal energy exchange, as the case study in Chapter 3.1 shows.
For a storage extension, it is therefore interesting to see whether the impressions
can be confirmed or divergent insights can be gained. For the purpose of clar-
ity only the corresponding results for the variation of the summer scenario is
shown in Table 4.3.7. The analysis of the varied market compositions essentially

7Further scenarios are available in the digital appendix in the collected results.
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confirms the observations from the seasonal scenario comparison and that the
market composition retains a significant influence on the behavior of the VEU.
If the fraction of possible suppliers is reduced to 25% (column 2 in Table 4.3), the
total available energy supply decreases and energy demand increases in turn. In
principle, this has a beneficial effect on total VEU savings (row ’Basic Savings’),
since the reduced energy supply can serve more lucrative demand. Therefore,
the amount of ELAs rises (row ’Basic ELA’) and yields higher margins than in
the baseline scenario (column 1). In turn, the reduced energy supply becomes a
limiting factor for the use of ESSs, so that the achievable savings increase by ESSs
is lower (row ’DS Savings’). Another limiting factor is the total available stor-
age capacity, since only suppliers are equipped with ESSs. Therefore, much less
energy is charged overall (row ’Charge Quantity’), but there is also still supply
available (rows with ’ESP Sale’). Even the doubling of the total capacity does
not exceed the remaining supply, but instead leads to more substitutions of ELA
rows with ’ELA Change’) in order to use existing capacities.
The increase in the fraction of possible suppliers to 75%, in contrast, creates a
significant oversupply of energy, which initially leads to a substantial increase
in savings when ESSs are taken into account (row ’DS Savings’). However, the
low demand in the system in general is then the limiting factor, which becomes
obvious with the minimally increased savings for doubling the storage capacity
(row ’DS Savings DC’) in comparison. In fact, despite the theoretically available
energy quantities (rows with ’ESP Sale’), the increase in savings there is mainly
explained by substituting ELAs. Furthermore, the minimal increase in charging
activity results in more energy being sold once again to external ESPs. An im-
balance between supply and demand therefore still leads to a rapid shortage or
bottleneck on either side, but the use of ESSs helps to mitigate these extremes.
The variations inmarket composition therefore also offer the opportunity to fun-
damentally question the purely internal use of storage capacities. Especially in a
community with such large temporary supply or demand surpluses, it can hap-
pen that ESSs are not used to their full extent internally. If the VEU anticipates
this circumstance through the model, it can actively use the advantage of free
capacities or derive flexible energy supply (rows with ’ESP Sale’) and offer this
available flexibility externally. In addition, with existing local flexibility markets
(LFMs) it will be possible that the energy is still be used locally.
To determine price limits that make participation in such a LFM attractive to
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VEU can again be decided on the basis of internal planning like in Chapter 3.2.
All necessary tariff data v(n, t) and optimized load profiles ol(t, n) are available.
The data can also be used to determine potential improvements in the optimized
charge cht,k,s and discharge dct,k,d quantities. However, as there is no direct link
between a charging process and the discharging process in the model, and thus
also not between two participants, the identification of exact price limits for ex-
ternal trading is not quite as simple as in Chapter 3.2. The absence of a direct
connection may also leads to problems for a later distribution of the savings.
Therefore, Chapter 4.1.3 analyzes the problem in more detail and aim to de-
velop an effective algorithm to identify an indirect connection between two par-
ticipants when storage processes are used while optimally solving the problem
at the same time. A more detailed analysis of the optimized individual results
already shows further structural characteristics of the problem, which are nec-
essary for a realization for the desired algorithm.
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(a) Summer Scenario
Day 1 | Day 2 | Day 3 |

0

10

20

30

40

50

60

70

80

90

100

U
til

iz
at

io
n 

P
er

ce
nt

ag
e 

%

(b) Autumn Scenario
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(c) Spring Scenario
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(d) Spring DCR Scenario

Figure 4.1. Storage Utilizations

• Findings on storage utilization

Figures 4.1 shows the utilization curves of the aggregated ESSs from different
scenarios, each representing a planning horizon over three calculated days. Due
to the natural production cycle of PV systems, there are observable daily charge
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cycles that also follow this pattern. First, the energy storage device is charged
during a charging phase until around afternoon, as far as possible or appro-
priate. After the charging phase, there may be a stagnation phase in which no
storage processes are used at all for some time. This phase is not always present
and have no influence on the system, but is followed by the more important dis-
charge phase, which lasts into the night or morning hours until a new charge
cycle begins. Note that a storage process that deviates from the respective phase
of the storage cycle can never be observed in the solution data, because the stor-
age rate is a limiting factor for the system. This means the system will use the
limited periodic capacity in only one way. The curve that can be seen in the first
figure, 4.1a, shows a very common utilization of the ESSs in summer. This al-
ways leads to closed storage cycles in which the best possible charging of the
energy storage is achieved, followed by a complete discharge of the stored en-
ergy before a new storage cycle begins. This indicates that in each storage cycle,
the stored energy must be consumed in the same cycle in order to achieve the
maximum saving.
In the second partial figure 4.1b with the utilization curve of autumn, the situ-
ation is different. Between Day 1 and Day 2, there are energy amounts that are
kept in the energy storage and not used in the same cycle. A complete discharge
in each cycle is therefore no longer advantageous and this must be taken into ac-
count with regard to an optimal design of the internal energy flows of the VEU.
With a planning horizon of only one day, the significance for operational use is
much lower, as no cross-cycle utilization scenario can occur. With an extended
planning horizon, on the other hand, such effects can not only be taken into ac-
count, but above all the right conclusions can be drawn from them. Overall, the
maximum saving result when such cross-cycle utilization occurs is based on the
fact that the maximum available energy may not be kept locally. It is only more
economical to hold the energy longer than to use it in the same cycle. In the
curve shown, a shortage of energy supply is responsible for this occurring effect
and reducing the savings potential of using the energy in the same cycle. The
VEU can therefore analyze the existing results and identify the reason for the
cross-cycles if, for example, they want to keep more energy local with possible
short-term solutions.
Figure 4.1c does not show a highly deviating utilization curve in spring, even
if the storage is not fully loaded on Day 3. The course of the curve, however,
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exposes another very important detail why it makes sense to directly consider
several days in the planning. The last planning day will always lead to a com-
plete discharge of the energy storage. Storing energy over the planning horizon
is a loss due to the model’s objective function, as the amount of energy can alter-
natively be sold to the ESP. Therefore, it is not possible that an optimal solution
still holds energy quantities at the end of the planning horizon without a corre-
sponding restriction that requires aminimum state of charge. However, formore
precise detailed planning and in order to better deal with deviations, it is more
appropriate to use the rolling planning concept previously mentioned instead
of choosing short planning horizons, which is confirmed once again here.
Figure 4.1d additionally enhances the understanding of the cross-cycle charging
of the ESS. While in autumn it still looks as if such an effect can only occur if the
ESSs cannot be fully charged, the curve in spring with doubled storage capacity
and storage rate is clearly different. OnDay 1 and 2, full charging takes place and
yet the energy storage has cross-cycle utilization present. These then remain
active on Day 3 before full discharge occurs again at the end of the planning
horizon. It is therefore not easy to predict what the optimal utilization patterns
will ultimately look like, at least if a longer period is considered. However, this
question will still be essential for a potential algorithm, as shown in Chapter
4.1.3.
The individual utilizations give additional insights that are important for further
consideration. Table 4.4 shows an excerpt of the solution data from the spring
scenario, in which the identification of the ESS is given in the first row and the
associated efficiency levels in the second row. This is then followed by the uti-
lizations between Period 31 and Period 40. All storage devices receive their first
charge during the displayed time interval, which raises the utilization degree
above 0. It is of interest that it can be clearly seen that the two most inefficient
energy storage devices (53S and 56S) are charged before the two more efficient
energy storage devices. This does not always have to be the case, but it shows that
the preference for using the more efficient storage units is not the time aspect.
Thus, for a greedy-based solution approach, the best storage devices does not
need to be loaded first, but clearly with the profit-maximizing loadings when-
ever they occur. Determining exactly which ones these are must be examined in
the next section.
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Storage 53S 40S 56S 71S
Efficiency 90% 94% 90% 91%
Period 31 0 0 0 0
Period 32 0 0 0 0
Period 33 0,044 0 0 0
Period 34 0,044 0 0 0
Period 35 0,044 0 0,019 0
Period 36 0,044 0 0,030 0,041
Period 37 0,044 0 0,102 0,041
Period 38 0,044 0,109 0,102 0,122
Period 39 0,144 0,189 0,145 0,122
Period 40 0,144 0,189 0,245 0,183

Table 4.4. Individual Storage Utilization (excerpt from solution data of the spring sce-
nario)

4.1.3. Algorithm Possibilities

The integration of ESS does not change the main objective of a VEU in principle. The
internal energy exchange is only extended, which is why the objective function re-
mains unchanged. The actual integration is implemented in themodified load balance
equation (4.2) which now enables a different composition of the savings-related opti-
mized load profiles of the participants olt,n. In addition to the period-specific energy
exchange through the ELA, the alternative for delayed energy exchange through the
storage processes is included there. The resulting overall problem is then composed of
two competing subproblems andwith the goal to optimize this local energy exchange.
The new delayed energy exchange sub-problem thereby decides which storage pro-
cesses are setup to influence the resources available by the storage in which period.
The resource competition for capacity between different periods is the challenge for
making optimal decisions about which storage processes should be established in a
given period. This is especially the case if an efficient and fast method is wanted as an
alternative for the available linear program.
In literature, optimization models that consider ESS are often formulated as mixed-
integer program and alternatively solved with dynamic program approaches. Such
dynamic program formulations can be used for the presented problem as well. In this
thesis, however, the structural insights of the linear program solutions are used instead
to achieve opportunities for an effectively applicable method. The aim of this method
is to complement the assignment of themaximum saving flow algorithm (MSFA) pre-
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sented in Chapter 3.1.2. The advantage of such an extensionwould be that it allows an
allocation between supplier and demander also for storage processes, which is useful
for subsequent distribution issues within a VEU.
From the case studies in Chapter 4.1.2, it can be concluded that at the end of the plan-
ning horizon, themathematicalmodelwill always empty all ESSs, so that∑k∈K socT,k =

0. As long as there is no constraint that requires a minimum state of charge, it is al-
ways more advantageous to use remaining energy quantities that are still available in
some ESS. If initially the storages are also discharged (∑k∈K ick = 0), the assumption
can be made that all storage processes can be related to suppliers and demanders.
Each charging process cht,k,s in period t from supplier s to storage k can then be di-
rectly assigned at least to one time-delayed discharging process dct+x,k,d from storage
k to a demander d within a time delay x ∈ {1, . . . , T − t}. If this indirect allocation
of the energy flows is possible, this substitutes the decision about individual storage
processes. Alternatively, decisions can then be made about the time-delayed P2P con-
nections between two participants, which in principle represents a greedily solvable
linear problem and can be solved with the MSFA, among others. Figure 4.2 illus-
trates the difference of the period-specific ELA and the cross-period delayed energy
load adjustment (DELA). However, since DELAs can only be established by using the
limited resource of ESSs, this property can not directly be integrated in a successful
implementation.

. . . .. . . .. . . . Period t+xPeriod t+x

100 Wh
Supply

100 Wh
Demand

90 Wh
Storage Usage

81 Wh
Demand

ELA

DELA-Charge with
90% efficiency

DELA-Discharge with
90% efficiency

Period tPeriod t

Figure 4.2. Difference between ELA and DELA

Figure 4.2 shows, how the efficiency αk will affect the energy exchange of a DELA
compared to a ELA between the same participants. Alternatively, this efficiency loss
due to αk can also be taken into account when determining the savings rate for a
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DELA.8 This savings rate depends on the difference between the demand and supply
rates of the associated participants in the particular periods and is therefore given by
wDELA

s,d,t = (drd,u−srs,t)with u ∈ {t+1, . . . , T}. If now the efficiency loss is considered,
the effective achievable savings rate is w̃DELA

s,d,t = wDELA
s,d,t · α2

k (the loss has to be consid-
ered for both storage processes). From this general consideration and the insights of
the case studies from Chapter 4.1.2, two principles can be derived that could provide
orientation for an algorithm. An ELA will be more advantageous than alternative
DELA until the effective savings rate w̃DELA

s,d,t exceeds its own savings rate wELA
s,d,t . The

substitution of an ELA with a DELA also only achieves an savings increase, given by
∆w̃DELA

s,d,t = w̃DELA
s,d,t −wELA

s,d,t . This in turn implies that the system will prioritize DELAs
that do not substitute ELAs until their savings rate is lower than the maximum possi-
ble savings increase∆w̃DELA

s,d,t of a DELA that is replacing an ELA. From these insights,
a rough sequential framework can already be derived, which determines feasible P2P
connections. In the next section before proposing an alternative method for allocating
the savings in the storage processes. The explanations of the extended MSFA can be
found in Appendix C.
It is acknowledged, that there may be storage processes where no allocation between
supplier and demander is possible. Due to the savings-maximizing objective function,
for charging processes cht,k,s such a situation can only occur, if restriction demands a
minimum state of charge at the end of the planning horizon. For discharges dct,k,d in
turn a allocation between supplier and demander is prevented, if there is an initial
state of charge in the planning horizon ick > 0. In this case, an allocation can still be
forced by having a dummy supplier in period 0 and a dummy demander in period
T + 1.

4.1.4. Charge Cycles

To determine an optimal selection of DELAs is at first sight a basically simple com-
binatorial problem. It has even similarities with the well-known knapsack problem.
The limited storage capacity (permissible weight in the knapsack) is to be optimally filled
with available DELAs that generate a saving (worth) for a certain share of the storage
capacity (weight). Since the two decision-relevant parameters, weight and worth, are
usually independent of each other for a typical knapsack problem, the solution of this
problem type is known to be NP-hard. Therefore, a simple standard approach like
8Since the saving of all P2P connections is based on the amount of energy consumed times the savings
rate.



4.1 Shift in Supply 79

e.g. a greedy-based approach cannot determine the globally optimal solution with
certainty. However, in the case of ESSs and the examined DELA, there is a linear de-
pendency between the storage capacity claimed by the DELA and the savings that can
be achieved as a consequence. This means that a procedure such as the MSFA in turn
may be able to determine a globally optimal solution. What makes this problemmore
complicated is that an additional weight has to be considered here. This time-related
weight is needed since a DELA has to remain in the ESS for a certain period of time.
This duration of a DELA is independent of its yield and may block other more favor-
able DELAs. The complicating factor for a greedy-based approach reappear and the
aim therefore must be to structurally eliminate the temporal component so that only
linear dependencies continue to exist.

Charge Cycle 1Charge Cycle 1 Charge Cycle 2Charge Cycle 2 Charge Cycle 3Charge Cycle 3

Storage Utilization

Charge Phase Discharge Phase

DELA

100 % Storage Utilization Storage Utilization100 % 50 %

Cross-Cycle DELA

Charge Phase Charge PhaseDischarge Phase Discharge Phase

Transition from Charge Phase to 
Discharge Phase

Time Periods

Figure 4.3. Charge Cycle

Figure 4.3 illustrates that this desired structural feature can be observed when the
well-known phenomenon of charge cycles is present. Each charge cycle is always di-
vided into two phases that follow a fixed sequence and are strictly separated from
each other. A charging phase is always followed by a discharging phase before a new
cycle begins. If ESS are considered in combination with PV systems, these charge cy-
cles normally follow a 24-hour rhythm. This begins with the charging phase when
energy production starts in the morning and then leads into the discharging phase,
which starts at the end of energy production and can last overnight. If the planning
is limited to one charge cycle, the DELA will utilize the storage as in charge cycle 1
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Figure 4.4. Example for Storage Utilization

of the figure. In this case, the DELAs are in direct competition with each other, since
they have exactly one charging and discharging process within the cycle. Each DELA
can therefore be evaluated independently of time and purely by its savings, and the
time-related component described above does not exist.
The time-related problem becomes present only if several successive charge cycles are
considered and planned simultaneously. In the figure, this can be seen in charge cy-
cles 2 and 3, in which cross-cycle DELAs can occur. These are DELA whose charging
and discharging processes are in different charge cycles. A cross-cycle DELA therefore
utilizes the storage over a longer period of time and thus competes with all other po-
tential DELAs in the involved charge cycles. In the same time, several shorter DELAs
could be more lucrative overall, the time-related component is present and compli-
cates the decision process. The fact that an optimal solution may include cross-cycle
DELAs or longer holding periods in general can be seen in Figure 4.4.9 The storage
utilization in summer shows a daily complete charging and discharging of the ESS in
this case, which corresponds to the described ordinary charge cycle. In winter, on the
other hand, the ESS are fully discharged only at the end of the planning horizon and
fractions of the stored energy are kept longer for result-maximizing use.
This indicates that the time-related component must be considered again if the plan-
ning horizon covers several days or multiple charge cycles. A one-day or one-cycle

9This finding is also discussed in Chapter 4.1.2 in the results for the storage utilization.
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schedule would not be desirable either, because in this case such result-maximizing
cross-cycle DELAs will never occur, as explained before. A methodological alterna-
tive to the model must therefore be able to determine whether one cross cycle DELA
is more profitable than two single cycle DELAs for an optimal decision for the DE-
LAs. However, this aspect is not further treated in this thesis. Consequently, a fea-
sible distribution of storage-related savings cannot be based on the exact allocation
of participants to DELAs, as is the case with ELA, since the results provided by the
model do not determine such information. Intuitively, the savings can also be divided
by the respective share of participants based on their amount of energy charged and
discharged. The problem in this context is that such a saving distribution rely on the
values for the charging cht,k,s and discharging dct,k,d variables. Why this can lead to
inaccuracies in the distribution is explained in more detail in the next section.

4.1.5. Saving Distribution with ESS

The critical aspect in the determination of the charging cht,k,s and discharging dct,k,d

variables in the model is the relationship between the origin and the target of each
storage process. The efficiency αk has to be considered for charging processes cht,k,s

only in the storage balance (Equation (4.1)):

soct,k = soct−1,k +
∑
s∈St

cht,k,s · αk −
∑
d∈Dt

dct,k,d ∀ k ∈ K, t ∈ T . (4.8)

In contrast, for discharging processes dct,k,d the efficiency αk is only considered at the
target of the discharge process, i.e, the energy load balance of consumer d ∈ Dt (Equa-
tion (4.2)):

olt,n = plt,n −
∑

(n,d)∈Bt

balt,n,d +
∑

(s,n)∈Bt

balt,s,n

−
∑

(k,n)∈BCht

cht,k,n +
∑

(k,n)∈BDct

dct,k,n · αk ∀ n ∈ N, t ∈ T .
(4.9)

This is due to the fact that the energy loss that occurs in the storage processes must
be taken into account only once, namely at the target of the process. However, this
also means that in the values of charging cht,k,s and discharging dct,k,d variables the
storage efficiency αk is not directly involved, but considered by modeling the two bal-
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ances. The values therefore do not correspond towhat the consumer actually received
in the end (but in contrast, consider the amount of energy that the charging supplier
expends). While it is quite possible to accept an saving distribution based on the dis-
charging dct,k,d variables to determine the share of a participant. This thesis would
also like to provide an adjusted variant where the storage efficiency αk is taken into
account. The adjusted savings distribution procedure therefore determine the spe-
cific share of each ESS in the total savings and consider the storage efficiency αk for
the discharging processes in this calculation:

savk =
∑
t∈T

∑
d∈Dt

vt,d · dct,k,d · αk −
∑
t∈T

∑
s∈St

vt,s · cht,k,s ∀ k ∈ K. (4.10)

This calculation of storage-related savings can then be done iteratively for each ESS.
All storage-specific savings values savk are then divided between the two groups (sup-
pliers who charge the ESS and consumers who discharge the ESS) that are responsi-
ble for the savings. Therefore, the benefit for the involved participants involved can
no longer be determined individually or on the basis of a P2P connection, since there
are no direct links between participants. Alternatively, a generally applicable distri-
bution may be used10 or a separate distribution may be defined for each ESS, if there
is a sensible justification for this. In the context of this thesis, this topic is not further
analyzed and only a choice of the generally applicable distribution is provided in the
implementation.
Based on the savings distribution over the two relevant groups of storage processes
(charging and discharging), it will be determinedwhich share individual participants
have contributed to this. According to this share, the savings of the charging suppliers
and the discharging consumers are then distributed. In the numerical results, this cor-
rected distribution (Sheet ’Savings_Distribution (Storage)’) as well as the simple in-
tuitive distribution (Sheet ’HouseHoldStats’) are presented. The total storage-specific
part of the savings is fully distributed in both cases, but for the individual participants
there are marginal deviations in each case due to the provided correction. A VEU can
decide which procedure they will follow.

10For example, with a specification that both sides of the involved storage processes achieve a share of
50% savings each
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4.1.6. Storage Discussion

In summary, it is evident that a VEU with the ability to shift available energy sup-
ply to other periods is better positioned and more flexible. The storage case studies in
Chapter 4.1.2 have shown that the storage processes of the ESSs offer significant added
value compared to a system limited to purely periodic energy exchange. The achiev-
able savings values even significantly exceed the possibilities of period-specific ELA
in most cases, although this is not a universally valid statement. Despite the energy
loss that cannot be avoided during the conversion processes, the integration of ESSs is
therefore overall recommendable. The main advantage is that the stored energy can
always be used for themost lucrative demanders that are available throughout the rest
of the planning period. This can also be seen by the fact that the energy demand of
the participants with the highest ESP tariff values are served first in descending order.
It has been shown that the extent of achievable savings depends on three key factors:

1. Total and periodic energy supply and demand quantities
2. Available storage capacities of related ESS
3. Storage rate of related ESS.

The available total and periodic supply as well as demand quantities limits the poten-
tial of savings through storage processes, just as in the casewith period-specific energy
exchange. If the period-specific amounts of available energy are not a limiting factor,
the technical characteristics of the ESSs constrain the achievable savings. Thereby, the
available capacity is by far the most important factor, which clearly dominates the
storage rate, as even a decreasing marginal utility can be seen with increased capacity.
The subordinate role of the storage rate as a technical parameter is reflected in the case
studies by the fact that it rarely occurs as a limiting factor in the periods. This does
not mean that the storage rate has no influence on the system at all. Indeed, if the ESS
is not able to use the available capacities due to insufficient storage rates, there is a
general problem with the used equipment. Faster storage operations are quite capa-
ble of further optimizing local power flows, even if this is not significantly monetarily
measurable. Hence, for realistic scenario values, the storage rate will always be sec-
ondary to pure storage capacity, and also for investment decisions the capacity should
be clearly prioritized. Finally, the application of DSmakes it reasonable to apply larger
capacities in the residential environment, as the ESS can be usedmore extensively due
to the increased energy supply and demand. Furthermore, the operational decisions
made within the framework of VEU optimization for a ESS can also be relevant for
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strategic decisions, such as future investments. The influence and monetary added
value of new or upgraded devices can thus be easily evaluated for different scenarios
and an estimate of the payback period can be given. In the strategic planning, de-
tails such as the lifetime of an ESS must also be taken into account. For operational
planning, these details can still be neglected due to the short planning horizon.
The importance of a multi-day planning horizon should also be emphasized, as the
analysis revealed. The longer planning horizon makes sense not only because of the
day-ahead planning that is common in the energy sector, but also as it can add value
here. The utilization curves of the ESS show that by operationally optimizing over
more than just one day, economically viable periods can be identified and consider-
ations can be made where energy should remain in storage for a longer period. On
the other hand, from a technical perspective, it may be determinedwhether long-term
holding periods of energy have a negative impact on the life-cycle of the involved ESS.
However, such an analysis is outside the scope of this work, but the data of the current
optimal solution can in principle be used for such an analysis as long-term holding pe-
riods can be identified and also the average holding times in the ESSs. Furthermore,
it is correct that long holding times lead to less energy being used locally, because the
available capacity is then not fully utilized within a charge cycle. This is a negative
effect from an ecological point of view, even if it may make economic sense. Thus,
depending on the objective of the VEU, there could be an environmental constraint
here that forces a daily maximum use of the ESS. However, the more reasonable alter-
native is to worth the economically optimal solution and use the analysis of the data
to respond appropriately. If long-term observations suggest or indicate that there is
a structural problem for this operational behavior, investments could be initiated, for
example. Alternatively, remaining local energy or residual capacity of the ESS can
be traded in local markets such as local energy market (LEM) and LFM. In this way,
energy continues to be utilized locally, but with the added benefit of maximizing sav-
ings for the participants. As described in Chapter 3.2, the information from internal
optimization is a good starting point for making meaningful external decisions. This
is also valid when an ESS is taken into account. The values that have to be mini-
mally achieved in an external auction market for certain energy quantities can also be
derived in this case and only a well predicted price decision has to be made for the
related energy quantities.
The charge cycles of an ESS can also be observed in the storage utilizations. These
cycles allow, in principle, to eliminate the time-related component in the development
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of an algorithm, so that it can find the optimal solution by applying an extension of the
MSFA. However, so far this only applies if the planning horizon is limited to one day
and there is therefore only one charge cycle. Amulti-day consideration in turn results
in several charge cycles and an optimal selection of DELA is then no longer possible
if the type of charge cycle cannot be clearly identified. Although in this thesis this
important intermediate step is not solved, it does provide alternative approaches for
the individual distribution of the achieved savings based on the optimal solution of
themodel. The savings distribution approach given in this thesis provides results that
take into account the varying efficiency of individual ESS and apply them correctly to
the discharge operations involved.

4.2. Shift in Demand

Demand sidemanagement (DSM) provides consumers, and thus also communities in
which they participate, with a concrete plan for a specific part of the occurring energy
demand, namely, for smart or controllable devices. As indicated in Figure 4.5, non-
time-critical tasks of such devices whose scheduling has a certain flexibility can be
used for this purpose. In the figure, the execution time (orange) of the task must be
scheduled in a fixed time frame (green) in a way that the resulting energy demand of
the scheduled task can be served cost-efficiently. This flexibility offers the possibility
to shift the demand into periods that are favorable for the individual participant, but
also that a VEU may control the demand in a way that it can better utilize times of
local energy production.
Generally, in the context of DSM, devices with power consumption are divided into
fixed, shiftable, and elastic applications, see e.g. in Barbato and Capone (2014). This
classification may be valid from a purely technical point of view, but in this thesis a
classification of devices is chosen that is based on modeling aspects:
Fixed devices are devices whose power consumption cannot be shifted in time. These
include, for example, TV devices or personal computers whose tasks (here entertain-
ment or work) cannot be postponed and which consume electricity as long as the task
is in progress.11

Shiftable devices are devices whose power consumption can be shifted to other time
periods. Their need that triggers consumption does not necessarily have to be satisfied
11Note, that the consumption value can fluctuate over time and does not have to be constant.
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Figure 4.5. Demand Side Management

at a specific time. A practical example of this is the washing machine. Its task is to
wash the laundry, but it is not relevant when exactly this is done, it is only necessary
that it is done within a certain time frame. Deciding on the start time for a job on a
shiftable device is therefore a valid optimization approach.
Comfort devices are also devices whose power consumption can be shifted to other time
periods. They basically behave like shiftable devices but differ in one central point –
the comfort of the user must be taken into account. Hence, when choosing the start
time for a task of such a device, a time has to be chosen that satisfies the demand at the
lowest possible cost, while not compromising a certain level of comfort for the user.
This category mainly includes devices from the area of heating, cooling, ventilation,
and air conditioning.
The often used category of elastic devices, like in Barbato and Capone (2014), is re-
placed in this thesis by the more appropriate category of comfort devices. The reason
for this is that elastic devices either are part of the fixed or shiftable dvices or if this is
not the case, the actual characteristic for a distinction is the considered comfort of the
user. That means, shiftable devices and comfort devices differ practically only by the
attitude of the concerned user of this device. If the user defines the time frame for a
possible shift, it is a Shiftable Device. If, on the other hand, the user only determines
which comfort level he wants to keep and let the system vary the time frame, it is a
comfort device. The most important category for the integration of DSM in this thesis
are shiftable devices, as the consumption of fixed devices can already be aggregated in
the parameter for predicted load plt,n. The category of comfort devices in turn has a
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strongly subjective component – the comfort values of a user. These hard-to-quantify
values need to be estimated or require empirical studies for a meaningful evaluation
of the desired comfort. Even if empirical information is available, a non-linear formu-
lation with extensive modeling depth (see i.e. Schlereth and Skiera (2012)) may be
needed.
Thus, integrating this level of complexity, should only be considered if this step pro-
vides added value. The time frame of comfort-based load shifting is often rather lim-
ited, because the device user continues to have a desire that needs to be satisfied. For
example, it may be advantageous to start the heating or air conditioning half an hour
later and delay the desired temperature for a short time. The device user only forgoes
immediate satisfaction, and therefore comfort, because he places the monetary incen-
tive above this abstract comfort value. The economic impact may be rather small in
this case when considering DSM only, because the time frames for the shift are com-
prehensively short. The exception, of course, is if the energy load shift hits exactly the
period in which there is a price shift or more internal supply that can then be used.
This changes if the focus is placed on demand response (DR) instead of an investi-
gation of DSM. In this case, the specific objective of the analysis and optimization is
the targeted change of consumer behavior through dynamic pricing. Since comfort is
an important factor in DR approaches anyway and the complexity required for com-
fort devices is therefore an integral part in any case, it does not need to be integrated
additionally. However, since this thesis only examines approaches to DSM and the
economic added value without dynamic pricing is low, the explicit modelling of com-
fort devices is not included.
Another special device, that is sometimes categorized as a DSM (elastic) device is the
EV. Since such a vehicle is not a purely demand-driven device, but offers a way to
shift supply to other time periods, it is treated separately in this thesis. This device is
therefore not be discussed andmodelled in the context of DSM, but treated separately
in Chapter 4.3.
In order to integrate shiftable devices into the existing model, data and relationships
must be considered first:

• Which household has which devices
• What kind of tasks occur for the device
• Number of tasks for the device in the planning horizon
• Acceptable time windows for the tasks (earliest start and latest end times)
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• The power consumption of the tasks over time
• The duration of the tasks.

This means that the needed data can be limited to the following:
• Participants
• Periods
• Devices
• Tasks
• Task types.

For a better overview of the possible data provision and how tasks can be designed,
a small example is given. Consider a participant who plans two different jobs for the
washing machine for the next day. Both jobs can be scheduled in the same flexible
time frame and there is no specific preference. It is assumed that the set-up for a
task is included in the duration times of the jobs, so set-up times do not have to be
considered separately. Since the two jobs can not overlap in time, a sequence of the two
jobs has to be determined. This can be forced directly by the system, either by asking
the participant tomake a selectionwhen entering the job details or by the system itself
by deciding which job is to be given priority. Alternatively, the system can determine
the optimal sequence through the model.

4.2.1. DSMModel Extension

The sets for participants n ∈ N and periods t ∈ T := {1, . . . , T} are already present
in the model of the basic formulation. For the optimization objective, the set of all
tasks j ∈ J is of central importance, since the optimal scheduling of the tasks is the
objective of this DSM-related subproblem. For these sets, binary decision variables
xj,t can now determine in which period t a job j should be started. A job j with the
earliest possible start time STj , the latest possible end timeETj and the job duration of
duj needs to start precisely once in its time interval, which can be formally guaranteed
by the following constraint:

ETj−duj+1∑
t=STj

xj,t = 1 ∀ j ∈ J. (4.11)

From the determination of the xj,t values, the energy consumption slt,n in the cor-
responding periods t for all tasks of a participant n can be obtained. This requires
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that the model receives information about which participant n ∈ N is assigned a task
j ∈ J and is given by the binary parameter yn,j , that takes the value 1 if this assignment
exists. The determination of the slt,n values is then based on the summed periodic en-
ergy values jlj of all tasks j ∈ J , if these can be assigned to a certain participant with
yn,j = 1. However, this should only apply to the periods t ∈ T that are in the selected
time frame of the job, which is guaranteed by multiplication with the decision vari-
able xt,j . In order to ensure that all periods in the time frame are recognized by the
one-time decision variable xt,j = 1, a summation method known from scheduling is
used. Since the decision variable xj,t can only have the value 1 once, due to the model,
the summation is therefore formulated in such a way that the value must be 1 as long
as a period t is within the operational time frame of the job. This leads to the following
equation for the slt,n values:

slt,n =
∑

j∈J |yn,j=1

jlj ·
min(t,ETj)∑

u=max(STj ,t−duj+1)

xj,u ∀ n ∈ N, t ∈ T . (4.12)

In case data provisioning does not prevent simultaneous execution of two tasks on
one device, the model requires a set of all devices m ∈ M and the binary parameter
zm,j , which will take the value 1 if a task j is assigned to the device m. To avoid that
a device is occupied by more than one task at the same time, all decision variables
xj,t where job j is assigned to a device m must be summed up so that the sum is less
than or equal to one in a given time frame. For a valid consideration of the operational
timewindows of the jobs, the summationmethod used in Equation (4.12) can be used
again. This leads to the following constraint:

∑
j∈J |zm,j=1

min(t,ETj)∑
u=max(STj ,t−duj+1)

xj,u ≤ 1 ∀m ∈ M, t ∈ T . (4.13)

Finally, the values slt,n for the periodic energy demand of the DSM devices of partic-
ipant n have to be integrated in the basic model from Chapter 3.1.1 or the extended
model with ESS from Chapter 4.1.1. A core issue with this integration is that a role
change of the participants from supplier to demander or vice versa is not allowed.
This is necessary as otherwise the participant with the best conditions could purchase
the whole energy demand of the VEU by its external ESP and distribute it via the ELA
mechanism. Since negative values represent the energy consumption in the model,
this implies that it should not be possible for supplier to have negative values. How-
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ever, the additional energy consumption of the DSM devices slt,s could lead to such
negative optimized energy load values olt,s for a supplier s ∈ St, if slt,s > plt,s. This
would be considered infeasible, and it must therefore be possible for a supplier to
cover the energy consumption slt,n not only by its own energy production. The condi-
tion for such a division of the DSM energy consumption is given in the modification
of the load balance equation (3.2) or (4.2) if ESS are considered (additions are high-
lighted in green):

olt,n = plt,n − slt,n + hct,n −
∑

(n,d)∈Bt

balt,n,d +
∑

(s,n)∈Bt

balt,s,n

−
∑

(k,n)∈BCht

cht,k,n +
∑

(k,n)∈BDct

dct,k,n · αk ∀ n ∈ N, t ∈ T .
(4.14)

Next to the energy consumption of the DSM devices slt,n in period t for participant n,
here also the decision variable hct,n is introduced. This dependent auxiliary variable
is intended to allow that the required amount of energy for slt,n does not necessarily
have to be included in the values of the optimized energy load. These parts or even the
total amount of energy required for slt,n must therefore also be considered separately
in the objective function:

maxZ =
∑
n∈N

∑
t∈T

vt,n(olt,n)−
∑
n∈N

∑
t∈T

drt,n · hct,n. (4.15)

Since the energy quantities of the auxiliary variable hct,n are always settled at the de-
mand rate drt,n of the participant n in the period t, this variable will only take positive
values if this is unavoidable. Such necessity can be enforced by constraining the opti-
mized load profiles olt,s of all supplier s in every period t to be greater than or equal
to 0:

olt,s ≥ 0 ∀ s ∈ St, t ∈ T . (4.16)

Togetherwith the load balance equation, the case of negatively optimized load profiles
is prevented and at the same time a separate accounting via the auxiliary variable hct,n
is enforced. This limitation was previously not necessary in the model, because the
role association restrictions (4.3) and (4.4) automatically enforced these limits. In con-
trast, these two constraints have so far only been responsible for the balance between
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internal supply and internal demand. In this case, this is no longer possible. The ad-
ditional energy consumption slt,n of the DSM devices places different requirements
on these two restrictions. It must be possible for demanders to satisfy this energy con-
sumption by internal energy exchange as well, which is why the limit −plt,d must be
increased by the additional slt,n. The energy supply, on the other hand, should not be
restricted by the additional energy consumption, but allow optional utilization of the
energy for self-consumption or for internal energy exchange. Therefore, this value is
completely ignored at this point and restrictions on the change in role are formulated
as (changes highlighted in green):

∑
d∈Dt

balt,s,d +
∑

k∈STOR

cht,k,s ≤ plt,s ∀ s ∈ St, t ∈ T (4.17)∑
s∈St

balt,s,d +
∑

k∈STOR

dct,k,d · αk ≤ −plt,d+slt,d ∀ d ∈ Dt, t ∈ T . (4.18)

The integration of DSM devices can be realized in other ways as well and offer a dif-
ferent point of view. For example, one way assume that the total energy consumption
of the DSM devices is always settled via the ESP. This significantly reduces the com-
plexity of themodel and also leads to identical economic interpretations of the system
behavior. However, as a result no statement can be made about which additional en-
ergy quantities could be satisfied by self-consumption. Furthermore, if the number of
jobs and periods is moderate, it is possible to consider generating all possible sched-
ules (i.e., the x-vectors) a-priori and then formulate the scheduling subproblem as a
scheduling selection problem. This type of formulation may lead to a faster solution
in certain circumstances, but in any case opens up other possibilities for alternative
heuristic solution approaches, such as e.g. column generation approaches.

4.2.2. DSM Case Studies

In this section, the extension of the VEU environment when it is able to control DSM
devices is analyzed. For this purpose, the spring and summer scenarios from the pre-
vious case studies in 3.1.3 and 4.1.2 are used as basis data for the presented results. In
addition, for each of the 100 participants two DSM devices (a washing machine and a
dishwasher) are present. For each of these devices, a random number of daily jobs is
generated within the planning horizon. Hereby no or one dishwasher task and up to
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twowashingmachine tasks each day are created. Furthermore, every DSMdevice has
specific settings to define different task types that can be customized. In the follow-
ing study there are two individualized task types for each DSM device, an ’eco’ and
’normal’ program for the dishwasher, and a ’40°’ and a ’60°’ program for the washing
machine. For the customization of these task types, the energy consumption and du-
ration of the task can be varied. The data variation used in this case study is based on
data for commercially available devices and is randomly assigned to each task type
on every DSM device. The potential time windows for each job can also be freely
specified. For simplicity and a realistic scheduling period, a daily time frame between
8 a.m. and 8 p.m. is chosen for all generated jobs in the case study. By this there
is a high number of potential time frames to schedule the jobs. Both basic scenarios
(spring and summer) are initially analyzed without an ESS. The analysis is done in
two steps, whereby in each case a distinction is made between the results with fixed
schedules of the jobs and optimized schedules in order to evaluate the influences of
the optimization. The same is then done for the combined use with the ESS. The ran-
domly generated dataset for the analysis consider 87 DSM devices for 69 participants
with 190 tasks in total. The influence of the number of tasks on the achieved results
is not further analysed, as no unexpected outcomes have been found.12. The main
conclusion is simply that the more tasks, the higher the potential savings, as long as
the supply in the planning horizon can satisfy this demand. Finally, for the spring
scenario, an analysis with price deviations is performed by generally raising and low-
ering the demand price by 3 cents/kWh between 8 a.m. and 4 p.m.
The used model for DSM devices without an ESS ismodel-DSM.pywith optional fixed
schedule and price deviations. The model model-DSM-ESS.py is used if ESSs are con-
sidered with also the optional fixed schedule and price deviations. All models and
the data generation (profiles.py) are implemented in Python 3.713 and CPLEX 12.10 is
used to solve the optimization problem.
Table 4.5 shows the results for the two seasonal scenarios with 190 tasks that need to
be scheduled on the DSM devices. The first five rows show the results without ESSs
and the rows thereafter show the results when ESSs are considered. For both seasons,
the optimized solutions (column ’Spring Optimal Jobs’ and ’Summer Optimal Jobs’
of 4.5) and the solutions with fixed schedule (columns ’Spring Fix Jobs’ and ’Sum-
mer Fix Jobs’) are given. At first glance, it can be seen that the savings can already be

12The summer scenario with 252 DSM tasks can be viewed in the appendix, for example.
13http://www.python.org
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Spring Fix Tasks Spring Optimal Tasks Summer Fix Tasks Summer Optimal Tasks
ELA Savings 133.40 e 158.14 e 182.43 e 189.76 e
ELA Share 99.60 e 109.66 e 136.17 e 137.06 e
OC Share 33.80 e 48.48 e 46.26 e 52.70 e
ELA 508.14 kWh 562.37 kWh 701.07 kWh 704.04 Wh
ESP Sale 1,239.83 kWh 1,107.68 kWh 1,345.15 kWh 1,307.40 kWh
ESS Savings 234.07 e 243.84 e 288.30 e 291.94 e
ELA Share ESS 98.81 e 106.21 e 132.71 e 133.30 e
ESS Share 99.75 e 89.32 e 108.50 e 105.87 e
OC Share ESS 35.51 e 48.31 e 47.09 e 52.77 e
ELA ESS 515.02 kWh 556.34 kWh 700.33 kWh 703.68 kWh
ESP Sale ESS 619.19 kWh 582.67 kWh 636.18 kWh 622.01 kWh
Charge Amount 604.39 kWh 532.27 kWh 705.12 kWh 685.43 kWh

Table 4.5. DSM Seasonal Results

improved without an ESS (row ’ELA Savings’) if the schedules of DSM devices are
optimized.14. However, the increase in savings due to schedule optimization is signif-
icantly higher in the spring than in the summer. The difference here can be explained
by two interpretations. In summer, the energy supply in each period may be so large
that the additional energy demand of the DSM devices can already be satisfied sim-
ply by the internal energy exchange (row ’ELA Share’) and the own consumption
of suppliers (row ’OC Share’) without optimizing the schedule. Optimization of the
schedule can therefore only shift a few jobs in time so that additional savings can be
generated. In spring, on the other hand, the energy supply in individual periods is
lower and the fixed schedule offers muchmore potential to be improved. This is again
reflected in the increase in savings from internal energy exchanges (row ’ELA Share’)
in general and from suppliers’ own consumption (row ’OC Share’) in spring. Alter-
natively, the situation can also be argued from the demand perspective. This savings
increase can also be seen in the rising energy quantities for the internal energy ex-
change (row ’ELA’) and the decreasing energy quantities that have to be processed
via the ESP (row ’ESP Sale’).
A further improvement in savings occurswhenESSs are available (row ’ESS Savings’),
allowing an additional shift of the energy supply. The overall demand of DSMdevices
can now be more flexibly allocated and served. However, this is already evident with
a fixed schedule, so optimizing the schedule can no longer achieve a larger increase
in savings in the spring either. With a fixed schedule, the VEU then simply makes
more use of the possibility of shifting the energy supply. The differences to the op-

14The significant savings difference compared to the baseline scenarios without DSM devices from the
case study in Chapter 3.1.3 results from the additional demand that is now available and can be
served internally during the supply-rich periods.
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timized schedule are therefore also reflected in the share of savings from the storage
processes (row ’ESS Share’), which decrease both in summer and in spring. In both
seasons, the savings increase of the optimized schedule is due to the increase of in-
ternal energy exchange (row ’ELA Share ESS’) and self-consumption of the suppliers
(row ’OC Share ESS’). What is also noteworthy is the strong relative and absolute in-
crease in self-consumption compared to the increase of ELA. This can be explained by
the corresponding instance values and does not indicate a general preference for self-
consumption. It is rather plausible that the internal energy exchange through ELA
is already highly optimized without the shifted demand. Therefore the potential for
additional ELA and savings is simply lower. Nevertheless, the potential is present and
can also lead to significant increases, as the spring data again demonstrates.
The trends in savings are also evident in the associated energy quantities. In both
seasons, the amount of energy that must be handled with the ESP is reduced (row
’ESP Sale ESS’) and in each scenario there is an increase in the amount of energy
traded internally (row ’ELA ESS’) and a decrease in the use of ESSs (row ’Charge
Amount’). To some extent, the tasks of the DSM devices are thus shifted in such a
way that self-sufficiency and internal energy exchange are more likely to be provided.
However, considering the efficiency loss of ESS, this prioritization of ELA is under-
standable. An interesting side effect that underscores this is that the absolute share
of self-sufficiency in savings changes only slightly. The values are relatively stable
and are not significantly affected by the presence of an ESS. So, if self-consumption
prevails over internal energy exchange, storage processes will normally not influence
this. The overall impact of ESSs to the VEU, however, is shown by the increase in total
achievable savings (comparing the ’ESS Savings’ and ’ELA Savings’ rows). The com-
bination of both load shifting strategies, on the other hand, can achieve an even better
balance between periodic energy supply and demand. It significantly expands the
possibilities of the VEU and brings more energy supply and demand together, which
otherwise would not be achievable. Hereby also the scheduling of tasks is distributed
more broadly, as illustrated in Figure 4.6.
Figure 4.6 shows the start times of the jobs (decision variable xj,t = 1) in the optimized
schedules in the fall scenario. With the use of an ESS, the optimization distributes the
jobs more evenly on Day 1 and 3. On Day 2, there is an adjustment and slight smooth-
ing in the number of job starts in a specific period, however, there remains a clear con-
centration at the beginning of the allowedperiods. This concentrated scheduling at the
beginning of the allowed period occurs when the system is indifferent and no savings
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Figure 4.6. Optimized DSM Job Start Times in Autumn

can be generated by shifting this demand. The share that each energy load shifting
scheme of the VEU eventually contributes to the savings is situation-dependent and
will differ at least seasonally. Depending on the daily constellation, though, differ-
ences can already be identified there. A generally valid recommendation for how the
VEU should be structured for the use of DSM can therefore not be given. It is impor-
tant to recognize additional saving potentials and that the VEU reacts to long-term
structural conditions and not to short-term deviations. For example, it makes little
sense to react to a one-time high number of tasks and thus increased demand if no
general trend towards permanently increased demand can be verified. For evaluating
such trends or structural opportunities to achieve more savings, operational planning
can be used with the tools provided.
In the given results, however, the basic benefit of optimizing DSM devices becomes
clear. Due to the energy losses of ESSs, the load shifts can be applied in a way that
ELAs are prioritized and can be used to a higher extent. Nevertheless, the combined
flexibility of energy supply and demand shifts is always preferable. The ESS, on the
other hand, can develop a stronger influence precisely when ELAs are less lucrative,
as the case study on price deviations shows.
The results for the impact of price deviations are shown in Table 4.6. The first col-
umn shows the comparison values of the baseline scenario in spring with optimized
schedules, while the second column shows the results for the same scenario with op-
timized schedules but with 3 cent higher demand tariffs between 8 a.m. and 4 p.m.. In



96 4 Flexibility Options

Spring Optimal Jobs Deviation +3 cents Deviation -3 cents
ELA Savings 158.14 e 158.78 e 137.54 e
ELA Share 109.66 e 123.44 e 96.43 e
OC Share 48.48 e 55.14 e 41.11 e
ELA 562.37 kWh 565.22 kWh 562.37 kWh
ESP Sale 1,107.68 kWh 1,107.00 kWh 1,107.27 kWh
ESS Savings 243.84 e 264.45 e 223.80 e
ELA Share 106.21 e 120.73 e 88.70 e
ESS Share 89.32 e 90.22 e 96.16 e
OC Share 48.31 e 53.50 e 38.94 e
ELA ESS 556.34 kWh 564.74 kWh 518.29 kWh
ESP Sale ESS 582.67 kWh 584.05 kWh 583.16 kWh
Charge Amount 532.27 kWh 532.17 kWh 585.25 kWh

Table 4.6. DSM Price Deviation Results

contrast, the third column presents the results with 3 cent lower demand tariffs in the
same time frame. The differences in the savings values (rows ’Savings’ and ’ESS Sav-
ings’) between the scenarios can be explained to a large extent by the different price
levels and do not allow any further conclusions. Consequently, the differences must
be derived from other values, such as changes in the shares of savings. If ESSs are
not considered, there only minor changes in the energy quantities for the internal en-
ergy exchange via ELA (row ’ELA’) and the energy quantities settled via the ESP (row
’ESP Sale’) can be explained due to the price deviation. For example, an increase in the
amount of energy exchanged internally with an ELA is observed only in one scenario
(+3 deviation), while in both cases the amount of external energy decreases slightly.
This suggests that in the second scenario, the reduction in the amount of external en-
ergy indicates increased self-consumption. The small influence of the price deviation
without ESSs could be expected because ELAs only exchange energy within a period.
Since these are optimized schedules, price adjustments without ESSs have only few
possibilities to significantly influence the schedules. Only if the time frames for the
price change are more favorable, a larger deviation can occur to a greater extent.
On the other hand, the impact of price deviation increases significantly when ESSs are
available. It can be observed that there is also a key difference between the two direc-
tions of the price deviation by considering the respective shares of the savings (rows
’ELA Share’ and ’ESS Share’). If the demand tariffs increases by 3 cent in the decision-
relevant period for the scheduling of the DSM devices, the dominance of the ELA is
further enhanced. Due to the temporarily increased price, the savings increase in gen-
eral (row ’ESS Savings’), but the share of ELAs in these savings increases significantly
more (row ’ELA Share’) and ELAs also rise (row ’ELA ESS’). The absolute value of
savings from storage processes (row ’ESS Share’) also increases marginally, but the
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total amount of energy stored (row ’Charge Amount’) decreases. The free amount
of energy is mainly used for new ELAs (row ’ELA ESS’) and the energy amount ex-
changed via the ESP (row ’ESP Sale’) increases marginally.
The exact opposite can be observed when the demand tariffs decrease by 3 cent com-
pared to the spring results without price variation. Savings from ELA are then less
attractive, which means that the overall decrease in savings (row ’ESS Savings’) man-
ifests itself only in the share of ELA (row ’ELA Share’). The absolute savings from
storage processes even increases marginally (row ’ESS Share’). The associated energy
quantities confirm this inverted result. Although the VEU has no influence on price
variations in the contracts of the participants with their ESP, this is nevertheless an
interesting observation. The VEU can react specifically to such individual time peri-
ods, depending on the optimal internal schedule of the DSM devices. For example, if
there is an advantage to using more local supply or local storage capacity during this
time period, external local markets could be used here temporarily. The price bounds
which are attractive for bids can again be taken from these optimal internal solutions.

4.2.3. DSM Discussion

The formulation of a mixed-integer program to solve the overall planning problem for
the VEU with integrated DSM leads to an increase in computation time. It is notice-
able that with a realistic number of tasks in the planning period, the model requires
more time to compute the combinatorial capabilities of the ESS than to schedule the
DSM devices. This can be verified by comparing the computation times, which are
around 500 seconds with ESSs, while they are only around 50 seconds without.15 This
is explained by the problem structure of the DSM subproblem, which allows only a
relatively small number of effectively selectable decision variables for each job due to
the time windows for the jobs. Modern solvers like the used CPLEX are then able
to solve the mixed-integer program-based decisions of the model very fast. A branch-
and-cut approach is used, which requires only a few iterations due to various presolve
procedures16 to find the optimal solution or nearly optimal solution. To speed up the
computation, the solver was instructed to abort if no significant improvements were
obtained in an iteration. The overall impact of demand-driven load shifts for VEU
is smaller compared to supply-driven load shifting using ESS. This thesis therefore
sees no need or concrete added value to provide an alternative methodology to fur-
15A significant increase in calculation times can also already be seen in the case study on storage.
16Which procedures and cuts exactly are implemented is not conveyed by the solver
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ther improve the computation times. This level of solution quality with equally short
computation time provided by modern solvers can rarely be improved if the problem
structure can be well-recognized and exploited. The implemented heuristic methods,
which were examined in the context of the thesis, are therefore not able to improve
the evaluation decisively.
Similarities of the presented models to that of the research area of production man-
agement opens up numerous possibilities for optimizing the job schedule heuristi-
cally, if this is desired. In the following, a short overview of alternative methods is
given. For example, one well-known approach is the relax-and-fix approach. Belvaux
and Wolsey (2000) use a basic form of relax-and-fix in their sophisticated lot-sizing
solver, or Stadtler (2003) uses a time-oriented relax-and-fix for the multilevel capaci-
tated lot-sizing problem. This concept originates fromMaes and vanWassenhove and
is initially based on the relaxation of the mixed-integer program and hence all binary
decision variables. The optimal solution of the relaxed problem can be used to itera-
tively fix individual decision variables. The iterative process is applied until all binary
decision variables are integer. The rules for selecting the decision variables to be fixed
can be designed very differently and has to be decided for the concrete problem on
the basis of priority rules.
Priority rules are often used in scheduling to determine a simple sequence, whichmay
provide very good results in certain cases. A simple example here would be to sort the
demanders in descending order according to their ESP tariff values drt,n. The tasks of
the first demand agent in this list are then fixed in the periods t in which the relaxed
variable value for the starting period of the job xj,t is highest. The whole procedure
can then be repeated for other tasks until a termination criterion is reached.
Another alternative is a fix-and-optimize approach, where certain decision variables
are already fixed before the model is solved without relaxation. The priority rule de-
scribed above would also be applicable here to select the decision variables of priori-
tized demanders to be fixed. In this method, the individual decision steps can also be
designed in a variable way. More details on how the method can basically be applied
and which variations are possible, are given, among others, by Helber and Sahling
(2010) and Sahling et al. (2009).
It become apparent, that the possibilities of DSM optimization depend very much on
the respective instances. Therefore, it seems reasonable to examine the participant’s
information about the tasks already when provisioning the potential improvement
possibilities. If, for example, it can be shown directly to the participant that an ad-
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ditional saving can be generated by moving a task outside the actually selected time
period, it is up to the participant to decide whether or not to agree to this change. This
interactive approach can also replace the possible planning of comfort-based devices
by abstract comfort analysis and modeling. By providing the potential savings, the
involved participant can decide directly on his current perception, while transmitting
the data needed for optimization. The interaction with the participant seems to be
more involving from a practical point of view and is also preferred according to the
findings of this thesis. A change in the participant’s behavior is then not predicted
based on abstract values but is concretely coordinated through active participation.

4.3. Special Case of Electric Vehicles

Electric vehicles provide a specific challenge but also added value to local energyman-
agement. Their primary task is the transport of people but they consume a certain
amount of electrical energy to fulfil this task. Hence, EVs can be classified primar-
ily as energy consumers and the challenge for the infrastructure is to satisfy the huge
temporary demand peak, which may appear. The problem is not the individual de-
mand of one EV, but with an increasing number of such vehicles, the impact on the
distribution grids will be significant and the need for smart local energy management
rises (see e.g., Clement-Nyns et al. (2011)). In addition, since EVs have an ESS (which
provides the energy for driving), they can temporarily also be used as fully functional
DS to shift energy supply as long as they are connected to the local grid infrastructure.
Thismakes EVs a special asset for energy load shifting, as they allow both the demand
and the supply of energy load to be shifted to other times. In literature, this is often
refers to as vehicle-to-grid concept (see e.g., Liu et al. (2013) or Tan et al. (2016)). For
instance, Kriukov et al. (2014) explores an exclusivemarket form for EVs that could be
applied at a parking facility. Furthermore, in microgrid research, EVs are integrated
as an additional flexibility option for the energy supply, as e.g., in Eseye et al. (2019)
orMohan et al. (2015). However, there are also studies that analyze only the demand-
related part of an EV (e.g. Soares et al. (2014) introduce the combination of EVs with
a DR concept). The problem with the usage of EVs in local energy management is
the volatile usability of the vehicle, which is difficult to schedule. As mentioned, the
primary taskmakes the vehicles a utility that alsomust be available spontaneously. To
a certain extent, this contradicts rigid planning in which the vehicles’ energy storage
has to be available. Thus, a more flexible planning approach seems to be preferable.
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For this, there are various aspects need to be considered and can make the problem
very complex. Before discussing the details further, we summarize some key points
that are generally valid for the modeling:

• If an EV is connected to the local controllable grid, it is on-grid
• If an EV is connected to a foreign grid or is in motion, it is off-grid
• If an EV changes to the on-grid state, it must have been off-grid

• It must be possible to update the state of charge of the EV when changing to the
on-grid state

• If an EV changes to the state off-grid, it must have been on-grid

• Aminimumstate of chargemaybe required to ensure functionalitywhen switch-
ing to off-grid status

From a local grid perspective there are only two states in which an EV can be, and
they always alternate with each other. In order to apply an optimization approach,
the times for these state changes must be known next to the goal of the optimization.
This scheduling aspect is thus part of the overall problem and can either be given or
ultimately solved by the model. In contrast to DSM devices, the decision whether
to consider a changing task as part of the optimization or as given parameter is not
straightforward. Basic tasks, such as driving to work, can be planned well, but do not
offer scope for a large time shift and therefore have less economic impact for the deci-
sion. The trip to the store with the second car, on the other hand, has more potential.
This off-grid period can be shifted to some extend. Therefore, the different applica-
tions and use of an EV complicate the question of whether scheduling optimization
of an EV is useful or not. In theory, a shiftable schedule for EVs not only shifts en-
ergy demand, but also offers a potential to shift energy supply. This means that even
small time shifts can have a stronger economic impact than, for example, the purely
demand-based shift of DSM devices. This is especially true if there are high energy
surpluses, which can then be utilized by the temporarily available storage capacity.
Integrating this in an DR concept that generates behavioral change through monetary
incentive could therefore yield interesting results. In contrast, due to the significant
increase in complexity already discussed in Chapter 4.2, the added value of the ex-
plicit modeling of this scheduling aspect is still questionable under a practical point
of view and out of scope of this thesis.
To use an EV of an individual participant, the VEU has to ensure that only on-grid
times are submitted at which the vehicle is certainly not needed and fully applica-
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ble. Deviations from this could result in imbalances for the VEU, which in case of
unscheduled use may lead to compensation charges by the community. This means
that participants have to actively decide and communicate on-grid times to the VEU.
In this case it is possible to directly notify the involved participant of potential benefits
if he adjusts this submitted schedule. This requires modeling of such extensions, so
that the model can solve different instances (with deviating schedules) based on the
origin input of the participants. Based on an efficient formulation, further analyses of
an optimal solution is also conceivable by identifying periods with continued high en-
ergy surpluses and actively notifying participants of additional savings opportunities
if they can provide their EV.
The following parts of the thesis focus only on modeling the effects of the temporarily
available EV to provide the flexible formulation needed. However, a deviation from
the fixed schedule is theoretically still possible due to the volatile nature of the pri-
mary purpose of an EV. In addition, there are more possible aspects to consider for a
detailed assessment of this issue than the practical implications. These are discussed
further in Chapter 4.3.2.

4.3.1. EV Model Extension

The temporary availability of the EV and thus the consideration of the off-grid state
can be integrated without further modifications in the current formulation. For this,
the parameter for the storage rate pcapt,k is set to 0 in periods in which the EV is sched-
uled to be off-grid. This effectively prevents communication or energy exchange with
this energy storage device during this time frame. The necessary information thus
is included in the data preparation and the constraint can be considered unmodified
(4.6):

0 ≤
∑
s∈St

cht,k,s +
∑
d∈Dt

dct,k,d ≤ pcapt,k ∀ k ∈ K, t ∈ T . (4.19)

If the EV is on-grid and can thus be used like a normal ESS, the given storage rate
pcapt,k is used as the parameter. When an EV returns to the local controllable grid
infrastructure, the state of charge may have to be updated, due to external charging
activities or energy consumption during driving. Therefore, the balance constraint
for the determination of the state of charge values needs to integrate the parameter
stut,k to introduce temporary planned changes in period t to the state of charge of
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energy storage k. These predicted changes introduce new uncertainties, as it is not
clear whether these changes will actually occur at the predicted level. This already
suggests that with the use of EVs the continuous re-evaluation through a rolling plan-
ning approach of themodel may be useful to better address the current data situation.
The formal change to the storage balance equation (4.1) can be formulated as follows
(changes highlighted in green):

soct,k = soct−1,k +
∑
s∈St

cht,k,s · αk −
∑
d∈Dt

dct,k,d + stut,k ∀ k ∈ K, t ∈ T . (4.20)

The advantage of introducing the parameter stut,k is that it can also be used for events
that affect the state of charge of each ESS. This means that changes can also be planned
and thus considered for the state of charge of stationary storage. An example would
be that the VEUhas offered a fraction of the total available storage capacity for external
energy usage and therefore needs to consider this charging for the internal planning
process. The interesting side effect is that the temporary external energy is theoreti-
cally usable for a VEU if a fixed time frame has been negotiated. The only requirement
is to ensure that the required amount of energy is available again in the ESS in question
when a fixed time frame exists and is about to expire.
The minimum state of charge mcapt,k of the energy storage k in period t is the last
detail that has to be modelled for a basic integration of EV. This thesis assumes that
a minimum state of charge indicates that this lower bound should be available at the
beginning of a period, i.e. already be reached at the end of the previous period. This
leads to the following constraint:

soct−1,k ≥ mcapt,k ∀ k ∈ K, t = 2, . . . , T + 1 (4.21)

The parameter mcapt,k can also be used for other ESSs to ensure that a temporarily
necessary state of charge is reached. For the EV, this lower bound can be used to
ensure that the vehicle is in a planned state of charge at the time of grid disconnection.

4.3.2. Potential Extensions

This section will address in more detail other potential extensions that can be consid-
ered in the context of EVs, but also partially for ESSs in general. One aspect that has
not yet been considered in the modeling approach is the technical aspect of variable
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Figure 4.7. Available Storage Bounds

storage rates for an ESS. Particularly with EVs, very high storage rates are possible
in order to ensure rapid charging of the battery and thereby usability. Which stor-
age rate is actually used depends also on the charging station used. For a VEU this
distinction is less relevant, since it can be assumed that the involved participant al-
ways uses the same own charging station. A separate formulation is not necessary for
this, since different storage rates can already be integrated by the parameter pcapt,k.
However, there can also be a variation of the storage rate when certain states of charge
are reached in order to protect the ESS. Such a flexible state-of-charge-aligned storage
rate has direct consequences for modeling, as it leads to a piecewise-linear parame-
ter pcapt,k that depends on the variable soct,k. Alternatively, one may chose to ignore
this technical aspect to avoid the associated increase in complexity. For this purpose,
the available capacity capk only has to be determined in such a way that no variable
storage rates occur within certain limits. The important aspect here is that an available
capacity can be a limitation not only to one side of the state of charge, but to both sides
at the same time. Figure 4.7 illustrates this.
For the optimization objective of the VEU, such a limitation on the possible use of the
ESS still provides sufficient usable capacity, but as a side effect it opens up a very inter-
esting optimization possibility. Especially if more uncertainties are to be considered,
or resources are to be reserved for real-time operation, decisions must be made about
the level of safety buffers. The need for optimization arises as usual with such buffers,
as higher levels makes the plan more robust, but cause costs (in this case, opportu-
nity costs, due to the lack of capacity that can be used for internal energy exchange).
In return, the lower bound of the buffers (’Minimum Charge’ in 4.7) provides access
to reserves for energy supply and the upper bound (’Free Capacity’) provides the
possibility to store additional energy. In this thesis, the available capacity is already
given in the data and it is assumed that each participant makes this decision in coor-
dination with the VEU. This is primarily because, despite existing financial benefits,
participants may question participation if it involves disproportionate effort or incon-
venience. Personal safety buffers for ESS owners are therefore useful anyway. The ef-
fort to model the safety buffer and to adjust their levels on this planning level already
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can, in principle, be justified and be the target of additional research. Under certain
circumstances, the safety buffers can also be flexibly controlled in terms of time, so
that a VEU uses a more robust planning in certain periods, depending on the data
situation, while allowing more available capacity when there are fewer uncertainties.
Another interesting aspect is to take a closer look at the initial state of charge. In the
model, its consideration is first of all necessary for the formulation to be valid. In the
case studies, however, it is always assumed that for all ESS k ∈ K there is no initial
charge status, so ick = 0. This is necessary to ensure that initially stored energy quan-
tities are not used and lead to distorted results when measuring the economic impact
of storage processes. Realistically, and with use of the model in a rolling planning
approach, initial charge levels are inevitable. This means that the cost of the initial
stored energy must either be simply ignored or integrated in some way to properly
assess the economic impact of storage processes. For this, no change to the model is
necessary for the optimization itself, but the costs must be taken into account when
interpreting the results (VEU savings).
In measuring the economic value added by the use of EVs, different states of charge
when switching between off-grid and on-grid times, such as the initial state of charge,
may sometimes be important considerations. A trip to work with a discharged EV,
is a good example for such a case. It is possible for the owner to charge such a EV
at work for low-cost or free and make this energy available for the VEU later. This
is practically equivalent to an external purchase at LEMs for the stationary ESS and
offers optimization opportunities. At this point, the formulation needs price infor-
mation of the charging process to measure the economic value of the consumption of
such external charging and it must also be possible to measure how such externally
induced charging is used exactly. Especially with the example of charging during
working hours and the subsequent use of this amount of energy for own or even VEU
consumption, further tax and legal questions are unavoidable. This thesis does not
discuss these questions, since it is not within the scope how this monetary advantage
should be treated subsequently.
In summary, many aspects can be easily integrated via the data generation or can
be inquired in case of potential application within the provisioning process between
the VEU and their participants. However, there are also opportunities for deepen-
ing the economic analysis and improvement of the developed tools. More complex
formulation, though, can be avoided in many cases by focusing only on realistic prac-
tical application. The further possible deviation from the previous planning has to
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be controlled in the detailed planning anyway in case of doubt or can lead directly to
adjustments in the planning if announced ahead of time. Altogether, it remains more
realistic that a participant provides only that which is tolerable and monetarily mean-
ingful. Here, under certain circumstances, an additional compensation for the pure
provision of the ESS for collective storage processes would still have to be discussed,
but this can already be taken into account via the distribution procedure of Chapter
4.1.3. An involvement of the respective ESS or EV owner can be taken into account
directly in the distribution, or indirectly accounted for via the share of the VEU.

4.3.3. EV Case Studies

When considered in detail, EVs as a load shifting option are a special case, but do not
integrate a divergent new central function for the system. They only offer both load
shifting approaches already discussed at the same time. Hence, this is also true if a
similar shift in demand as in DSMdevices were to be integrated. The effects of various
parameters on the operation of the ESS is discussed in Chapter 4.1 and therefore does
not provide new research opportunities for further studies. On the other hand, the
presented implementation of EVs provides an extension of the central function of ESSs
in general by two new aspects – the minimum state of charge, and scheduled changes
for the state of charge. While these opportunities are not essential for stationary ESSs,
they are equally applicable. The focus of this case study is therefore limited on how
the system handles these two new aspects. The data set for the seasons spring and
summer are therefore once again continued and the case study from Chapter 4.2.2
is used as a basis. Ten EVs are added in each case, which are assigned an available
storage capacity that is equally distributed between 12 and 24 kW. This is significantly
less than the EV commonly installed in ESSs can provide but follows the assumption
that users will want to maintain a sufficient safety buffer in EV. The storage rate is
constant at 2.5 kW in each period, which is within the capabilities of a fast charging
station that can be installed for ordinary households. All EVs start the optimization
already with 50% of available capacity as initial state of charge, although they need to
reach this value for each off-grid switch and again at the end of the planning horizon.
For this small case study, only trips to work are integrated, which then lead to off-grid
states between 8 a.m. and 6 p.m. Whether a daily trip occurs is randomly selected.
A uniformly distributed change of the state of charge between 200 and 500 W is also
considered for each on-grid switch.
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The model is implemented as model-full.py with optional fixed schedule and price de-
viations. Model and data generation (profiles.py) are implemented in Python 3.717 and
CPLEX 12.10 is used to solve the optimization problem.

Spring All Spring DSM/ESS Summer All Summer DSM/ESS
Savings 265.58 e 243.84 e 311.29 e 291.94 e
ELA Share 105.75 e 106.21 e 132.39 e 133.30 e
ESS Share 112.33 e 89.32 e 126.09 e 105.87 e
OC Share 47.50 e 48.31 e 52.81 e 52.77 e
EV Share 34.76 e 0 e 40.22 e 0 e
ELA 555.50 kWh 556.34 kWh 702.02 kWh 703.68 kWh
ESP Sale 446.04 kWh 582.67 kWh 493.41 kWh 622.01 kWh
Charge Amount 673.99 kWh 532.27 kWh 815.43 kWh 685.43 kWh

Table 4.7. Seasonal Results with EV

Table 4.7 first briefly illustrates the results for the two seasons analyzed. For both
seasons, the results with all load-shifting options are available in the first and third
columns respectively, while the results without EVs can be found in the columns two
and four for comparison. Unlike the case study in Chapter 4.1.2, both seasons can
benefit from the capacity increase brought about by EVs to roughly the same extent.
Spring may show slightly stronger savings increases in this regard (row ’Savings’).
What both seasons have in common is the fact that the absolute share of savings from
self-consumption (row ’OC Share’) and from ELA (row ’ELA Share’) are quite stable,
with a slightly decreasing tendency. Therefore, the total increase in savings is based
on the storage processes (row ’ESS Share’), in which those of EVs are also integrated.
However, the share of EVs is also provided separately (row ’EV Share’) and, with
about 31% of the total ESS savings (in spring and summer), thus offers a strong exten-
sion of the possibilities. This is further illustrated by the energy amounts, which show
a decreasing dependence on ESPs (row ’ESP Sale’) and a strong increase in storage
processes (row ’Charge Amount’). However, the slight decrease in ELA (row ’ELA’)
again indicates a small substitution by the storage processes.
Considering the detailed results, it then becomes apparent that the scheduled changes
to the state of charge on return to the on-grid statemean that negative savings are even
possible for some EVs. In this case, the consumption of the EV causes that the owner
has to compensate this via the community. This indicates that there is still a need for
a way to specifically offset this consumption through the ESP. This conclusion is fur-
ther supported by the fact that the data set for the fall cannot be solved at all with
these parameter values. There is not enough internal supply to meet the additional
17http://www.python.org
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demand of the EV and at the same time meet the respective minimum levels at the
state of charge in the planning horizon. This raises a fundamental consideration as
to whether external charging of the storage facilities should be possible. However, it
must be assumed that the participant who simply has the best tariff values with the
ESP will then fill the storage facilities. It is therefore questionable whether this will
be a realistic option or whether external charging can only be done via external mar-
kets. However, since the external connections of the VEU is not a central investigation
object of this thesis, this aspect is not discussed further at this point. How the op-
timization reacts to the mentioned minimum levels for the state of charge, however,
shows that a statement formulated in Chapter 4.1.3 is correct. The required charging
processes to reach theseminimumstates follow a greedy linear structure. This also ap-
plies reciprocally to the discharges resulting from the provided initial state of charge
levels. These independent storage processes are characterized by the fact that no mu-
tual storage process exists in the planning horizon. This leads to a situation where
the independent discharges, due to an initial state of charge, are basically established
from themost effective storage to the demander with the highest tariff value at its ESP.
The discharging then takes place in descending order (respectively for the efficiency
of the ESS and the tariff value of the consumers) until the initial state of charge of the
ESS has been discharged or is otherwise required. In contrast, for independent charg-
ing operations to ensure the minimum level, the supplier with the lowest tariff value
will fill the most ineffective storage first. In principle, this effect was to be expected,
but nevertheless an interesting aspect that may be helpful for the development of an
alternative algorithm.

4.4. Flexibility Discussion

The case studies show that flexibility are a very profitable option for the internal plan-
ning of the VEU. It is therefore always recommended to use the shown opportunities,
if possible. The special importance of the suppliers in this system is also underlined
once again by the analysis of the flexibility options. However, this is mainly due to the
fact that the participants in a VEU automatically provide a constant demand over the
entire planning horizon. It is therefore more a matter of making the best possible use
of the available energy supply since it is usually only available temporarily. This is
indicated in turn by the significantly higher importance of supply-based load shifting
given by the use of ESSs. The savings increase is higher than with demand-based load
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shifting, but also gives the VEUmanymore possibilities to react to seasonal influences
and market situations. Which available capacities a VEU can use for the optimization
of supply-based load shifting is given in this thesis by the parameter capk for every
ESS and not an optimization issue. However, this thesis already shows that decisions
on potential safety buffers will be necessary in such a system andwill extend the spec-
trum of optimization problems.
Additionally, the added value of demand-based load shifting is similarly highlighted
in the case studies. The savings increase is valuable to consider and also provides
new opportunities to ensure better use of ELAs in particular. Prioritizing the direct
internal energy exchange through ELAs is obviously desirable due to the efficiency
loss of ESS storage processes. The capacity of the ESSs otherwise can then be used
simultaneously, so that in total, more energy can be kept local. Another interesting
aspect that first emerged with the implementation of DSM devices is the practical im-
plementation and interaction with users in such a system. The usability of individual
ESS by the VEU can be defined once and does not necessarily need to be modified
thereafter. Jobs for DSM devices, on the other hand, must always be actively reported
to provide the possibility for optimization. It therefore makes sense not only to accept
the jobs for optimization, but to actively engage with the user if they could realize
further savings by changing their behavior. In the perception of this thesis, this is
also the case for comfort-based devices. It is better to leave the choice to the user and
to actively obtain the agreement whether he accepts a deviation from his actual will
and/or comfort exactly in this moment. To force an alternative central decision here
on the basis of abstract comfort values is even rather counterproductive, if thereby a
disadvantage results for the user. The implementations provided can already be used
for interactive exchange with the users and thus avoid such problems. The exception
to this approach, however, is of course the integration of DR approaches, since the
behavior is to be explicitly directed by pricing methods here.
Finally, the next step that must follow is to take advantage of external opportunities
in local markets, as highlighted by the flexibility options. The focus on the local level
will still be given, because participation in top-level markets is not feasible anyway,
due to the small number of participants in a VEU. However, the more important as-
pect for the VEU in the future will be to be able to differentiate itself from the retail
trade at such local power markets (LEMs and LFMs). Eventually, active prosumers or
consumers who take the effort to trade directly in such LEMs can realize higher ag-
gregate benefits. The VEU, on the other hand, allows that the effort of the individual
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is low and the savings due to local energy exchange can even be presented transpar-
ently. In addition, the market power of the VEU through aggregated supply and de-
mand can strongly influence exactly these local markets and their pricing, depending
on the strength of the remaining market participants. At present, no concrete conclu-
sion can be made about the influence of cooperations that participate in local power
markets as there is still a lack of definition of how theywill operate. So these questions
will become more and more concrete as realization becomes imminent. However, re-
search to this point shows a tendency that auction-based market types like those in
current electricity markets are likely. This further substantiates the need for a VEU
to have a solid internal optimization as a starting point for their interaction with lo-
cal power markets. Price limits can thus be easily identified and a sequential bidding
decision made. Alternatively, if a simultaneous solution approach is used, the inter-
nal planning will be incorrect in case the bid is not accepted and must subsequently
be corrected later. A sequential approach based on internal planning, as this thesis
recommends, is even more appropriate in this case. The exception is DSM devices
where a simultaneous approach is in principle more attractive since demand shifting
could then be undertaken in such a way that the best external supply is available at
the same time. The optimal solution offered by the model of this thesis also gives the
possibility for an alternative approach to be investigated for this purpose. The solu-
tion indicates when the system is indifferent due to missing internal possibilities, and
the job is scheduled at the beginning of the possible time frame. If there is no other
reasonable explanation for this behavior (oversupply, special prices, etc.), an attempt
can be made to satisfy this aggregated demand externally for the times or the possible
time frames of these DSM jobs. The energy quantities, price limits and time periods
of the jobs are accessible and thus an external solution can be generated for this in a
subsequent step, without having to rely on simultaneous optimization.
It is furthermore recommendable to look at controllable energy generation by means
of small generators or devices for heat production. Thiswould also have the advantage
of linking energy management with heat management and thus creating a develop-
ment toward holistic optimization. However, the core problem of holistic operational
planning is that too many systems may be linked together. Although this sometimes
increases efficiency due to the resulting synergy effects, it also drastically increases the
risks if deviations then occur during real-time operation. At this level of micro plan-
ning or real-time control, topics such as safety buffers, which are also addressed in
this thesis, must be increasingly integrated. The focus of the available flexibility will
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therefore inevitably have to be oriented away from the pure economic maximization
toward an approach that will also use flexibility more as a safety option. These as-
pects must then also be considered more strongly in the planning level of this thesis,
as the retained energy quantities or capacities become a concrete optimization target
for local energy management.



5. Cooperation Management

The virtual economic unit (VEU) as a centrally organized cooperation can evidently
improve the economic added value for the community, and thus for the individual
participants, by optimizing the internal energy exchange. The next step is to clarify
how the savings achieved can be distributed to individual participants in practice.
Relevant in this context is the interaction of a proposed distribution and the stabil-
ity of the cooperation. Theoretically, any distribution of savings is stable, as long as
no participant is negatively affected by his participation. However, this already de-
rives from the model since energy quantities are alternatively simply settled via the
energy service provider (ESP) as before. The energy quantities of the internal energy
exchange, on the other hand, are settled via the VEU. The consumer is charged for
his demanded quantity of energy by the community which then uses these funds to
pay the suppliers of these quantities of energy. In this case it is even possible that the
VEU keeps all the savings by simply accounting all peer-to-peer (P2P) connections at
the ESP tariffs. The participants are thereby not worse off, and in theory this coop-
eration would thus continue to be stable. However, such behavior is unrealistic and
stable sharing can therefore only be achieved if it is fair and does not lead to individual
participants questioning the cooperation in VEU. For this reason, the purpose of this
chapter is to clarify whether and how a sharing can be found that gives the coopera-
tion this stability it is looking for. It is not intended to provide a complete analysis, but
rather to present a first classification of this aspect of the VEU. This includes a discus-
sion of the extent to which classical approaches can be used auspiciously for a VEU
in the first step. The relevant research area dealing with such questions is game the-
ory. In Chapter 5.1 the tools for a game-theoretical analysis are therefore explained, so
that distributions can be analyzed and evaluated in principle. It will also be critically
questioned whether these methods and approaches are usable for the VEU concept
and whether alternatives exist in the literature that might fit better. The result will
lead to a proposal of methods, which will then be outlined in Chapter 5.2 and veri-
fied by a first case study in Chapter 5.3. These methods can then also be the basis for
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a more detailed analysis, which would, on the other hand, exceed the scope of this
thesis. Finally, in Chapter 5.4 the results are discussed and also an outlook on further
research possibilities is given.

5.1. Fundamental Considerations

Game theory has a set of analytical tools to help understand phenomena that arise
when decisionmakers interact. The basic assumption underlying the theory is that de-
cision makers pursue well-founded, exogenous objectives (e.g., improving their own
economic situation) and act rationally. In addition, the decision makers take into ac-
count their own knowledge and/or expectations regarding the behavior of other de-
cision makers, i.e., they think strategically. (see e.g., Osborne and Rubinstein (2006)
or Abapour et al. (2020)). Game theory can be used to model selfish behavior in net-
worked systems or markets (here in VEU concept) and to show ways to avoid them.
This also applies to the case when the exchange of information and energy between
participants is organized by a central entity (in the VEU the central unit operator)
(see Khorasany et al. (2018)). Altruistic behavior of actors within a VEU is expected
to increase the economic surplus of the individual as well as the community. In addi-
tion, joint action can result in stronger negotiating power and thusmore advantageous
terms towards other individuals. However, this is a separate game to be considered
between the VEU and external stakeholders. Thus, it has no direct relation to the sav-
ings sharing game discussed here, unless the negotiated terms are the basis for those
savings. This is not the case in this thesis and is therefore not considered.

5.1.1. Game Theory Basis

The mathematical and conceptual structure of game theory is based on the classic
works of vonNeumann andMorgenstern (2007)who’s originalwas published in 1944.
Basically, game theory can be divided into two parts, the non-cooperative games and
the cooperative games. Although the VEU is conceptually a cooperation, a clear as-
signment to one of the two subareas of games is not given. The participants in this
cooperation work together to realize a collective success, which is also characteristic
in these kinds of games, but this success is only created by the cooperation of sup-
pliers and consumers. Such vertical cooperation is not considered in classical game
theory, even though it is well known from supply chain management (see i.e., Geunes
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and Pardalos (2005) or Pöhn and Hommel (2020)). Cooperative game theory tradi-
tionally analyzes horizontal cooperations that may arise on the respective side of a
market. The respective cooperative games are therefore also examined differently in
terms of convexity and superadditivity (benefit/utility - supply cooperation) or con-
cavity and subadditivity (cost - demand cooperation). If, on the other hand, both sides
of a market are considered, game theory evaluates this as a non-cooperative game. In
this kind of game, the cooperative aspect of a VEU is ignored, since each participant
wants to achieve only his own goals without coordinating with the other participants
in the game and/or reaching joint agreements. Therefore, both classical game forms
are already due to their characteristics not promising to represent a game for hybrid
cooperation like the VEU. Nevertheless, it is essential to briefly explain the two ba-
sic forms in this section, because there is a hybrid form that better describes the VEU
game. These so called biform games use both basic forms in a certain way (see e.g.
Brandenburger and Stuart (2007)).

5.1.2. Cooperative Games

Cooperative game theory analyzes surplus distribution problems in which a grand
coalition S of players p ∈ P cooperate to earn a joint reward. The decision problem to
maximize this reward for each possible cooperation among these players S ⊆ P has
already been solved. Consequently, the confronted problem in cooperative games is
to find a distribution of the achieved reward that is efficient and ensures stability of
the large coalition S. In cooperative game theory, the reward of a formed coalition
is represented using a characteristic function ν(∅).1. This function assigns a unique
value to each possible coalition and quantifies the optimized added value that can
be achieved by the cooperation. The characteristic function ν(S of the players p ∈ P
is then also calculated for all subsets (possible coalitions) S ⊆ P , so that for each
coalition there is a specific value that has the property:

ν (∅) = 0, ν (S1 ∪ S2) ≥ ν (S1) + ν (S2) , (5.1)

where S1 and S2 are disjoint subsets of P . The cooperative game in the characteristic
functional form then consists of the pair (P , ν). Initially, the coalition is already stable
if the joint reward of the grand coalition is larger than the reward of the individual
1The description in the context of this thesis is made from the point of view of a supply coalition. A
description from the point of view of a cost coalition is neglected.
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coalitions. Various solution concepts and allocation procedures exist for the distribu-
tion of the achieved reward in such a cooperative game. The most common concepts
are the Shapley value of Shapley (1951) and the core according to Gillies (1959). The
Shapley value is an allocation by which the value of the grand coalition S is distributed
among the players according to the average marginal contribution each player makes
to the coalition game (see e.g. Chis (2018)). Formally, the Shapley value πS

p for player
p in coalition S is calculated as follows for a game (P , ν):

πS
p (P , ν) =

∑
S⊆P{p}

(p− |S|)!(|S| − 1)!

p!
· (ν(S)− ν(S{p})) ∀ p ∈ P . (5.2)

The other game-theoretic cooperation concept is the core, which is in turn a set-theoretic
method to assess whether players are willing to form a coalition at certain value distri-
butions inwhich there is no interest towithdraw. Formally, the coreC(P , ν) for a game
(P , ν) consists of allocations ap ∈ a that are efficient and rational, thus possessing the
following properties:

C(P , ν) :=

{
a ∈ Rp

+ |
∑
p∈P

ap = ν(P) and
∑
p∈S

ap ≥ ν(S) ∀ S ≠ ∅

}
. (5.3)

5.1.3. Non-Cooperative Games

These games consider situations in which each player is interested in achieving his
own goals without coordinating and/or reaching common agreements with the other
participants in the game. In contrast to cooperative games, communication between
the players involved is not allowed either. Thus, the game participants try to an-
ticipate the opponent’s reaction to their own strategy and then choose the best re-
sponse/decision to it for themselves. The term non-cooperative means that any co-
operation in a non-cooperative game may not be the result of communication or co-
ordination of strategic decisions between players. (see e.g., Abdel-Raouf et al. (2020)
orTushar et al. (2018)). This characteristic also prevents an VEU from being classi-
fied as a non-cooperative game. In local energy markets (LEMs), on the other hand,
participants compete with each other. According to Marzband et al. (2016)), such a
structure of the electricity market corresponds to a non-cooperative gamewith p play-
ers, where each player wants to maximize his own advantage first without collusion.
This aspect is again interesting for a VEU, because a cooperative distribution of sav-
ings must persist eventually in this non-cooperative game. Indeed, two participants
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should have no incentive to deviate from the central decision of the central unit oper-
ator because they can initiate an individual trade that is more advantageous.
The best known solution concept for non-cooperative games is the Nash equilibrium.
It describes a condition where the optimal outcome of a game is that no player p ∈
P := {1, . . . , P} has an incentive to deviate from his chosen strategy F . In doing so,
each player takes into account the choices of the other players when making his own
strategy decision. The outcome represents a steady state if it holds for all players that
unilateral deviation does not improve their outcome. The best strategy F∗

P for player
p out of the possible strategies f ∗

p ∈ FP on all other strategies of the remaining P − 1

players exists if:

F∗
p = up(f

∗
1 , . . . , f

∗
p−1, f

∗
p , f

∗
p+1, . . . , st

∗
P ) ≥ up(f1, . . . , fp−1, fp, fp+1, . . . , fP ). (5.4)

up corresponds to the payoff received by player p, for a given strategy combination of
all players p ∈ P . Each player tries to maximize his own payoff. A player chooses f ∗

p

if this makes his payoff larger or equal compared to other strategy combinations. The
selection function is related in meaning to the characteristic function in cooperative
game theory. When the number of players is small, the result can also be represented
in a matrix.

5.1.4. VEU Savings

The savings E of the VEU, which is formally the difference of the objective function
values with optimized load profiles olt,n and the predicted load profiles plt,n of all
participants n ∈ N in all periods t ∈ T , should be distributed:

E =
∑
n∈N

∑
t∈T

vt,n(olt,n)− vt,n(plt, n). (5.5)

or alternatively by the summed products of all internally exchanged energy quantities
balt,s,d with their associated savings rate ws,d,t = drt,d − srt,s:

E =
∑
s∈St

∑
d∈Dt

∑
t∈T

wt,s,d · balt,s,d. (5.6)

The savings of a VEU thus corresponds to the characteristic function of a large coali-
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tion in cooperative games or the summed payoff functions in non-cooperative games.
Allocation occurs by paying the supplier s ∈ St for the amount of energy provided to
other participants. Therefore, the price per unit of energy must exceed the tariff value
with the supplier’s respective ESP (> srt,s). In turn, the VEU will bill the consumers
d ∈ Dt for the purchased energy quantities, with a price lower than their tariff values
with the ESPs (< drt,d). Other stakeholders could also be considered in such a distri-
bution, such as grid operators or the VEU itself. The latter will have to retain part of
the savings for the management, planning, and execution of the internal energy ex-
change alone. These stakeholders can be taken into account by subtracting their share
from the savings mathcalE as a fixed cost contribution. The focus, however, remains
initially on an saving distribution for suppliers s ∈ St and consumers d ∈ Dt only.
Thus, for the VEU, the basis that a distributional match for savings can only exist in
periods t if the∑s∈St

∑
d∈Dt

balt,s,d > 0 holds, since otherwise there is no savings.
Furthermore note, that if a share of the savings is to be distributed to the VEU or other
stakeholders, this cannot be considered as a part of the game. The contribution of these
players, while central to achieving the savings, does not provide energy quantities or
otherwise have a direct impact. Rather, the players’ shares are non-negotiable fees
that are required for the internal energy exchange and thus must be excluded from
the game-theoretic calculation for savings distribution between the participants.

5.1.5. VEU Game Specialty

The peculiarity of a VEU-cooperation is, in a modified or theoretical form, already the
subject of studies applying classical game theoretic methods to this type of games. In
this context, studies show that the application of the Shapley value in a vertical supply
chain carries the risk of unstable distributions. Sha and Zheng (2021) show that the
conventional computation of a Shapley value in a four-player constellation with pro-
ducers and consumers is not necessarily in the core, even though the core of the game
is non-empty. The authors explain this result by arguing that the influence of indi-
vidual players on the success of the cooperation is not taken into account sufficiently.
However, this is exactly the desirable property of the Shapley value. In vertical co-
operations, however, Shapley values are obviously not able to correctly interpret the
contribution of individual participants to the success of the coalition and to translate
it into a fair distribution.
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Yi (2009) criticizes the distribution according to the Shapley value in mixed cooper-
ations but justifies this with the fact that the Shapley approach focuses too much on
equality in the distribution of profits. In the authors’ studies, this even leads to the fact
that individual players are disproportionately favored in the distribution by Shapley.
This underlines the interpretation of this thesis that a Shapley approach can no longer
correctly interpret or ultimately transform the contribution of individual participants
in the case of mixed cooperation. However, since the method itself is designed for
horizontal cooperation, these difficulties are not surprising.
Bartholdi and Kemahlioğlu-Ziya (2005) refer to effects that threaten core partitioning
as second-order instabilities. Even if individual rationality is respected, this type of
instability can arise in Shapley distributions if at least one player can assume that an-
other participant benefitsmore from the coalition than is appropriate. This playermay
nowdemand adjustments to the coalition agreement, e.g., additional payments, which
risk individual rationality and thus the stability of the cooperation. Correspondingly,
Tushar et al. (2018) show that in this type of game at least one distribution can always
be found in the core. Since no one in the VEU, as well as in the studied community of
authors, can be worse off in the coalition this finding is not surprising in this respect.

5.1.6. Biform Games

Since classical game approaches are not promising due to their characteristics and
the studies, this thesis focuses on an alternative game form. Biform games are a con-
cept for mixed cooperations, which generally builds on the two sections of game the-
ory already presented. The concept, developed by Brandenburger and Stuart (2007)
contains a thereby connection of cooperative and non-cooperative solution elements
within a game and is analyzed mostly in the context of supply chain management
and vertical cooperations there (see e.g., Fiala (2016)). The basic idea is based on a
sequential two-phase game, in which first a non-cooperative game is completed and
in the second phase a cooperative game. The biform game itself can basically be rep-
resented as a decision tree, i.e., the game consists of successive decisions that lead to
a new game depending on the players’ decisions. In the first phase, players decide
independently which strategy to choose. For example, a principled decision would be
whether and how to participate in the subsequent cooperative game. This leads to a
cooperative game in the second phase, in which both players get the maximum out of
their decisions in the first phase together.
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Applied to a VEU, the sequence of a biform game canmean that in the first phase each
participant decides whether or not to participate in the VEU. The strategic decisions
made then lead to a cooperative environment, which is analyzed in the second phase
to determine how the total value of the grand coalition is distributed. The unmodified
adaptation of this approach is not useful because participation is always beneficial in
a VEU and the game of the first phase is thus already decided. The cooperative game
is in addition by the central decision of the central unit operator in a certain way also
already initiated. The VEUmust now actually determine a distribution and each par-
ticipant of the VEU must decide whether to accept this division. It is therefore more
purposeful if both phases of the biform game are swapped and the non-cooperative
game only validates whether the distribution determined in the first phase is accept-
able to the players. A similar swap of the two phases has also been done by Fuentes
González et al. (2020), so that the cooperative phase of the biform game is solved first.
Due to the weaknesses of the classical methods, these are actually unsuitable for the
cooperative game. However, there is a solution concept for all games with a non-
empty core in which the distribution according to the nucleolus method always leads
to a result that lies in the core (see e.g., Xiao and Fang (2022)). Since the core is also
a concept for horizontal collaborations, the validity of this otherwise important crite-
rion remains questionable for vertical cooperations. The basic idea of the nucleolus
concept is that a distribution is proposed, which is successively improved by the play-
ers or a central decision maker. In each iterative step, players will re-evaluate their
own advantage and dissatisfaction with the actual proposed distribution. To avoid
deviation of individual players in the process, the maximum dissatisfaction of the
players is minimized in each step (see e.g., Mueller (2018), Tveita et al. (2018)). The
central unit operator of a VEU procedurally takes an intermediate function and min-
imizes the maximum dissatisfaction of all players considering all possible coalitions
and solutions until no further minimization is possible. This procedure theoretically
decreases the probability of second-order instability, since there is less or no incentive
to deviate due to decreasing dissatisfaction. Conversely, however, a distribution that
is found does not guarantee that complete satisfaction will be achieved as a result.

5.2. Methodology

This section is intended to outline three possible distribution forms and thus go be-
yond the already proposed biform game. The reason for this is that the biform game is
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also ultimately based on the available classical methods and only attempts to compen-
sate for their inadequate modeling of vertical cooperation by combining them. There-
fore, the question arises whether a problem-specific approach is not more appropriate
for vertical cooperation. In case a uniformly applicable alternative is preferred, a fair
distribution of savings can also be based on a simple but practical feasibility.

5.2.1. Modified Biform Game

In the first phase, the modified biform game proposes to distribute the savings ac-
cording to a cooperative approach. To construct a nucleolus-aligned procedure for
this phase, the maximum dissatisfaction of the players in the coalition S must be min-
imized for a proposed distribution a. The coalition excess or dissatisfaction can be
expressed by the excess function e(S, a):

e(S, a) = ν(S)−
∑
p∈S

ap = ν(S)− a(S). (5.7)

so that a distribution ε∗ can be found:

ε∗ = min max
{S̸=∅,S⊂P}

e(S, a). (5.8)

A negative excess function e(S, a) represents the additional payoff that the coalition S
receives from the distribution a. The smaller the value, the more satisfied players are
with the distribution which conversely means that with larger values they are more
dissatisfied with a proposed distribution. To minimize the maximum dissatisfaction,
the nucleolus can follow a lexicographic approach. First, the largest dissatisfaction
across all coalitions is minimized. Then, among these solutions, the second largest
dissatisfaction is minimized, and so on. The computation of the nucleolus can alterna-
tively (see e.g., Owen (2013), Tveita et al. (2018)) be solved optimally with a sequence
of linear programs. The linear program to be solved can be described as follows:

min εh. (5.9)

∑
p∈P

ap = ν(P). (5.10)
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∑
p∈S

ap + εh ≥ ν(S) ∀ S ⊂ P ,S ≠ ∅. (5.11)

ap ∈ R, εh ∈ R ∀ p ∈ P , h ∈ H. (5.12)

The objective function 5.9 minimizes the dissatisfaction in sequence j. The constraints
of the linear program are similar to the stability and efficiency constraints of a core
partitioning again. While constraint 5.10 ensures efficiency, 5.11 imposes stability. The
intended allocation for coalition S must be the sum of the dissatisfaction of the current
allocation εh and be greater than or equal to the achievable saving ν(S). Otherwise,
there is no incentive to form the coalition S. The first sequence j = 1 starts with
solving the linear program in the basic form. It results in an optimal solution for ε1
that will equate at least one of the constraints of 5.11. These inequalities are defined
as equations for the upcoming sequences and the value for ε1 is put there instead of
the variable εh. The constraints are thus fixed, the remaining constraints remain un-
changed and a second sequence j = 2 is solvedwith themodified linear program. This
procedure is repeated until all constraints are fixed. The solution is then a distribution
corresponding to the nucleolus.
In the second phase, the biform game must verify the distribution found through
a non-cooperative game and call for a strategic decision from the participants as to
whether they accept the distribution of savings. Accordingly, within the community
there must be no possibility for them to achieve a division that is better for them. The
study of the nucleolus must therefore provide a distribution for each possible cooper-
ation, so that the players can make a rational decision about whether the distribution
of the grand coalition is fair. This means that there must be no possibility to realize a
better distribution in individual cooperations. For this purpose, the application of a
Nash game is suitable, in which all strategy combinations are compared. If the play-
ers then choose the strategy that provides for a distribution in the grand coalition, this
distribution cannot be improved by a deviation.

5.2.2. Dominated Biform Game

A different idea of the modified biform game for the VEU concept is based on its
structural peculiarities and the available information. Both games continue to exist in
this case, but the distribution is performed only on the basis of the dominant game. In
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this case, this is the non-cooperative game, since every cooperative distribution must
be examined there at the latest for a possible deviation. The proposed procedure is
therefore also inspired by a non-cooperative concept. The Stackelberg model meant
here can be solved to find one (or more) Nash equilibria, i.e., strategy configurations
where each of the players has chosen an optimal set given the choice of sets of the other
players. In principle, there is always a Stackelberg leader who can make a choice first
and a Stackelberg follower who can only react to it. The Stackelberg leader uses his
prioritization to choose a quantity that gives him an advantage and is tolerated by the
Stackelberg follower.
A similar approach is also proposed for a dominated biform game. In contrast to
the Stackelberg model, however, the difference between the two sides involved is not
the advantage of a preferred decision maker, but that only one side would have the
possibility to deviate. Deviation within the coalition can thus be prevented by giv-
ing preference to this dominant side. The two market sides of supply and demand
are the players in this concept. The amount of energy exchanged internally between
these two players must end in equilibrium, which is thus somewhat equivalent to a
market clearing volume. Given that the VEU always uses all available energy quan-
tities to the maximum result, there will usually be a concrete bottleneck – either in
supply or demand. Thus, the market side with the surplus of energy has participants
that are not considered at that moment or only partially, but still have an interest to
exchange local energy. The considered participants in the internal energy exchange
will accept any uniformly applied allocation, since they would otherwise be worse off
because of the optimal allocation of the P2P connections. This is also the reason why
exceptions to the congestion constellation do not need to be examined separately. This
includes when the available supply and demand are already balanced, or both sides
are not further allocated because a negative saving would be realized. Accordingly, in
this case, there is no possibility to deviate within the cooperation. Consequently, the
VEU has to set a uniform price for all P2P connections only for the relevant deviation
scenarios which prevents any intervention of the members not considered. The prob-
lem structure proves useful in this case as well, since by simply using the scheme of
the maximum saving flow algorithm (MSFA), this uniform price can be easily deter-
mined. Figure 5.1 shows this on a graph example.
The graph solution in Figure 5.1 shows a bottleneck on the supply side and thus a
surplus of demand. Two consumers can no longer be served internally and would
have to continue to purchase this energy via the ESP. The two consumers G and H
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Figure 5.1. Graph solution of internal energy exchange for potential savings distribu-
tion

have no savings at the moment and could offer the suppliers the choice to ignore the
central decision of the VEU for a minimal saving. In order for the dominant sup-
ply side to ignore this, the unit price for the savings sharing of the P2P connections
must prevent this. Formally, this is accomplished by selecting the maximum of the
last supplier’s rate value srt,s̃ and the highest rate value drt,d̃ of the two ignored par-
ticipants, so that max(srt,s̃, drt,d̃). Thus, for the figure example, VEU sets a unit price
of 15 cents/kWh, which is the tariff value of consumer G. Both demanders then have
no way to influence the suppliers without then accepting a higher price compared to
their tariff value. Alternatively, the uniform price may favor the dominant side of the
market even more if this is desired. The theoretical market clearing price of this so-
lution (16 cents/kWh) is found at the last participant of the inferior market side and
also ensures that a deviation is no longer possible in purely mathematical terms. In
this case, the last participant involved does not receive any benefit from the internal
energy exchange, but is also not in a disadvantageous position. The procedure applies
in a mirrored way for the case that the surplus occurs on the other side of the market.
For the case that supply and demand quantities are pari, however, the VEU can select
an arbitrary uniform price, given that this lies within the interval of the last edge. The
result is then stable, since no participant can do better. For the example from Figure
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5.1 thus in the interval [12; 16], since the last edge runs between supplier C and de-
mander F . If a uniform price is chosen outside the interval, this would lead to a price
that would make one of the participants worse off.
The disadvantage of this form of distribution is that it must be applied very dynami-
cally. Themarket situation is volatile throughout the planning horizon and the energy
quantities change in each period. Affected by these constant changes is thus also the
definition of the uniform price for the savings distribution of the P2P connections,
which can fluctuate strongly in the periodic intervals. These fluctuating price settings
must therefore be explained separately to the participants if a certain transparency is
to be ensured. This still leaves a fair procedure, which in the end is reminiscent of the
usual auction system. However, due to the exact allocation in the P2P connection, the
uniform price can be set as shown in such a way that really all participants can get a
fairer share of the savings. The market clearing price would reduce a participant to
its tariff value and thus its marginal value before it would be worse off. It must be
noted, however, that a dominant biform game can only be applied to the energy load
adjustment (ELA), since an exact allocation of the two sides of the market and thus
the definition of the periodic uniform price is possible here. For storage processes,
allocation is no longer available, as discussed in Chapter 4.1.

5.2.3. Fixed Saving Distribution

This thesis proposes a fixed distribution of savings as the simplest variant to imple-
ment in practice for a community such as the VEU. Each participant n ∈ N thus
receives a fixed percentage share of the savings to which he has contributed. The
percentage depends on the role of the participant in period t in which the savings oc-
curred, i.e. whether he can be classified as a supplier s ∈ St or consumer d ∈ Dt. The
system is comparatively simple and easy to understand for all participants. What an
exact distribution looks like can be decided by a VEU itself or can be decided by the
participants. A proportion can also be provided directly for the VEU itself. Thus, a
possible distribution could provide, for example, that suppliers generally receive 50%
of the savings, demanders receive 40%, and the remaining 10% is allocated to the VEU
directly. The fixed percentages can be applied to all P2P connections, but can also be
used for the storage processes, as detailed in Chapter 4.1.5. Therefore, one advantage
is that only one type of distribution needs to be used throughout. The fact that no
participant is still worse off due to this distribution also provides stability in the coop-
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eration and takes up the idea from Chapter 3.1.2. The advantage of an exact allocation
of the P2P connections in connection with this sharing type is addressed there in the
context of the MSFA and the Monge properties.
The disadvantage of a fixed savings distribution is that the price limits of the domi-
nated biform game still exist. So it can happen that there are distributions in which so
far unconsidered participants could temporarily or even permanently acquire more
savings over a certain period of time. The period-specific decision on the uniform
price prevents this in the dominated biform game and can here lead to the named
second-order instabilities if participants are permanently not involved. A possible so-
lution in this case can be the share of savings which the VEU receives. A portion of
these funds can be used to give each participant VEU a lump-sum payoff, thus reduc-
ing dissatisfaction in general. The game theoretic computation itself should not be
affected by these stability factors and the distributions should be in the core as long
as the distribution of savings is only between participants.

5.3. Case Study

The objective of this study is not a comprehensive analysis of the presented methods,
but to offer a first impression on the applicability and how the results can be assessed
for further research. For the game-theoretical analysis, the VEU is therefore reduced
to two or three participantsmaximally. This is permissible for interpretation andmore
useful for presentation. In this limited setting, the non-cooperativeNash game is quick
to solve and feasible in a matrix. Constellations in which only one side of the market
exists basically do not achieve any savings and can therefore be ignored in general.
This leads to the investigation of the following constellations:

M1 1 supplier, 1 consumer
M2 2 supplier, 1 consumer (S1, S2, D1)
M3 1 supplier, 2 consumer (S3, D2, D3)

For simplification, only the basic model with the exclusive use of ELA is applied and
thus storage processes are ignored. An initial calculation of the Shapley values for
these constellations confirms the results of literature. The result shows that only for
M1 a distribution is foundwhich is always in the core. Since suppliers and demanders
contribute the same amount of energy to achieve the savings, the Shapley approach
always applies an evenly balanced distribution of the savings. In the constellationsM2
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and M3, on the other hand, the Shapley approach does not necessarily find a distri-
bution which is in the core. A fair distribution can also not be attested. The approach
only considers the amounts of energy that each participant could contribute in order
to decidewhich share of the savings the participant should have. P2P-connections that
achieve a high savings margin but exchange lower amounts of energy are then even
disproportionately penalized in this case, as shown in Table 5.1. The first three rows
present the results for the M2 constellation, and the subsequent three rows present
the results for the M3 constellation. The initial data for the original energy quanti-
ties (column ’Energy’) and for the ESP tariff value of the participant (column ’ESP)
tariff’) are provided first for both constellations. The results of the optimization for
the internally exchanged energy quantities (column ’ELAEnergy’) and the associated
margin between the tariff values (column ’ELAMargin’) follow subsequently2, before
the distributions according to Shapley (column ’Shapley’) are shown. In both constel-
lations (M2 andM3), the market side representing the bottleneck3 is given the largest
share of the savings. Note that the participant on the other side of the market with
which the highest savings margin can be achieved (S2 and D2) is allocated a share of
less than 10%. In no constellation can this scaling be justified by the amount of energy
exchanged internally alone. The Shapley approach therefore considers the possibility
that the respective bottleneck side (D1 and S3) could also exchange the entire amount
of energy only with the other participant (S1 or D3). This consideration makes sense,
except that the participant that enables a worse margin (S1 and D3) is disproportion-
ately rewarded in this case. The disadvantaged participants (S2 and D2) will not be
satisfied with this distribution, given the appropriate transparency, due to their much
smaller share of the savings. Incidentally, the Shapley distribution is not in the core
in either constellation, which is consistent with what has been proclaimed in the liter-
ature. It can be added, however, that the Shapley approach cannot show satisfactory
results for mixed coalitions that include more than three participants. An additional
analysis of the second phase of themodified biform game can be neglected in this case,
since the games are already classified as not stable for the criteria of the cooperative
game.
If the nucleolus approach is applied instead, it is shown that a distribution is always
found which also lies in the core. However, the proposed distributions do not corre-

2The savings margins of the respective single market participants differ, since the margin value can
already be seen at the participant of the opposite side, which is involved in the energy exchange.

3In both constellations this is the market side with only one participant.
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Energy ESP Tariff ELA Energy ELA Margin Shapley
S1 2330 Wh 13.50 cents/kWh 288 Wh 21.51 cents/kWh 3,595.76 (37.37%)
S2 139 Wh 10.90 cents/kWh 139 Wh 24.11 cents/kWh 679.01 (7.11%)
D1 427 Wh 35.01 cents/kWh 427 Wh – 5,271.40 (55.52%)
D2 102 Wh 32.59 cents/kWh 102 Wh 20.79 cents/kWh 432.99 (9.31%)
D3 262 Wh 30.25 cents/kWh 137 Wh 18.45 cents/kWh 1,577.48 (33.94%)
S3 239 Wh 11.80 cents/kWh 239 Wh – 2,637.76 (56.75%)

Table 5.1. Shapley Saving Distribution

spond to an overall stable distribution when the results are considered in detail.4 That
the nucleolus does not provide a robust solution for a saving distribution in the VEU
is further illustrated by the results in Table 5.2. The identical arrangement of constella-
tions is analyzed5 with the repeated information for the amounts of energy exchanged
internally (column ’ELA Energy’) and for the associated margin between tariff values
(column ’ELA Margin’). In M3, the distribution of the nucleolus approach (column
’Nucleolus’) discriminates customer D2 very clearly, giving a share of 119.34 or 2.57%,
and this despite the highermargin of the P2P connection between the two participants
involved and the small deviation in the energy quantities exchanged. In the constella-
tion M2 a distribution arises in which supplier S2 is discriminated and receive only a
share of 1.89%. In both constellations, the allocated savings of the respective discrim-
inated participant (S2 and D2) are then so different in comparison to the other par-
ticipants that this allocation will barely hold. Although the exact distribution that the
nucleolus chooses for vertical collaborations cannot be unambiguously reproduced,
certain rules and patterns can be identified. This is true in particular, compared to the
results of the dominated biform game (’Dominated’ column).

ELA Energy ELA Marge Nucleolus Dominated Fixed
S1 288 Wh 21.51 cent/kWh 3097.44 (32.45%) 0 (0.00%) 3,716.93 (38.94%)
S2 139 Wh 24.11 cent/kWh 180.70 (1.89%) 361.40 (3.76%) 2,010.77 (21.06%)
D1 427 Wh – 6,268.03 (65.66%) 8,757.77 (91.74%) 3,818.47 (40.00%)
D2 102 Wh 20.79 cent/kWh 119.34 (2.57%) 238.68 (5.13%) 848.23 (18.25%)
D3 137 Wh 18.45 cent/kWh 1,263.82 (27.19%) 0 (0.00%) 1,011.06 (21.75%)
S3 239 Wh – 3,265.07 (70.24%) 4,409.55 (94.87%) 2,788.94 (60.00%)

Table 5.2. Comparative Saving Distributions

4It is even evident that by changing the positioning of the constraints in the model, deviating saving
distributions are presented as a solution in the nucleolus approach. That several distributions are
located in the core and the nucleolus chooses only a certain one of them is understandable. That
it can however arbitrarily come to a preference or disadvantage, depending on at which place the
constraint is positioned, is not allowed to occur for a stable application of the distribution.

5M2 in the first three rows and M3 in the subsequent three rows.
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The nucleolus method always assigns a larger overall share of the savings to the side
representing a bottleneck (in the constellations analyzed, to participants D1 and S3).
This preference is due to the fact that the participants on the bottleneck side also have
a stronger influence in potential individual cooperations. Thus, they contribute more
to the large cooperation for the procedure as a whole and this evaluation of the influ-
ence of both sides is even desirable. On the other hand, how the procedure evaluates
the influence of the individual participants in the two groups themselves remains elu-
sive. However, a consistent pattern can be identified, as the discriminated participant
(S2 and D2) always receives half of what is provided in the dominated biform game.
This suggests that there may be a correlation. In the dominated biform game, the sav-
ings values of the participants are based on a chosen uniform price which is supposed
to prevent participants who are only partially or not taken into account at all from
proposing deviating constellations and thus dissolving the grand coalition. Partici-
pants S1 and D3 are these potential deviants in the two constellations and also do not
receive a share of the savings in the dominated biform game due to the chosen uni-
form price. The nucleolus method, on the other hand, disproportionately favors the
two potential deviants and thus ignores the influence of individual P2P connections
on the total savings. In the end, even the actual worst connection between two partici-
pants (the last edge in the graphical solution) is awarded the highest share of the total
savings, which is also evident in cooperations with more participants. The remaining
participants, on the other hand, receive a minimum share that is acceptable for the
procedure. The minimum share can be derived from the values of the dominated
biform game, as is also the case in the constellations investigated. The disproportion-
ate preference for this connection, which is the worst in terms of margin, does not
follow a rational decision especially if the other participants are only granted these
minimum amounts. Overall, it can be concluded that although the distributions of
the dominated biform game also are in the core, like the distributions of the nucleolus
method, both contain clear discriminations of individual participants and therefore
do not result in sustainably applicable distributions. Further and more extensive in-
vestigations are nevertheless necessary. The discrimination in the dominated biform
game is mathematically correct, since deviation is computationally prevented, but in
practice the distribution will still cause discontent. Although it must be noted that
the preferred side can change constantly with this type of distribution and therefore a
possible compensation in the preference can be given over time. However, this would
require studies over a longer period of one year in order to make a reliable determi-
nation here.
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The fixed savings distribution approach (column ’Fixed’ with predefined 60% for sup-
pliers and 40% for demanders) offer a very good compromise in this case. The pro-
posed distributions take not only the energy quantities exchanged into account but
also the respective saving margins of the P2P connections. It then lacks consideration
of the respective market power at a certain point in time and thus ignores temporary
influences. How and whether one side is favored can be defined by the VEU and
applied constantly. In general, fixed distributions offer more attractive and compre-
hensible distributions for a cooperation that can be determined by a VEU or selected
by a vote. However, a fixed distribution is mathematically challengeable in every pe-
riod, but only if there are participants that have not been considered so far. This also
becomes apparent when the second phase of the biform games is played afterwards.
A Nash equilibrium only results if deviating players cannot find a better distribution
among themselves when they play in smaller coalitions. Disregarded players can pro-
pose coalitions in which they are better off in a fixed allocation and still be able to im-
prove another participant’s position. With nucleolus, on the other hand, the arbitrary
selection of a split that lies in the nucleolus automatically results in the Nash equilib-
rium. In the two scenarios studied, the individual coalitions are distributed in such a
way that only one player receives all of the coalition’s savings, resulting in all players
being satisfied with the distribution of the large coalition. The Nash game for nucle-
olus based distributions thus has no significance because of the nucleolus approach.
The dominated biform game also always holds in the Nash game, due to the explicit
use of the deviation limits.

5.4. Discussion

Neither the classical game forms nor the biform variants are able to find consistently
stable distributions for a VEU, as can be seen from the case study. The dominant bi-
form game at least offers a problem-specific alternative that computationally rules out
any deviation. However, it may be doubted whether this approach ensures long-term
satisfaction. Although further analysis of the applicability of the core to vertical coop-
eration games is also appropriate, given the selection of results presented. The most
reasonable procedure is a fixed saving distribution, which, however, remains com-
putationally vulnerable. The proposed distribution of this procedure will therefore
always depend on the acceptance of the participants and what they consider to be
fair. However, this is a question that must be answered using empirical data. Math-
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ematically, the dominant biform game remains the only reasonable game form that
can currently be proposed for the savings distribution at the moment. In this case,
it is possible to compensate for the purely mathematical weaknesses of the fixed sav-
ing distribution with the principles of the dominated biform game. An example is, a
fixed saving distribution which nevertheless takes into account the respective market
situation and favors the respective bottleneck side. This is in contrast to the market-
oriented preference in the dominated biform game, however, to a lesser extent.
An interesting aspect of the dominated biform game when analyzing the entire plan-
ning horizon is the constant and, to a certain extent, predictable change of the domi-
nant market side in the course of a day. This is due to the cyclical power production
of the photovoltaic (PV) devices. In the beginning, the supply is still very low and
will hardly be able to cover an ordinary period demand. The uniform prices in these
periods will then favor the supply side. This changes with the increased supply due
to the increasing productivity of the PV devices, where the uniform price will then
align with the demand side. As energy production decreases, this will then reverse
again. For most of the productive phase of the suppliers, the uniform price will thus
favor the demand side and provide small savings for suppliers. The dominated bi-
form game thus follows the laws of the market economy, but the approach could un-
derstandably also lead suppliers to then seek alternative trading opportunities. The
VEU would rather be a submarket then a cooperation and since all participants are
still independent, it would be conceivable that they let only parts of their supply or
also their demand settle by the VEU. For example, it would be possible for participants
to trade residual quantities directly at a LEM or through aggregators if the distribu-
tion of the VEU is disadvantageous for them. Alternatively, participants could make
strategic decisions and try to strengthen their side of the market in the long run by
acquiring new customers or suppliers or by switching sides themselves. Overall, it is
likely to be inconvenient to always explain the volatile uniform price throughout the
day based on the temporary market composition in the case of transparent settlement
vis-à-vis the participants.
The relationship between the price limits in the dominated biform game and how
they are taken into account by nucleolus is also an interesting finding. It shows that
the nucleolus also takes these price limits into account in order to find a computation-
ally acceptable distribution. In contrast to the dominated biform game, however, the
nucleolus exploits the price boundary to such an extent that it not only favors the supe-
rior side of the market, but also arbitrarily discriminates between participants within
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the inferior side of the market. This can be seen in the sometimes drastic discrimina-
tion of participants who receive an absolutely minimal saving, so that a deviation is
mathematically just prevented. If there are two participants on the inferior side of the
market, only one of the participants is discriminated in this way. The other participant
then receives a disproportionate share of the savings. Therefore, although the nucle-
olus finds a computationally stable allocation, which is also in the core, it cannot be
used practically. The second-order instability is obvious and a cooperation could only
justify such values if it is not transparent to the participants.



6. Conclusion

The climate and resource-related challenges to the energy systems in the comingdecades
will have a strong influence on the future energy supply. Therefore new solutions and
approaches are needed on how our energy systems can be designed and improved.
However, it is not only the large scale that will be important, but also changes and
adjustments on the individual level. The handling of energy on a personal level and a
stronger interaction between individuals will be necessary in order to ensure a more
efficient use of energy. Altogether, the more efficient use of energy by individuals can
provide a great solution, which is why local energy management and active end users
will be crucial elements for a decentralized, smart and interconnected energy world.
This thesis also provides a useful element for this environment and a basis for further
development of cooperation in such an environment. The development of improved
planning and decision support systems for energy cooperatives and energy commu-
nities will makemore efficient energy use at the local level in the context of the energy
transition a little easier to realize. Although this thesis can present some progress
on an operational planning level and improve economic decision-making processes,
there are of course more elements to be developed and discussed. The coming decade
will still hold difficult challenges, especially for the control mechanisms in real-time
operation, in order to implement this decentralized, smart and interconnected energy
world in a practical or functional form. However, the better andmore precise the plan-
ning at upstream levels is, as in this thesis, the easier it will be to guarantee a stable
and secure energy supply for real-time operation systems.
This thesis concludes with this chapter and in Chapter 6.1 first answers the questions
raised at the beginning of the thesis and states how the targeted contributions can be
assessed. In Chapter 6.2 follows a selection and discussion of interesting findings of
this thesis. What implications this has for future research and what further research
goals are to be worked out is elaborated in Chapter 6.3, in addition to the recommen-
dations already made in the course of the thesis.
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6.1. Problem Progression and Contributions

The key question to be addressed in this thesis and formulated in Chapter 1.1 is:
How can a cooperation of local actors effectively and efficiently coordinate their internal
energy exchanges to add economic value ?

With the virtual economic unit (VEU) this thesis presents a basic concept how in-
dependent local actors can act as a cooperation in a future decentralized organized
energy system. With the provided mathematical models and algorithms, the internal
energy exchange between the participants can be designed in such away that a system-
optimal economic added value is given for this cooperation. The model is modular
and is further developed in the course of the thesis and thus also provides the basis for
potential extensions of the systems considered so far (energy storage system (ESS),
demand side management (DSM) and electric vehicle (EV)) or the integration of fur-
ther systems/approaches such as controllable energy generators (such as micro com-
bined heat and power) or demand response (DR) approaches. The economic analysis
with each iterative step shows how the internal energy exchange generates this added
value for the community. The results show interesting influences (e.g., seasonal or pa-
rameter dependent), which can be individually evaluated with the provided models
and thus can also be used as strategic decision support.
A comprehensive answer to this question also involves addressing the sub-problems
identified earlier:

• How exactly should a framework for cooperation and its operational planning be struc-
tured ?

With theVEU, this thesis offers a framework for cooperation in local energyman-
agement that allows collaboration to occur among still independent participants.
Since consumers and prosumers are likely to become more active in the future,
they will inevitably be able to conclude several contracts for their individual en-
ergy exchange. However, this also means that they will be able to diversify their
energy exchange over an undetermined number of service providers and, in the
conception of this thesis, a basic type service operator must also be given. This,
so far, common energy exchange through an energy service provider (ESP) is
not always sufficiently considered in previous literature or not given the impor-
tance that is necessary. The alternative prices of the ESP are substantial for the
operational planning of internal energy flows, especially if really resilient cost
rates are missing. A decisive advantage of the presented modeling is thus the
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explicit renunciation of the otherwise common cost definition in this research
area. The allocation of strategic costs (such as acquisition, etc.) to the oper-
ational costs to be optimized is, as is known in the research area of production
planning, not expedient andmust therefore be avoided. The results of this thesis
and the provided modeling are therefore also applicable for further or down-
stream planning processes and offer relevant decision support for operational
planning.
Furthermore, a framework should support modular diversity and be able to de-
cide specifically on the analysis of individual systems. This thesis therefore of-
fers an approach developed from scratch, whose iterative examination also en-
ables a targeted analysis of the individual systems and their contribution or in-
fluence for the success of the VEU.

• What economic influence does flexibility solutions have on the internal exchange of en-
ergy in cooperation ?

The impact of ESSs has been shown to be of key importance to a VEU. The pro-
vision of energy supply in time periods in which it is otherwise mandatory to
use a ESP has a significant influence on the economic added value of the internal
energy exchange. For a VEU, this flexibility option can thus even be considered
essential, even if the efficiency loss of an ESS ensures that direct energy exchange
through energy load adjustment (ELA) is usually prioritized. ESSs are, however,
quite capable, above a certain threshold on individual connections, of providing
more economically lucrative options. It is this capability that makes these sys-
tems so valuable to a VEU in a direct matter. This does not take into account the
indirect benefits that these systems can have when considered as safety buffers
to make real-time operations more robust.
The application of DSM is comparatively less influential than the application of
ESSs in the conducted studies, but nevertheless in general it provides additional
economic benefits for a VEU and its participants. Steering the energy demand
into time periods in which satisfaction can be more easily realized increases the
possibilities of better distributing the energy consumption and thusmakes sense
if more dynamic pricing is used in the ESP. DSM also benefits from combined
use with a ESS and demonstrates very well how different flexibility options can
complement each other in this context.
By the controversial integration of EVs, this thesis shows that it will be cru-
cial how these devices can be planned and considered in the future. The cho-
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sen, rather restrained approach already shows the economic potential of EV-
optimization with a marginal increase of model complexity. The problem is
thereby focused on the core, and potentially most promising aspect, the use as
a temporarily deployable ESS. Adding more complexity by incorporating flexi-
bilized periods of use only makes sense if those participants who provide their
EVs to the VEU are able and willing to do so. Overall, flexibility is a valuable
factor for the VEU because, on the one hand, concrete economic advantages can
be generated and, in addition, seasonal or general temporary fluctuations can be
better responded to.

• Are there methods for the participants to distribute the monetary benefits of the coopera-
tion reasonably among each other afterwards ?

The VEU is a vertical or hybrid cooperation inwhich both sides of themarket are
covered and this type of cooperation is sufficiently known in theory, but a con-
crete generally applicable procedure for the distribution of success in such type
of cooperation is not yet realized. This thesis indicates the disadvantages of the
success distribution of classical procedures for small examples already. As an
alternative, a problem-specific approach is proposed, which determines a uni-
form price for each individual energy exchange in a certain time period and thus
makes deviatingwithin the cooperation computationally impossible. In general,
this approach is an improvement on the distributions of the standard methods,
even though it is not a practicable distribution method for the success of VEU.
Discrimination of one side of the market will inevitably lead to discussions and
thus deviations of participants may occur. The simple, but reasonable alterna-
tive provides a fixed distribution of the success which the VEU determines, or
for a greater acceptance among the participants can also be determined by vote.

The main contributions of this thesis are:
• A basic framework for a cooperative agreement of participants in a local area of

the energy grid (Chapter 2)
– Classification in the current state of research on local energy markets and
cooperations

– Potential definition of this local area for participation in the VEU
– Participants are still independent actors and are able to manage their per-
sonal energy exchange or parts of it also through other contracts or partners

• Amodular and extensible mathematical model provided for the operational op-
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timization of internal energy exchange in the VEU
– The structure of themodel startswith a rudimentary basic approach (Chap-
ter 3)

– Iterative development of the model to include specific flexibility solutions
(Chapter 4) like ESS and DSM

– Holistic approach is provided that can be modified and extended
– Extensive tool for economic analysis and operational planning

• Comprehensive economic analysis of all incremental modeling steps
– Insights of how particular parameterizations affect the system now under
consideration

– Focus on practically applicable modeling, predominantly based on a linear
program

– In addition, the analysis of the economic results is also used to show and
evaluate alternative solution methods

– A holistic economic view of the potential success of a VEU and how this
success is composed, which influences prevail and therefore can be used
concretely also for strategic decisions is created

• Initial game-theoretic analysis on the success distributionwithin vertical/hybrid
cooperations (Chapter 5)

– Themodel optimizes the economic success of the entire cooperation, which
is to be distributed among the individual participants

– Delineation and examination of possible distribution methods for this par-
ticular form of cooperation

– First analysis of selected standard game-theoreticalmethods andnewproblem-
specific approaches

6.2. Summary and Implications

A key insight from the case studies presented is that in local environments such as
a local energy market (LEM), energy community (EC) or the VEU, energy supply
takes on a more dominant role than before. The overall energy system will be still
demand-driven (as described in Chapter A.1) with a constantly existing but volatile
energy demand that has to be finally satisfied. However, the individual local and
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regional energy markets will not operate autonomously, but in conjunction through
and with higher grid and energy market levels. The concept of microgrids discussed
and studied in the literature proposes autonomous operation, but even there, connec-
tion options to the existing grid infrastructure are considered. At these higher levels,
energy demand will continue to determine the energy trading quantity to a certain
extent. The price of energy is therefore determined by the resources or energy sup-
ply required to provide this trading quantity. This condition does not apply to local
energy environments, because the energy supply is limited and therefore cannot au-
tomatically cover the entire energy demand. The local energy supply therefore exists
apart from autonomous environments as before as a supporting energy supply, but is
utilized more effectively through local market and community solutions. This again
underlines the importance of the basic contracts with the ESP highlighted in this the-
sis, which guarantee the required basic service. It also highlights that the terms of
these contracts are the most important operational optimization criterion for local en-
vironments. The cost allocation by means of full cost accounting, which is often used
in publications, provides distorted results, since these values assign a differentweight-
ing to assets and participants. However, this alteration is based on cost values that do
not have an operational character, since photovoltaic (PV) for example has no variable
production costs. Strategic investment costs or maintenance, on the other hand, are
fixed costs that cannot be optimized and are not expedient for operational planning.
Since energy supply is no longer adjusted to demand, it can be observed in the VEU
case studies that a constant and changing imbalance between supply and demand
prevails over time. Due to the volatility in PV energy generation, this behavior is un-
derstandable. On the other hand, it is also desirable as a basis for analysis since such
configurations for the actors is realistic in future local environments. The divergent
role of energy supply is highlighted in a particular way by this scenario and there
are then two alternating temporary states of this supply, which either represent a bot-
tleneck or result in a surplus. If the internal energy exchange of a VEU is limited to
period-specific ELA (the baseline studies from Chapter 3) this imbalance is more pro-
nounced comprehensively. The primary aim of the flexibility options is therefore to
make better use of the excess supply in each case. In the case of supply-based load
shifting, this is hardly surprising, since it is the purpose of this option. However,
demand-based load shifting is also primarily driven by supply, as the optimized DSM
schedules attempt to shift demand in away that prioritizes the use of ELA. It is thus ev-
ident that energy supply and demand are balanced differently than before, which also
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increases the need for these flexibility solutions in order to keep the maximum quan-
tity of energy local. What influence ESSs can have especially in this context becomes
clear by the case studies. Despite efficiency losses in storage processes, the savings
potential cannot be neglected and exceeds the possibilities of ELAs, since the energy
exchange bymeans of ESSs is no longer time-bound. On the other hand, if the demand
is also flexible, the importance of time-bound energy exchange by means of ELAs in-
creases again, since the demand can come to the supply. In summary, it can be seen
that through the multitude of options understandably more savings can be achieved
and therefore is to be preferred, if possible. The flexibility option through EVs, on the
other hand, is treated very controversially in this thesis and abstains from integrating
the otherwise focused partial benefit of demand shifting. The additional capacity or
flexibility of EVs, on the other hand, is assigned themore valuable contribution for op-
timization and the integration of EVs is used to introduce a meaningful extension of
ESS parameters and to question the sense of explicitly modeling the shifting of the EV
energy demand through status changes (off- and on-grid). A final evaluation cannot
be made at this point, but will depend to a certain extent on how the EV fleet available
to a VEU is structured. Many second cars with rather flexible use options increase
the meaningfulness of postponed status changes. This is countered by a rather rigid
use of main cars, whose potential for status change shifts is low and thus the different
scenarios can also be compared by solving a less complex model several times.
The VEU and implementations provided can help with rough operational planning
and provide data that gives a general projection for the next few days. This data can
then be used to ensure more stable real-time operations or even serve as decision sup-
port for strategic decisions. The VEU or individual participants, for example, will
expect a corresponding return on investments in their assets and therefore need anal-
ysis capabilities to estimate this. Which operational influence targeted investments
may have can be determined with the provided models and the results for the invest-
ments can be derived. If the seasonal effects are taken into account, which are shown
and discussed in this thesis, the strategic analysesmade aremore sustainable. For this,
it is necessary to extend the planning horizon considerably, which will be feasible due
to the favorable modeling.
In the game-theoretical analysis of this thesis, it is noteworthy that the distribution
mechanisms examined almost always lead to discrimination of individual partici-
pants. The only exception is the fixed distribution. Individual participants are thereby
allocated very small shares, even if their contribution to the savings objectively re-
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quires a stronger appreciation. Of course, this also lowers the incentive of these par-
ticipants to continue to participate in the cooperation or increases their dissatisfaction
with the cooperation. The literature calls this second-order instabilities and describes
why mathematically or procedurally plausible solutions may still not yield a satisfac-
tory distribution. It is interesting that proven methods such as Shapley or nucleolus
offer a distribution that can plausibly estimate the share of the two market sides, but
ultimately fail to find a fair distribution within the market side. Possibly, it is a plau-
sible approach to carry out a redistribution within the market sides on the basis of
an initial solution by the standard procedure, in order to resolve the injustices there.
However, this idea was not explored further within the scope of this thesis, but there-
fore offers a first perspective on future research possibilities, which will be discussed
in more detail in the next section.

6.3. Outlook

With the results presented in this thesis, one key extension can be identified in the
first place and that would be the external connections of VEUs as an additional op-
tion to increase savings. The advantages of the internal energy exchange between the
participants have been outlined, and it is nownecessary to clarify howan additive con-
nection can be effectively designed for external purposes. For a sustainable analysis,
it is necessary that politics and energy industry concretize the market models for local
energy management more than it has been done so far. The rather loose framework
conditions and rudimentary declarations of intent known so far are not yet sufficient.
The theoretical approaches in literature and started scientific practical projects on lo-
cal energy markets have so far been very close to the known market structures in the
energy environment. As shown in this thesis, a two-step approach can be usefully
applied in this case, in which the optimal internal energy exchange between the par-
ticipants serves as a basis or first step. From this, the necessary information can then
be derived to make economically appropriate decisions for the external connections
of a VEU. This approach can be built upon should the theoretical development so
far ultimately lead to regional or local energy markets operating on an auction basis.
Meanwhile, the internal optimization of a local community with given technical pos-
sibilities and legal framework, evenwithout concretemarket access, is already feasible
for participants who already want to become active in this form.
The extension and/or improvement of the optimization methods presented is also a
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potential research approach for the future. Thereby, a focus on the improvement of
the optimization methods is quite conceivable, such as the targeted investigation of
heuristics for ESSs and DSM. However, the question arises how purposeful a focused
development is, due to the presented effective modeling (linear program) and the
available powerful solvers (mixed-integer program). The further development of the
integrated EV-planning is an exception here, since this thesis explicitly abstains from
a schedule shift of the vehicle status comparable to DSM, but only justifies this theo-
retically. To conduct a detailed study of whether this potential shift in EV deployment
times can develop a significant impact is quite purposeful in this regard. The exten-
sion of the presented optimization methods, on the other hand, would be more in
line with the actual purpose of the modular structure of this thesis. For example, the
integration of controllable energy generation by micro combined heat and power or
similar devices should be mentioned here. Such devices are primarily used for effi-
cient heat supply1, but also provide significant electricity production. The electricity
produced simultaneously with the heat can then be used within the VEU, providing a
missing controllable operational element. Alternatively, a sequential or decomposed
approach can be used to integrate this element, in which heat generation is first deter-
mined separately or subsequently based solely on heat demand. Thus, the decision of
this subproblem is made based on the primary energy demand alone and not simul-
taneously, as would be the case if the decision is integrated into the existing model
structure. An investigation of the integrated approach in comparison to the two po-
tential sequential options may be an interesting future project.
Another opportunity for further elaboration is provided by the uncertainties for this
local energy management of the VEU. While there is still a subsequent operational
level of control that ensures real-time operation, efficient and robust operational plan-
ning at the upstream planning level reduces necessary corrections in real-time opera-
tion. Significant improvements can still be made here, even though relying on widely
accepted energy forecasts is understandable and reasonable for the purpose of this
thesis. However, subsequent studies, especially with potential data from real-time
operation, can improve the forecasting methods used in practice. Alternatively, this
could be done by applying simulations, even though this thesis considers an improve-
ment of the forecasts to be more reasonable in principle. Regardless of the chosen
procedure to improve the handling of uncertainties, it must be considered that even
the best procedures cannot guarantee absolute certainty and that deviations will oc-

1The devices have a much better resource utilization rate than ordinary thermal power plants.
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cur. As a result, especially when using ESSs so far only the mentioned optimization
measures will be necessary. This means the level of safety buffers that should be avail-
able to ensure reliability of the operational energy balance in the VEU even without
external measures (by the distribution system operator (DSO) or the ESP). This has
economic relevance especiallywhen the VEUhas a similar responsibility for its energy
balance as is the case with a balance responsible party (BRP). At the same time, ap-
propriately held security buffers provide opportunity costs, since the storage capacity
or the stored energy quantities cannot be used in a profit-maximizing way. Therefore,
it is necessary to find optimal buffers that satisfy the need for security while ensur-
ing maximum utilization. However, the determination of the security buffers is not a
one-time decision, since, for example, seasonal effects trigger other demands on the
system and therefore a dynamic decision is to be expected. Production planning re-
search can provide insights into the design of such buffers under uncertainty, as this
topic is well studied in this area.
It is also evident from the thesis that the identification of a suitable method for the
distribution of success within the cooperation is still incomplete. The research also
only sparsely deals with such vertical or hybrid cooperations in which the interaction
of both market sides achieves success. Horizontal cooperations are more common,
which is why the focus of research on this type of cooperation seems understandable.
However, the standard methods developed for this purpose are evidently not trans-
ferable to vertical cooperations such as VEUs, and even the problem-specific methods
presented in this thesis do not provide conclusive distributions that make second-
order instabilities unlikely. Fixed distributions that are predetermined or determined
by voting are the most promising. However, further research is needed in this area
to ideally provide a standard applicable method for vertical cooperations, which is
not yet available for the energy sector or elsewhere. On the other hand, this thesis
explicitly points out that for external connections the used standard procedures are
still effective and reasonable. If the VEU acts externally as a cooperation at a market
in order to trade energy supply and/or demand there, the involved participants of the
VEUmay well divide the resulting benefits by the said procedures. In this case, these
participants then form a horizontal cooperation on a certain side of the market and
can act accordingly. However, since the VEU acts on a local market, the participants
can also simply benefit from the better market price that the VEU negotiates for them.
Here there are then several options with proven methods to get a distribution that
is stable, which is not yet completed for the distribution of the success with internal
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connections.
In addition, there are other aspects that have been addressed only marginally, if at all,
in the context of this thesis. Another perspective on the optimization would be the
consideration of ecological key indicators in the objective function, such as the pre-
dicted CO2 reduction of the corresponding peer-to-peer (P2P) connection or storage
processes. Thiswould result in amulti-objective optimization that considers economic
and ecological effects. How, and if, a weighting between the two objectives is made
andwhat effects thiswould have on the optimized internal energy exchange is a poten-
tial study that can broaden the perspective of optimization. On the other hand, it is not
advisable to ignore the economic effects altogether, since the acceptance and thus also
the success of local energy management will benefit most from monetary incentives.
Ecological aspects are increasingly popular in society, but to inspire the population
further to actively participate in a diversified energy exchange, monetary benefits will
be more convincing. At the same time, there are important areas of research that will
have little impact on operational planning itself, but will be essential to the success of
VEUs and similar energy communities. These include, above all, data security in an
interconnected and decentrally organized energy grid and the general vulnerability
of such modern energy infrastructure. Precisely because energy is becoming increas-
ingly important for modern life, the protection of the systems and the data exchanged
there is more important than ever. In contrast, the more decentralized organization
and interconnected flow of information increases the risks for infrastructure and the
requirements within and for the executing systems. In the context of smart grids,
these future challenges are currently still under discussion and therefore offer inter-
esting opportunities for interdisciplinary exchange. For the near future, on the other
hand, an interdisciplinary exchangewill primarily bewith the decision-makers for the
legal design of local energy communities and local energy markets, in order to create
technically feasible and economically sensible framework conditions for local energy
management.



A. Energy Background

The commodity ’electricity’ is a fundamental good in modern society, but not easy to
manage due to its specific technical characteristics. Compared to normal trade goods,
electricitymust therefore always be available exactlywhen it is to be consumed. At the
same time, there is a need to always transmit electricity in a stable and constant man-
ner. The possibility of supporting this with a high degree of flexibility (i.e. via storage
solutions or more controllable production) is also given in such a system, but entails
further (technical) requirements and restrictions. This creates particular challenges
for the system structure, possible market designs, the regulatory framework and the
different actors within the system. In order to ultimately ensure a consistently reli-
able power supply and keep the system power flow technically feasible, today’s power
grids require large (controllable) generation plants, redundant transmission and dis-
tribution grids, as well as various control and monitoring functions. These grown
structures and technical necessities are already given and it would not make sense to
set up this system from scratch or to abandon the existing infrastructure. It is there-
fore more reasonable to expand the existing system and to integrate new possibilities
into the current grids, especially to avoid unnecessary investment costs. Nevertheless,
this means that these circumstances also have a significant influence on the change of
perspective that is discussed in this thesis. For an economic view of solutions in local
energymanagement, some basics have to be considered. Section A.1 of this thesis will
thus provide the most important information on the traditional structure of electricity
systems in this context and why some of the existing services and regulations have to
be considered also in new local approaches. Section A.2 then describes how markets
for these important systems have been designed so far and why this form of market
design is necessary to enable trade in the commodity "electricity".
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A.1. Grid Structure

The energy systems installed worldwide are already complex entities with an enor-
mous number of connected users, different installations, various economic actors and
a smaller number of system operators. The traditional approach for managing such a
complex environment is to focus on covering the sometimes highly volatile demand
while maintaining the necessary stable energy flow. For this demand-driven focus
to be possible, the system has to actually rely heavily on a few actors in the grid –
grid operators for secure transmission and large generators (such as nuclear, coal, gas
or hydro power plants). The latter offer a correspondingly large amount of control-
lable generation capacity that can be called upon when needed and thus allowing for
demand-based top-down control of the energy flow. The operation of such powerful
generators also entails significant disadvantages. Energy sources such as gas and coal,
for example, can only be used very inefficiently on this scale. Hydroelectric power
generation, on the other hand, is limited in terms of possible locations and related
catchment areas, and nuclear energy is associated with considerable risks.
Nevertheless, it can be stated that this demand-oriented approach greatly simplifies
the central coordination of the entire energy flow, since the feed-in only has to be co-
ordinated from the top with involved grid operators via precisely defined interfaces.
A.1 shows how power plants – on the highest grid level – feed with high voltage into
the transmission grids. The quantity of energy demanded is distributed (red arrows)
with high/mediumand lowvoltage via the distributions grids below to the large num-
ber of predominantly passive customers and end consumers. This makes the power
flowmainly unidirectional and therefore easy to control. Due to the leading role of the
grid operators in such a system, who thus have a natural monopoly, their influence
and potential market power is so significant that regulation between the individual
actors within a grid is indispensable if the grid is not operated by the state anyway.
The same also applies in partial terms to the potential market power of the suppliers,
as they can exert active influence in contrast to the normally passive consumers.
In order to ensure the central coordination of the entire energy flow and thus a secure
and reliable operation of the energy system by the grid operators, they need flexible
and quickly deployable capabilities to be able to intervene. In today’s energy system,
this required immediate flexibility is provided by so-called auxiliary services. The
task of these services is to change the demand for or supply of energy at short notice
in such a way that the balance in the system and thus the quality of the energy flow
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Figure A.1. Grid Environment
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are maintained within a tolerable range. Therefore, mainly very flexible power plants
regulate the frequency of the power flow and provide spinning reserves or merely
supply the power to compensate for imbalances within the power system. In addition,
a grid operator is able to handle overloading of power lines or transformers, if they
have to modify generation schedules of power plants for security reasons. However,
these ancillary services are not provided automatically and have to be purchased by
a grid operator in special designated markets, so-called balancing markets. This highly
regulated type of market is discussed in more detail in section A.2. The importance
that flexibility has and will continue to have in the energy system is significant, even
if only a local perspective will be affected.
A strong and usually very restrictive legal framework is of central importance in an
electricity system, in order to define and enforce all principles or rules that the system
needs for the necessary functionality. Regulation therefore aims to avoid inefficient
behaviour that could occur if the actors in the system were free to interact, as Pérez-
Arriaga (2013) describes. This inevitably limits the freedom of actors within the grid
and possible energy markets, because monopolies or oligopolies should not be able to
determine prices or offer bad services within such a system due to their position. In
contrast, regulation is also possible to protect investors from excessive state interven-
tion, where, for example, the setting of utility tariffs limits the return on investment.
Regulation becomes particularly important for this thesis when the relationship and
responsibility of the actors in the system are clarified. While the grid operators are re-
sponsible for the security in the grid and have to create the necessary balance by using
auxiliary services, there will be actors who are ultimately responsible for the imbal-
ance that has occurred and have to be charged for it afterwards. The increased use
of decentralised approaches for the electricity systems and electricity markets of the
future, and the associated more local energy management, means that the more ac-
tive actors will have to be integrated into the system and coordinated via smart (grid)
solutions. The latter will be discussed in Section 2.1.3. The creation of a further de-
veloped legal framework that allows for a clearly defined distribution of roles and a
clarification of the responsibilities of the individual actors is therefore indispensable.
It is obvious that this traditional structure of the electricity grid was not designed for
the future demands on the electricity grids. The already existing supply which is ad-
ditionally provided on lower grid levels is already a challenge for the central control
of the energy flow, so that only parts of it are used at peak times. The planned and
inevitable expansion of renewable energy generation in the near future will exacer-
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bate this situation and thus lead to increased supply wedging at these grid levels.
The volatile nature of renewable energy generation thus further increases the pres-
sure on the system and the need for flexibility, so that a stable and efficient power
supply with a top-down approach and unidirectional power flow can no longer be
fully guaranteed. Inevitably, the need for a bidirectional power flow arises, which is
nowadays technically possible through tools such as smart meters and the discussed
information and communications technologies in smart grid approaches. However, a
transition to bidirectional power flows (additional green arrows), as shown in Figure
A.1, have to be effectively controlled by all grid layers and requires further control el-
ements within the grid. This is mainly referred to as the smart grid, which is intended
to make better use of the already increasing degree of digitalisation in the grid, mak-
ing a decentralised organisation of the grid structure possible in the first place. More
detailed information to smart grids is shared in Section 2.1.3 or in e.g. Colak et al.
(2016), Ilieva et al. (2016), Menniti et al. (2014).

A.2. Evolution of Power Markets

Traditionally, energy supply has been understood as a fundamental good that must
therefore be provided by the state itself or state-owned companies, which is equiva-
lent to a regulated monopoly. There is only one supplier who manages everything
himself, from production to transmission and distribution to the end customer. There
is no competition at any level, in any way. In order to enforce fair pricing and certain
responsibilities (such as security of supply) against the monopolist, appropriate reg-
ulation is therefore necessary. Today’s modern and increasingly digitalised society
depends to an even greater extent on the importance of a stable but also more effi-
cient energy supply. The beginning of deregulation in the 1980s and the associated
varying degrees of liberalisation have already dismantled parts of these former mo-
nopolistic structures. The goal is to achieve a more efficient use of resources through
more competition and at the same time to ensure the necessary security of supply
through targeted regulation. Although there are still countries that rely on a monop-
olistically organised electricity supply, new market forms have developed and pre-
vailed worldwide to trade in the special commodity of electricity. The basic structures
are discussed in detail e.g. in Kirschen (2019). The most common forms of market
organisation are wholesale markets and retail competition. They are of particular in-
terest for this thesis, as local energy management inevitably has to deal with existing
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structures and actors, as theywill not disappear. In addition, local energymarketswill
have to take on several tasks and challenges which normally arise in this larger scaled
market environment. It is therefore useful to understand what makes these structures
special. The two common basic structures are therefore illustrated in Figure A.2 and
will now be briefly explained.

Wholesale 
Market

(Transmission System)

Wholesale Market System Retail Competition System

Generator Companies

Distribution Companies

Consumers

Large 
Consumers

Generator Companies

Consumers

Wholesale 
Market

(Transmission System)

Retailer

Retail Market
(Distribution System)

Large 
Consumers

Figure A.2. Common Energy Market Structures

Theoretically, there is more competition in awholesalemarket system (left-hand side
of FigureA.2) than in a regulatedmonopoly structurewith only one state-owned com-
pany. There are several suppliers of energy, so-called generation companies, which
place their offers on the wholesale markets. This energy is then in turn purchased by
so-called distribution companies, which bundle the demand of consumers in the area
assigned to them. As a result, the demand quantities on the wholesale market are
correspondingly high and the supply side is met on an equal footing. For ordinary
consumers, there is no significant effort or risk involved in the energy supply. If a con-
sumer can guarantee a certain purchase quantity himself, he is in a position to partici-
pate directly in the wholesale market. Of course, this also means that a large customer
is responsible for its own security of supply. The basic procedure for trading on these
markets is either a pool principle, in which supply and demand are cleared in an auc-
tion system, or relies on bilateral trading, so-called over-the-counter transactions. The
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wholesale market price is thus determined by matching supply and demand.
Unlike a regulated monopoly, in a wholesale market there is no central entity solely
responsible for the provision of energy, so this responsibility is shared to a certain
extent in such a market environment. The main issue here is the responsibility to
operate and maintain the grid. However, who provides the services required can be
considered separately. While the reliability and operation of the transmission grids as
well as the market organisation itself are handled by central entities, the distribution
companies are responsible for their own distribution area. They alone have to ensure
the security of supply for their customers, but in return they also have a monopoly
position for this area. Competition is not foreseen at distribution level and as long
as customers do not leave their area, they cannot change their provider. So it is only
a partial opening, which is mainly intended to lead to competition between the gen-
eration companies. The bundled consumers will still assigned to a monopoly, which
must then be regulated accordingly to prevent abuse in pricing.
Probably the most widespread market form in the energy sector is retail competition
(right-hand side of FigureA.2). This form extends thewholesalemarket concept to in-
clude competition at the demand level, in the sense that small and medium-sized end
customers are no longer tied to one supplier. End customers are now able to choose
between different competing retailers to meet their energy demands. These retailers
are referred to as energy service providers (ESPs) in the further process of the the-
sis. In retail competition, distribution companies no longer have a local monopoly in
their area, but can of course act as ESPs in the retail market. In addition, distribution
companies are still responsible for operation andmaintenance of the distribution grid
infrastructure. Distribution companies therefore still have a natural monopoly in this
area and ESPs have to pay fees to the respective grid operators, which are necessary for
supplying energy to their customers. This can also mean several grid operators and
thus also different fees if they are not regulated. Therefore, state authorities usually
regulate or restrict the fee design and monitor that the distribution companies dis-
tribute the energy properly and without privileges. In this market form, consumers
are able to change their ESP depending on their contract situation if they expect better
service or a better price elsewhere.
Although the grid fees are passed on to the end customer, retail prices are compara-
tively more favourable for them than in other market forms due to the competition in
the market. The customer is not exposed to a monopoly and is less dependent on state
regulation to enforce a fair price development. Retail prices usually also tend to offer a
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certain degree of certainty and predictability, as long-term contracts with fixed prices
are not uncommon. In such a case, the ESP is taking on the price risk, as he has to
purchase the energy on the wholesale markets. To take this risk into account and still
remain competitive is a key challenge for ESPs. New market concepts in the sense of
local energymanagementmust bemeasured against/compared to this already achiev-
able price level and at the same time offer this level of security for the end consumer. A
more active role for consumers must therefore offer appropriate added benefits. The
future of ESPs must also be considered, as a not insignificant industry cannot simply
be abolished. However, this will be discussed further in Section 2.2.
In addition to these basicmarket designs, there are two important characteristics in the
energy sector by which markets can be distinguished. The market mechanism is the
first characteristic and defines how trading is carried out. Therefore, the two common
forms of trading are presented below. The second characteristic is the classification of
the market into a certain market type. The typification is done in the energy sector by
defining the time of trading, i.e. when the trade ultimately takes place and is discussed
afterwards.

A.3. Market Mechanism

AsKirschen (2019) explains, there are twopossible processes for trading the electricity
as a commodity in the energy sector. The simplest variant is bilateral trade, as this only
requires two parties. If both parties agree on quantity, price and delivery formalities,
they conclude a contract. They are absolutely independent in what exactly they agree
on and consider appropriate. This has certain advantages, especially for long-term
contracts. For example, to establish a certain degree of planning security and thus
reduce uncertainties in price or availability. The disadvantage of bilateral negotiations
is the effort that has to be made to deal with only one potential partner. More so, if
trying to find the best available offer in the market environment, which would mean
negotiating with several parties at once.
For this reason, mediated trading in designated energymarkets ismorewidespread in
the energy sector, where trading takes place through intermediation. As shown in e.g.
Morey (2001) or Maurer and Barroso (2011), such mediated trade can also end up in
a bilateral transaction where an individual price is negotiated between the two actual
contracting parties. In the energy markets addressed here, however, trading in elec-
tricity as a commodity is predominantly carried out via auctions. The most common
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variant is a one-sided auction, in which bids can be submitted on a specific offer and
a bidder can be awarded the contract for his bid on the basis of certain rules. The bid
then determines the price at which the transaction is ultimately settled. In the case of
electricity and related electricity products, such as ancillary services, it is generally re-
ferred to as a pool-based auctionmarket, where the creation of a pool is themechanism
that balances generation and demand. In these auctions, therefore, it is not an individ-
ual price that is determined, but a uniform price that applies to all market participants
(buyers and sellers). However, most wholesale electricity markets offer a wide range
of trading forms and are not limited to one particular form. Thus, a combination of
bilateral mediation and power exchanges or pool-based auctions can be found. From
the perspective of the market operator or the central role of the market itself, the focus
is on the procurement of electricity. Since demand within the system cannot simply
expire or not be met, the market primarily collects the quantity demanded and tries
to optimise the procurement costs. At the same time, however, the fulfilment of tech-
nical and legal requirements must be ensured, but depending on the market design,
this can also be remedied afterwards. In addition, the market participants themselves
will place their bids in such a way that they maximise their profit.
According to Morey (2001), the most important component of auctions for energy
markets is the traditional concern to prevent collusive, predatory and market entry
deterrent behaviour. The primary goal must be to make the process of energy gen-
eration predictable so that demand can be met in full and at the lowest possible cost
to society as a whole. Attractive prices and high market efficiency also contribute to
the achievement of other goals. These include, for example, the development of a
transparent and competitive market platform that encourages participation and can
thus increase market liquidity. The auction itself is divided into three central phases:
Bidding, Clearing and Pricing. The bidding phase is simply about submitting bids ac-
cording to certain rules (e.g. whether there are several bidding phases, whether prices
can be staggered, etc.) and within certain time frames. Each market participant will
base its bids on its forecasts for price developments, commodity availability and con-
sumption scenarios. After the bids are final, themarket is cleared in the next phase. In
energy markets, one-sided and two-sided auctions are held for this purpose. In both,
a market clearing price and market clearing volume must be determined, whereby in
a one-sided auction only the supply side submits bids and the market clearing vol-
ume is ultimately determined by the estimated demand. The market clearing price is
then obtained when this supply curve mets this demand. In two-sided auctions, both
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the supply and demand sides submit their bids and MCV/MCP are classically de-
rived by the crossing point of the two curves. Finally, the pricing or settlement phase
takes place, in which the trading prices are finally determined. In the energy sector,
there are several types, with pay-as-cleared and pay-as-bid being the most common.
Pay-as-cleared is also referred to as uniform pricing or non-disciminatory pricing and
ultimately only means that all successful bids are settled at the market clearing price.
This may lead to severe problems in a demand-driven market, as the European en-
ergy crisis of 2022 has shown. High costs in one type of generation (in this case gas)
can cause the overall market price to rise disproportionately. With pay-as-bid, on the
other hand, the successful buyer always pays exactly the price he bid, even if the seller
he eventually buys from originally offered a lower price. This pricing is therefore also
called discriminatory pricing. A detailed description and analysis of auctions and ex-
amples of the individual mechanisms can be found in the works of Klemperer (see
e.g. Klemperer (1999), Klemperer (2002)).

A.4. Market Types

Themarket types on an energymarket differ in terms ofwhen the traded energy quan-
tities must be settled. The type of market an actor uses therefore depends fundamen-
tally on the point in time for which he wants to trade the energy. It should be noted,
however, that not all stakeholders can participate in every market type. In a descend-
ing chronological order, now a distinction is made between Future/Forward Markets,
Spot Markets (Day-Ahead and Intraday Markets) and Balancing Markets.
The first-mentioned future or forward markets represent the longest period for the
subsequent delivery of energy. In these more second-tier markets, long-term trading
agreements are made that can provide for delivery of the commodity within two days
to several years. The long-term commitment secures the conditions and is intended
to hedge the risk of rising or falling prices, depending on the expected price develop-
ment and the own goals. In both types of contract, price and quantity are fixed and
delivery is mandatory. There are penalty clauses in the event that one of the contract-
ing parties cannot fulfil the contract or can only fulfil it partially. Forward contracts
also specify the physical delivery, whereas future contracts do not have this restric-
tion and are therefore attractive to speculators. In a forward market, the respective
participant must therefore be able to demonstrate its own demand or supply in order
to trade, whereas in a future market this is not necessary and only access authorisa-
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tion is required. Speculators buy or sell the required quantities with which they have
traded on a future market then on the spot markets and make a profit or loss through
the resulting price difference. In addition, these long-term markets also accept well-
known special clauses or contract forms such as options (there is only the option to
trade a certain quantity at a certain price) and difference (the buyer/seller pays the
difference to the then current price on the spot market, thus foregoes the profit from
the price difference).
Spot markets are marketplaces for short-term trading of electricity. The time of con-
tract fulfilment is a maximum of one day in the future, which naturally makes the
price development much more volatile. Short-term changes in supply or demand as a
result of external shocks have a direct influence on prices on these markets. The best-
known and widely used day-ahead market worldwide is also the market with the
greatest influence of all the market types listed here, in terms of volume traded there.
At a day-ahead market, energy is traded for the entire next day at certain time slots,
usually in packages called programming time units. In European energy markets, a
programming time unit usually spans one hour and the auction ends at noon. The
price is usually set according to a two-sided market mechanism, but can still change
due to technical restrictions, interconnections or more complex problems. For exam-
ple, individual providers may need to be replaced by others due to network restric-
tions. By replacing the suppliers, the restrictions can then be complied with, but it of
course has a negative effect on the trading price if, for technical reasons, an offer that
was previously not taken into account is preferred. In Europe, grid constraints are
only considered after the auction and solved by the involved grid operators, whereas
in the USA the auctions already take such corresponding limitations into account di-
rectly. Once the auction is completed at the day-ahead market, the intraday market
starts. Note, that a intraday market is a market form that is mainly found in Europe.
It allows the market participants of the day-ahead market to adjust any deviations in
their day-ahead plan and the influence on their bids on the day-ahead market. This
is particularly necessary if their own forecasts (e.g. weather) deviate too much from
reality or if unforeseen disturbances occur. Since this type of market only reacts to
deviations, the market volume is much smaller than with a day-ahead market. How
exactly an intraday market is structured varies between different countries or market
zones, but it must cover the day-ahead market time horizon after the auction and rep-
resent the period of delivery from one programming time unit to one day. intraday
market auctions are also directly supervised by involved grid operators, who can act
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as a last resort in the next market type if the market participants cannot resolve any
deviations themselves.
balancingmarkets are the shortest possible variant for trading electricity and are thus
the last resort for keeping the system in balance. This is also the only task of balancing
markets, which is why there is only one type of bidder in this market – grid operators.
The services that can be accessed are also highly regulated to prevent abuse of power
and ensure security. The grid operator is ultimately responsible for activating appro-
priate reserves if imbalances occur in the energy systems in real-time operation. This
mainly involves the upward or downward regulation of the grid voltage, which can
be achieved by increasing or decreasing supply and demand at short term. These
so-called auxiliary services are traded on the balancing market and, in the first step,
activated or procured there by the grid operators. In the second step, the grid op-
erators will then charge the market participants responsible for the deviation with a
corresponding penalty, provided they are considered a balance responsible party and
the imbalanced portfolio of supply and demand is assigned to them. This can also
be a market or its market operator. However, the market operator is then free to pass
on these payments to the parties actually responsible for the deviation. More detailed
documentation on the different market types and also detailed information on tech-
nical details can be found, for example, in KUL Energy Institute (2015).

A.5. Conclusion

The concise summary of the most important details of the previous structure of the
energy systems and the associated energy markets already shows some decisive lim-
itations that cannot be ignored. From an economic perspective alone, a complete re-
construction or new construction of energy systems is unrealistic. It is therefore much
more important to clarify what can be integrated into the existing system or how pos-
sible extensions must be designed. One possible solution, which has already been
discussed, is to adopt a more local perspective in the future and to provide for decen-
tralised control elements at this level. This in turn means that certain tasks and duties
which previously had to be considered at higher grid levels are now assigned to this
local level. Nevertheless, the influence of higher grid levels remains present and can-
not be ignored, which makes additional communication and coordination necessary.
A central task thatwill have to be solved locally in the future, at least in part, andwhich
also requires locally available resources, is certainly the security aspect of energy sys-
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tems. This subsequently requires a consistent balance between supply and demand.
There will still have to be a grid operator who, in the last instance, will ensure the
necessary balance. For this task he needs auxiliary services from local counterparts
of the balancing markets. At the local level, comparable auxiliary services for needed
flexibility will be different in detail and smaller in scope, but they will undoubtedly
be needed. It is also obvious that local energy markets will not replace the existing
wholesale markets, but exist as some kind of minor small-scaled markets. Therefore,
there may well be players in the system who operate in several markets and also at
different levels at the same time. It is not unreasonable to assume that the previously
established market types and mechanisms can also be used in the same or at least
similar form at the local level.
Another important aspect that will be analysed more intensively in this thesis is the
question ofwho exactly is responsible for the balance beyond the grid operators in a lo-
cal environment. Themore active end-consumers should and perhapsmust become in
the context of local energy management, the more responsibility they are given. This
is a point that is still insufficiently represented in the current debate, because it is first
and foremost about empowering the previously passive end-consumers to become
more active. These possibilities for participation are therefore extensively discussed
and also examined in this thesis. For a more comprehensive view, it is also discussed
which degree of participation seems realistic at all, consideringwhich responsibilities,
tasks and duties will go along with it.
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Legend

• Basis model formulation
• Storage Extension
• DSM Extension
• EV Extension

Note: If the title of the constraint is highlighted, it is added by the dedicated extension.
Maximise VEU balance

maxZ =
∑
n∈N

∑
t∈T

vt,n(olt,n)−
∑
n∈N

∑
t∈T

drt,n · hct,n. (B.1)

Load balance equation

olt,n = plt,n −
∑

(n,d)∈Bt

balt,n,d +
∑

(s,n)∈Bt

balt,s,n−slt,n + hct,n

−
∑

(k,n)∈BCht

cht,k,n +
∑

(k,n)∈BDct

dct,k,n · αk ∀ n ∈ N, t ∈ T .
(B.2)

Association limitation

∑
d∈Dt

balt,s,d +
∑
k∈K

cht,k,s ≤ plt,s ∀ s ∈ St, t ∈ T (B.3)∑
s∈St

balt,s,d +
∑
k∈K

dct,k,d · αk ≤ −plt,d+slt,d ∀ d ∈ Dt, t ∈ T . (B.4)

Storage balance

soct,k = soct−1,k +
∑
s∈St

cht,k,s · αk −
∑
d∈Dt

dct,k,d + stut,k ∀ k ∈ K, t ∈ T . (B.5)

Storage limitations
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0 ≤ sock,t ≤ capk ∀ k ∈ K, t ∈ T (B.6)
0 ≤

∑
s∈St

cht,k,s +
∑
d∈Dt

dct,k,d ≤ pcapt,k ∀ k ∈ K, t ∈ T (B.7)

soct−1,k ≥ mcapt,k ∀ k ∈ K, t = 2, . . . , T + 1. (B.8)

Storage initialization

sock,0 = ick ∀ k ∈ K (B.9)

One job, one start
ETj−duj+1∑

t=STj

xj,t = 1 ∀ j ∈ J. (B.10)

Prevent double assignments

∑
j∈J |zm,j=1

min(t,ETj)∑
u=max(STj ,t−duj+1)

xj,u ≤ 1 ∀m ∈ M, t ∈ T . (B.11)

DSM load determination

slt,n =
∑

j∈J |yn,j=1

jlj ·
min(t,ETj)∑

u=max(STj ,t−duj+1)

xj,u ∀ n ∈ N, t ∈ T . (B.12)

Supplier load restriction

olt,s ≥ 0 ∀ s ∈ St, t ∈ T . (B.13)

Sets
T ... set of periods t ∈ T := {1, . . . , T}
N ... set of participants n ∈ N

K ... set of energy storage systems k ∈ K

J ... set of DSM jobs j ∈ J

M ... set of DSM devicesm ∈ M

Parameters
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plt,n ∈ R ... predicted energy load of participant n in period t

srt,n(plt,n) ... supplier rate of participant n in period t for current load
drt,n(plt,n) ... consumer rate of participant n in period t for current load
vt,n(plt,n) ... variable tariff of participant n in period t, based on current load

vt,n(plt,n) =

srt,n(plt,n) · plt,n if plt,n ≥ 0

drt,n(plt,n) · plt,n, if plt,n < 0
(B.14)

αk ... storage process efficiency of energy storage k
ick ... initial charge status of energy storage k
capk ... capacity of storage k
pcapt,k ... periodic capacity (storage rate) of storage k in period t

stut,k ... predicted storage deviation for energy storage k in period t

mcapt,k ... planned minimal state of charge for energy storage k in period t

STj ... first possible start period of job j

ETj ... last possible end period of job j

durj ... duration of job j

jll ... periodic energy load demand of job j

yn,j ... binary parameter, 1 if job j is associated to participant n
zm,j ... binary parameter, 1 if job j is associated to DSM device m

Derived Sets
Association of every participant n, based on their predicted load pln,t in a period t

St ... set of supplying participants s ∈ St in period t

Dt ... set of consuming participants d ∈ Dt in period t

Due to the bipartite problem structure, the possible pairs can be defined as
Bt ... set of possible bipartite pairs Bt = (St, Dt) in period t

Charge only from suppliers, Discharge only to consumers
BCht ... set of possible charge pairs BCht = (K,St) in period t

BDct ... set of possible discharge pairs BDct = (K,Dt) in period t
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Variables
olt,n ... optimized load of participant n in period t

balt,s,d ... load adjustments in period t between supplier s and demander d
soct,k ... state of charge of storage k in period t = 0, . . . , T

cht,k,s ... amount of charge in period t between supplier s and storage k
dct,k,d ... amount of discharge in period t between storage k and deman-

der d
xj,t ... binary variable, 1 if job j starts in period t

hct,n ... auxiliary variable, for excess DSM demand of participant n in pe-
riod t



C. Extended Maximum Saving Flow
Algorithm

The maximum saving flow algorithm (MSFA) which is originally presented in Chap-
ter 3.1.2 can be extended based on the findings in Chapter 4.1.3. Note, that the exten-
sion cannot find the optimal solution (but feasible) for instances that covers multiple
charge cycles, due to the possible occurrence of cross-cycle delayed energy load ad-
justments (DELAs), as described in Chapter 4.1.4. The procedure follows a sequence
that can be divided into three phases.

• Phase I - Use the MSFA to find the optimal energy load adjustments (ELAs), as
described in Chapter 3.1.2

• Phase II - Establish optimal DELAs that do not substitute ELAs
• Phase III - Establish optimal DELAs that substitute ELAs (Rejustment)

What now needs to be clarified is how to decide in the two storage-related phases
which DELAs will be established and how to identify ELAs to be substituted in phase
III.

C.1. Phase II - Delayed Energy Load Adjustments

Thewhole procedure to determine the DELA basically follows the same greedy-based
approach, which is already used for theMSFA. The difference here is that the available
energy quantities of all participants in every period are considered and sorted instead
of considering each period individually one after the other. The total accessible stor-
age capacity and periodic capacities must also be taken into account. The amount of
energy eventually exchanged by the DELA between a supplier s ∈ St and a consumer
d ∈ Dt must therefore take into account that each storage process involved (i.e., the
charging as well as the discharging) is feasible. A supplier can only charge as much
as it has energy available, and a consumer can only discharge as much as it also de-
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mands. The storage involved can also only receive as much energy as its storage rate
and total capacity allow.
Initialization

1. Identify each remaining energy supply olELA
t,n > 0 of the solution from phase I

2. Identify each remaining energy demand olELA
t,n < 0 of the solution from phase I

3. Sort the suppliers by their price (ascending) srs,t, then by the remaining quantity
(descending) olELA

t,n

4. Sort the consumers by their price (descending) drd,t, then by period (ascending)
t ∈ T := {1, . . . , T}

5. Sort all available energy storage system (ESS) k ∈ K by their efficiency αk (de-
scending).

Iterative process

1. Choose the first ESS k ∈ K in the sorted set
2. Use the first energy supplier in the sorted set
3. Use the first consumer in the sorted setwhose demandperiod follows the supply

period
4. Determine the energy quantity of the DELA to be established (in this case from

the point of view of the demand side):
• Possible charge amount of the supplier (olELA

t,s · (2 · αk))
• Possible discharge amount of the supplier (olELA

t,d )
• Available periodic capacity at the time of charging ((pcapt,k−soct,k+soct−1,k)·

(2 · αk))
• Available periodic capacity at the time of discharge ((pcapt,k−soct,k+soct−1,k)·

αk)
• Maximum available total capacity of the ESS in all storage periods ((capk −

max(soct,k∀t) · αk)
5. Choose the minimum from these possible energy amounts
6. The calculation of all possible energy quantities prevents that by the selection of

an energy quantity, the DELA becomes invalid.
7. The selected amount of energy already corresponds to the final amount of en-

ergy that is received by the consumer.
8. Calculate the amount of energy of the supplier, which is equal to the amount of
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energy of the demander /2 · αk

9. Calculate the amount of energy in the storage, which corresponds to the amount
of energy of the demand /αk

10. Calculate the savings rate wDELA
s,d,t of this DELA

11. Check if the calculated savings rate wDELA
s,d,t is better than possible rejustments.

12. If not, abort and go directly to Phase III, or else
13. Update the supply and demand quantity of the involved participants
14. A participant whose energy quantity decreases to 0 by the DELA is removed

from the respective sorted list
15. Update the values for the ESS (soct,k and pcapt,k)
16. If the ESS be completely charged by the DELA, remove the ESS from the sorted

list
17. Repeat the process until no more DELAs can be established, i.e.
18. Each ESS is completely charged once, or
19. There is no more energy supply or demand available.

C.2. Phase III - Rejustments

Rejustment is the dissolving of an established ELA from the first phase of this al-
gorithm in order to realize a savings-increasing DELA with the released amount of
energy. Since only a savings-increasing DELA can be achieved, the application of a
rejustment makes sense only after the second phase of the algorithm has been com-
pleted. This means that no more DELA can be established or the saving rates of the
DELA turn out to be lower than the savings increases possible with rejustments. In
either case, at least one available ESS must still have free storage capacity that could
not be better used elsewhere. The procedure for the optimal identification and imple-
mentation of a rejustment can again be based on a greedy approach. The ELA to be
substituted can be determined with the Phase I solution and is the worst established
ELA due to the lowest savings rate min(wELA

s,d,t ). In principle, it is actually irrelevant
which ELA is substituted, but due to the efficiency αk of an energy storage device, the
selection of the worst ELA is mandatory. This is briefly illustrated by a small exam-
ple and Figure C.1 shows a graph solution for this with a fictitious withdrawal on the
supply side in each case.
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Figure C.1. Storage Rejustment Example

An edge of the graph corresponds to a ELA between supplier s ∈ St and demander
d ∈ Dt. The edge value is the amount of energy balt,s,d exchanged between these partic-
ipants. The blue values next to each node are the original energy quantities demanded
or offered plt,n by the involved participant n ∈ N , while the green values show the as-
sociated tariff value of the participant. The total savings achieved by the original solu-
tion for this exemplary period t is equal to 350 GE (∑s∈St

∑
d∈Dt

balt,s,d · (drd,t− srs,t)).
Now, if the supply is taken from node ’B’ of this solution, this not only has an immedi-
ate impact on edges directly connected to the node, but also on all subsequent edges.
Any withdrawal will always be visible on the last edges. The achieved saving of this
corrected solution amounts to only 300 GE. However, the savings loss between these
two solutions of 50 GE can also be derived without recalculation. The withdrawn
quantity of the supplier B of 10 ME must be multiplied for this purpose only by the
tariff difference of the withdrawn node and the last influenced nodes on the opposite
side. So in this case from node F and thus 10 · (16− 11) = 50GE. Alternatively, if the
last edge of the solution and thus the connection from C to F is removed directly, the
savings loss is initially smaller (10 · (16− 12) = 40GE), although the same amount of
energy of 10 ME is removed from the solution.
However, bothwithdrawals result in the same savings gainwhen the alternativeDELA
for the substituted ELA is determined, initially ignoring the efficiency level of the ESS.
If the withdrawn quantity of 10 ME is intermediated in a later period by a DELA to
demander D, the resulting savings starting from node B (10 · (20 − 11) = 90GE) is
higher than the resulting savings for a connection starting from node C (10 · (20 −
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12) = 80GE). Overall, the savings increase for both withdrawals is thus identical and
amounts to 40 GE. However, this changes when the efficiency levels of the ESS are
taken into account. These affect the savings from the DELA, while the initial savings
loss from the dissolution of the ELA, on the other hand, is not affected. In an example
with an overall efficiency of the involved ESS to be considered of 90%, the savings of
a DELA would be starting from B ((10 · (20− 11)) · 0.9 = 81GE) would still be higher
than for a DELA starting from C ((10 · (20 − 12)) · 0.9 = 72GE). However, the total
savings gain achieved by the rejustment is now lower for the substituted edge of B
with 81 − 50 = 31GE than for the substituted edge of C with 72 − 40 = 32GE. Thus
it is always better, or at least not worse, to directly substitute the worst edge of all es-
tablished ELA. Therefore, the selection can again be done by a simple sort that list of
all established ELA in ascending order of their savings rate wELA

s,d,t . The next edge to be
dissolved is thus always uniquely identifiable and the best possible DELA for it can
then be established by the procedure from the second phase until all storage capacities
are exhausted or no more savings growth can be induced.
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