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Chapter 1

Introduction

The transition to clean and renewable energy sources (RES) poses chal-
lenges to electricity markets and the electricity transmission and distribu-
tion infrastructure. On the one hand, existing conventional power plants,
powered by lignite, coal, and gas as well as nuclear power plants (in Ger-
many) are replaced by (mostly) wind and solar power plants. On the
other hand, mobility, heating, and many industrial processes will rely on
electricity generated from RES for decarbonization in what has become
known as sector coupling. This increases the total electricity demand
and changes the temporal and spatial pattern of the demand, which puts
further strain on the electricity grids and on the electricity markets that
rely on the grid to function. An important challenge arising from these
changes are congestions in the electricity grid. In order to secure stable
grid operation, these congestions must be managed to avoid power flows
that exceed the physical capacity of grid elements and would ultimately
damage them.

This thesis explores different aspects of congestion management in Eu-
ropean electricity markets. First, fundamental mechanisms and methods
will be touched upon in this introduction in Section 1.1. Building on
these concepts, Section 1.2 introduces research questions that this thesis
addresses. At the core of this thesis are then five articles (Chapters 2 to
6), which investigate various topics related to these research questions.
Finally, the conclusion in Chapter 7 highlights the contributions of the
five articles to the research questions.

1.1 Background and motivation

This section starts by introducing the challenges faced by electricity grids
(Section 1.1.1) and gives an overview of basic electricity market design al-
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ternatives and how they relate to congestion management (Section 1.1.2).
Subsequently, the focus is narrowed to the European market design (Sec-
tion 1.1.3), the costs of congestion management (Section 1.1.4), and how
electricity markets with congestion management can be modeled to ex-
plore the interactions and evaluate different design choices (Section 1.1.5).

1.1.1 Challenges for the electricity grids
The traditional approach to electricity production, transmission, and dis-
tribution involved generating electricity at large, centralized power plants
located near population centers. With the shift towards renewable energy
sources such as wind and solar, this model is changing to one in which
electricity is generated by smaller, distributed units like wind turbines and
solar panels. Additionally, sector coupling significantly increases electric-
ity demand. As a result, the expansion of renewable energy must not only
replace the energy previously provided by conventional power plants, but
also meet the rising electricity demand.

For the electricity grids, this poses challenges at different levels. Elec-
tricity grids in Germany operate with different voltages depending on their
task (cf. Weber et al. 2022, pp. 136–138). Extra high voltage (EHV) grids
(transmission grids, operated by transmission system operators (TSOs))
are used to transport electricity over long distances. Historically, this is
where most large power plants fed in their electricity production. From the
substations of the EHV grid, high voltage (HV) grids further distributed
the electricity. Medium voltage (MV) grids distributed the energy into
residential streets where individual homes receive low voltage (LV). These
distribution grids are managed by distribution system operators (DSOs)

The challenges posed to the electricity grid differ by voltage level (cf.,
e.g., Pearson et al. 2022). The EHV grid was designed for centrally located
large power plants. However, the placement of especially wind turbines
requires a different structure. The geographic center of wind energy pro-
duction lies in the north of Germany: The proximity to the sea with high
wind speeds, a flat geography, and relatively low population density make
it an attractive area for the construction of wind farms. Furthermore, the
North Sea and the Baltic Sea will host large offshore wind farms, taking
advantage of consistently high wind speeds. However, the load centers
mostly lie in the south and west of Germany, thus requiring the transport
of large amounts of electricity where it was formerly not required.
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The distribution (MV and HV) grids were designed to transport elec-
tricity towards the customers. However, they were not designed for the
large increase in electricity demand by households, who charge their elec-
tric vehicles at home and heat their homes with heat pumps powered by
electricity. Additionally, rooftop solar modules feed into the distribution
grids, which were not designed to transport electricity away from con-
sumers. Wind turbines feeding into distributional grids exacerbate the
problem.

Expanding the grid is therefore necessary to meet the changing demands
for electricity (E-Bridge et al. 2014; 50Hertz Transmission GmbH et al.
2021). However, this process is time-consuming and costly as it involves
large-scale infrastructure projects with significant investment costs. Addi-
tionally, it is not practical or efficient to expand the grid to accommodate
every single megawatt-hour of energy generated by renewable sources such
as wind and solar power plants, especially during infrequent production
peaks.1 As a result, effectively managing congestion on the grid is crucial
for its reliable and efficient operation.

1.1.2 Electricity market design and congestion management
There are two main ways to organize electricity spot markets. Nodal
pricing, as employed, among others, in large parts of the United States,
and zonal pricing, as employed in Europe. These market designs differ in
their approach to managing the finite capacity of the electricity grid.

In its general form, nodal pricing assigns a price to every node in the
system (Schweppe et al. 1988; Hogan 1992). A node can in general corre-
spond to any point where infeed or withdrawal from the grid is possible
but mostly corresponds to power stations or substations in transmission
grids. This nodal price then corresponds to the cost of providing an extra
megawatt-hour of electricity at that specific location. Nodal prices take
into account congestion and may differ from node to node. Power plants
submit their bids and operating constraints to a central authority (often
called an Independent System Operator (ISO)), which determines the dis-
patch to minimize costs of production, subject to the constraints of the
electricity grid. This ensures a market result that is feasible for the grid,
i.e., not subject to further congestion management.

1In Germany, for example, grid expansion plans are allowed to assume that up to
3% of yearly infeed from wind onshore and solar will be curtailed (§11 EnWG).
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Zonal pricing, on the other hand, is organized on a more aggregate
level (Bjørndal and Jørnsten 2001). The electricity grid is partitioned
into zones, also called price zones or bidding zones. Within each bidding
zone, there is no constraint on trading imposed by the grid and prices do
not vary between nodes within a bidding zone. Instead, a uniform price
is determined for each bidding zone. Trade between bidding zones is pos-
sible, subject to (approximated) grid constraints. This system does not
ensure a market result feasible for the grid, therefore requiring further con-
gestion management after market clearing to ensure safe grid operation.
This is called redispatch, referring to the re-dispatching of generators to
remove overloads on grid elements.

1.1.3 The European electricity market design
Since the liberalization of the energy sector, European spot electricity
markets have continued to evolve towards a tighter coupling of the for-
merly independent markets in each country, which now form bidding zones
in a zonal market design. These bidding zones are coupled in line with
EU regulation Guideline on Capacity Allocation and Congestion Man-
agement (CACM) (European Comission 2015).2 The most important
wholesale market for electricity is the day-ahead spot market, and it is
this market that is the subject of all analyses regarding zonal markets
within this thesis.3 European day-ahead spot markets are subject to the
Single Day-ahead Coupling (SDAC). In the SDAC, Nominated Electricity
Market Operators (NEMOs) – i.e., power exchanges – collect individual
bids by market participants for power generation and withdrawal. The
bids are then matched across NEMOs by the Price Coupling of Regions
(PCR) algorithm called Euphemia. In this matching process, cross-border
capacities for electricity trade are implicitly allocated in a way that max-
imizes welfare (NEMO Committee 2020; ENTSO-E 2023). In large parts
of the EU, this implicit allocation of cross-border capacities is performed
via the so-called Flow-Based Market Coupling (FBMC), which has been
in effect since 2015. First introduced for the area of Central Western Eu-
rope (CWE), comprised of Germany, Austria, France, the Netherlands,

2While the bidding zones mostly correspond to country borders, this configuration
is not mandated by the CACM guideline and is subject to review.

3The term electricity markets in the context of this thesis is used synonymously
with wholesale electricity spot markets.
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Belgium, and Luxembourg, FBMC has since been expanded to include
Central Eastern Europe (CEE), i.e., Poland, the Czech Republic, Slove-
nia, Slovakia, Hungary, Romania, and Croatia. CWE and CEE form the
CORE capacity calculation region since June 2022 (JAO 2022).

Bidding zones within FBMC coincide with the borders of the participat-
ing countries. The only exceptions are Germany and Luxembourg, which
together form a common bidding zone. This zone also included Austria
before a bidding zone split in 2018. In the market clearing with FBMC,
the individual bids by market participants are collected and matched in
a two-sided multi-unit auction to maximize total welfare, subject to a
set of constraints that approximate the physical transmission grid4. As
FBMC is part of a zonal market design, the detailed nodal power flow
equations are aggregated to the zonal level. To perform this aggregation,
certain assumptions about the state of the power system are required.
Firstly, a pre-selection of relevant transmission lines and transformers is
made, resulting in a set of so-called Critical Network Elements and Con-
tingencies (CNECs).5 Secondly, each CNEC has an associated Remaining
Available Margin (RAM). This is the part of the thermal capacity of the
network element that is available for cross-border trade. Thirdly, zonal
Power Transfer Distribution Factors (PTDFs) reflect the change in power
flow on a particular network element induced by a change of exports from
a specific zone. The zonal PTDFs are approximated from precise nodal
PTDFs with the help of Generation Shift Keys (GSKs). GSKs describe
changes in generation within a bidding zone associated with changes in
the net trade balance of the zone. The selection of CNECs with their
associated PTDFs and RAMs and the used GSKs can be summarized as
flow-based parameters. The flow-based parameters provide approxima-
tions of the physical constraints of the grid and are calculated by TSOs
based on their expectation of the eventual market result. In summary,
the market clearing algorithm maximizes welfare subject to the constraints
stating that the power flows over CNECs induced by the net position of
each bidding zone do not exceed the RAMs of the respective CNECs.

The rationale behind limiting commercial transactions is to ensure the
feasibility of the market outcome with respect to the physical constraints

4For what follows cf. Schönheit et al. (2021b)
5A CNEC refers to the combination of a critical network element (CNE) with a

contingency, e.g., the failure of a different transmission line. The associated pa-
rameters in this case reflect a grid topology where this outage has occurred.
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of the transmission grid. There are, however, several factors that result
in a remaining need for ex-post adjustments, i.e., redispatch (Felten et al.
2021). FBMC, by design, only approximates the physical constraints of
the transmission grid. The zonal PTDFs represent the effect that the to-
tal net position of each prize zone has on any given CNEC, regardless of
where exactly within each zone the electricity is generated or consumed.
The GSKs, i.e., the translation of changes in the zonal net position to
individual nodes, are determined by the TSOs beforehand and used to
calculate the zonal PTDFs. Furthermore, any zonal market design re-
quires the bidding zones themselves to be internally free of congestion to
function optimally, because internal congestion cannot be adequately con-
sidered within zonal market coupling. This requires appropriately delim-
ited bidding zones, a requirement that is not fulfilled: As stated above, the
bidding zones within the FBMC correspond to countries. But with grid
expansion lagging, especially Germany features a considerable amount
of internal congestion. Adjusting bidding zones to better reflect struc-
tural congestion, e.g., splitting the German bidding zone, would address
the problem but faces significant political opposition and, like a move to
nodal pricing, has to date not been a politically feasible option (Eicke and
Schittekatte 2022; Felling et al. 2023). Consequently, redispatch is likely
to play an important part also in the future operation of FBMC.

1.1.4 The costs of congestion management
Congestions in the electricity grid are costly. As far as grid constraints
are considered in the market, they may force an outcome where expensive
generators must be utilized instead of cheaper alternatives because of the
location of the generators. This increases the total costs of production,
decreasing overall welfare. Because this happens as part of the market
process, however, additional costs are directly and implicitly bourne by
the market participants themselves: Cheaper generators do not get to
produce (and do not earn a contribution margin), load assets are subject
to higher or lower prices, depending on their location in the grid. Both
nodal pricing and zonal pricing generally exhibit these effects, but only a
part of congestion is internalized in zonal markets.

Overloads that would result from transactions in the zonal market must
be prevented by using redispatch, i.e., (mostly ex-post) congestion man-
agement. Two types of redispatch may be distinguished, namely cost-
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based and market-based redispatch. (Weber et al. 2022, pp. 336–337).
In cost-based redispatch, TSOs directly request changes in the planned
dispatch of generation units. The units used for redispatch are either
compensated if they must increase their production or are required to
reimburse the saved operational costs if they must decrease their produc-
tion.6 In market-based redispatch, generation and demand units submit
bids for either increases or decreases in generation or demand.7 In both
methods, the additional costs for increasing generation in one location al-
ways outweigh the savings for decreasing generation in another location,
otherwise this changed schedule would have already been a result of the
original market procedure (as it would lead to an overall cheaper out-
come). The additional costs incurred in this way are not directly borne
by any market party, and must therefore be recovered by some dedicated
refinancing mechanism. In Germany, the costs for redispatch (including
curtailment of renewables) are projected to have reached 2.3 billion Euros
in 2021 (Bundesnetzagentur 2022). These costs incurred by the TSOs
are reimbursed by being added to the network fees, which are part of the
electricity price paid by end users.

The specific network fees for each end user depend on the region. The
German transmission grid is divided between four TSOs, but their net-
work fees have been aligned since the beginning of 2023. However, at the
end of 2021, over 840 different grid operators were responsible for the Ger-
man distribution grids, each of them setting their own specific network
fees (Bundesnetzagentur and Bundeskartellamt 2022). As the number
of congestions in distribution grids is increasing, fairly attributing con-
gestion costs to individual grid operators (and ultimately the end users
connected to their grid) continues to become more important. Further-
more, the mechanism by which costs are allocated can itself set incentives
that adversely impact the efficiency of redispatch. Until 2021, costs for
curtailment of renewables in Germany were incurred by the system opera-
tor that initiated the curtailment, rather than by all the system operators
that benefit from it (§14 and §15 EEG 2017). This incentivizes system
operators to wait as long as possible for other system operators to take

6Increases and decreases in generation must always be balanced to maintain the
overall equilibrium of supply and demand.

7Both cost-based and market-based redispatch exhibit their own set of problems, cf.
Hirth et al. (2019)
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measures, which may prevent cooperation – thus further underlining the
need for an appropriate mechanism to allocate the costs.

1.1.5 Modeling electricity markets and congestion management

To investigate, understand, and assess the interactions of different design
options for electricity markets and congestion management, modeling is
an invaluable tool that is used extensively in this thesis. The field of
modeling energy systems is diverse. Pfenninger et al. (2014) differenti-
ate between energy system optimization models, energy system simulation
models, power systems and electricity market models, and qualitative and
mixed-methods scenarios. Energy system optimization and simulation
models feature a large scope, not only focusing on electricity but also
considering for example the supply and markets for input factors such as
fuel and CO2 emission certificates. These models can be used to predict
the future evolution of the energy system – or provide the means analyze
how best to shape it. On the other hand, power systems and electricity
market models feature a narrower scope and focus on electricity markets
while following a bottom-up approach to model the demand and supply of
electricity. These models have a high temporal and spatial resolution and
allow for the detailed analysis of the interdependencies of, for example,
market design choices and a changing generation pattern. Within these
models, a high level of detail for the technical parameters of individual
power plants as well as time series data for the infeed of renewable energy
sources and general demand is used to approximate the results that would
be obtained in the market they are employed to model. These results in-
clude electricity prices, the dispatch of power plants, and by extension
derived outcomes such as greenhouse gas emissions.

Ventosa et al. (2005) classify electricity market models as either single-
firm optimization models or equilibrium models, where the optimization
problems (for profit maximization) of individual firms are coupled to ar-
rive at a global equilibrium where supply equals demand. As they note,
a perfectly competitive market can be modeled as a cost-minimization or
net benefit maximization problem. In this case, the individual optimiza-
tion problems of the individual firms are replaced by a single optimization
problem, where the bids reflect the marginal costs of the individual firms.
This approach corresponds to the category of power systems and electric-
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ity market models in Pfenninger et al. (2014) and it is this approach that
all models used in this thesis follow.

Modeling in the context of this thesis refers to the simulation of the
electricity markets to obtain results close to those that would be obtained
in practice given the underlying assumptions. As described in Section
1.1.3, in much of Europe, the Euphemia algorithm couples the individual
markets by matching the bids for power generation and demand in a
two-sided multi-unit auction to maximize welfare. In the case of FBMC,
the capacity for cross-border trade is implicitly allocated by considering
approximated grid constraints in the optimization problem. This can be
modeled as described by Ventosa et al. (2005) by solving the optimization
problems of the individual firms against the background of an overall
equilibrium. However, this approach can be simplified when assuming
perfect competition – an assumption that may be justified by the fact that
the first aim of the CACM regulation is “promoting effective competition
in the generation, trading and supply of electricity” (European Comission
2015, Article 3).

As noted, a perfectly competitive electricity market can be expressed
as a single optimization problem. In the case of Euphemia, the objective
function maximizes total welfare, which suggests that a similar approach
may be taken in modeling. However, for practical purposes, electricity
demand is often assumed to be price inelastic.8 In that case, the wel-
fare maximization problem corresponds to a cost minimization problem,
where the system costs, consisting mainly of marginal costs of electricity-
producing power plants, are minimized (Weber et al. 2022, p. 242).

Congestion management can be incorporated into such an optimization
problem by including constraints that model the underlying electricity
grid. In the practical implementation of FBMC as discussed in Section
1.1.3, the flow-based parameters are added to the optimization problem in
Euphemia. Considering these constraints in the electricity market model
gives the zonal problem. In the case of nodal pricing, the zonal constraints
are replaced and the model is extended by adding the power flow equations
as constraints, resulting in an optimal power flow (OPF) calculation (cf.,
e.g., Zimmerman et al. 2011), also called the nodal problem.

8Elastic demand can be converted to inelastic demand by modeling the elastic por-
tion as negative generation.
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Since the nodal problem considers the relevant grid constraints in de-
tail instead of the zonal approximations and in addition to the other con-
straints already considered in the zonal problem (such as technical param-
eters of power plants), its solution is the cheapest way to satisfy demand
given the grid constraints in addition to the existing non-grid-related con-
straints of the zonal problem.9 It is for this reason that nodal pricing is
commonly used in the scientific modeling literature as the benchmark
to compare design alternatives against (e.g., in Bjørndal and Jørnsten
(2001), Bjørndal and Jørnsten (2007), Oggioni and Smeers (2013), and
Felling et al. (2023)).

The nodal problem considers detailed grid constraints, ensuring that
the result is feasible for the grid. Besides modeling nodal pricing, this
property is also used to model redispatch – the adjustment of the zonal
result to ensure feasibility for the grid. Conceptually, redispatch can be
modeled by using the zonal solution as the starting point for the nodal
problem (which also minimizes system costs), where it will be adjusted
to conform to the nodal grid constraints. However, this approach will al-
ways lead to a solution that is equivalent in costs to that which would be
reached by nodal pricing, as it is the cheapest way to satisfy all constraints
(as explained above).10 This outcome conflicts with the objective behind
organizing markets zonally – to let the market determine the optimal dis-
patch and only adjust it where necessary using redispatch. Additionally,
executing redispatch after and outside of the day-ahead market, but before
the closure of other marketing opportunities such as the intraday market
leads to opportunity costs and other additional costs, such as the cost
for alternative heat supply – a fact that was also recognized by German
courts, who allowed these additional costs to be reflected in payments
under the cost-based redispatch regime (OLG Düsseldorf 2015; Felling
et al. 2023). To reflect the increased costs and the objective of the TSOs
to minimize redispatch volume, the objective function of the redispatch
problem is hence modified by including penalties.11

9For limitations of this assumption see Chapter 7.3.
10There may be multiple solutions with the same costs. Consequently, different start-

ing values may lead to different solutions. In this case, the redispatch solution
may not be equal to the nodal solution arrived at from a different starting point,
but it will nevertheless be nodally optimal.

11See also Chapter 3 for more details.
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Models that work according to the principles described in this section
are used in this thesis to contribute to answering multiple research ques-
tions that concern electricity markets and congestion management. These
research questions are formulated in the following section.

1.2 Research Questions

This thesis consists of five articles that address multiple research ques-
tions in the context of electricity markets and congestion management.
These research questions can be divided into methodological questions
and substantive questions. The methodological questions are answered
by introducing new methodologies that may be used to subsequently an-
swer substantive questions.

1.2.1 Methodological Questions
As indicated in Section 1.1.3, there are multiple stages to Flow-Based
Market Coupling, the mechanism for implicitly allocating cross-border
transmission capacity in many of Europe’s coupled electricity markets.
To analyze the effects of policies and market design on electricity mar-
kets and congestion management and to allow for consistent comparisons
between the results, markets and congestion management must be mod-
eled consistently and in an integrated approach. As described in Section
1.1.5, optimization models are frequently used to model electricity mar-
kets. Specifically, a subgroup called linear programs may be used. This
raises the first research question:

1. How can different market designs be modeled with linear program-
ming and what are the strengths and weaknesses?

A crucial part of operating electricity grids is congestion management (cf.
Sections 1.1.3 and 1.1.4). Flow-Based Market Coupling, with its approx-
imation of grid constraints between bidding zones, aims to incorporate a
part of congestion management into the electricity market. Still, redis-
patch is required to avoid overloads of the grid infrastructure. This results
in significant extra costs, which are external to the electricity market and
must therefore be allocated ex-post. The German distribution grids alone
are operated by over 800 grid operators (cf. Section 1.1.4). In this context,
the present thesis addresses the following question:
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2. How can the use of Shapley values and linear programming con-
tribute to achieving a fair allocation of congestion costs?

1.2.2 Substantive Questions
The fundamental difference between zonal pricing as employed in Europe
and nodal pricing as employed in the United States can be traced back
to the trade-off between (1) enabling as much free and frictionless trad-
ing as possible, but externalizing the task to ensure the market result is
physically executable within stable grid operation (zonal pricing) and (2)
completely internalizing congestion management, thereby fragmenting the
electricity market to a considerable extent.12 The framework developed
in answering the first question raised above provides the means to ana-
lyze some of the implications of this trade-off, formulated in the following
third research question:

3. What are the welfare implications of the trade-off between increasing
trading possibilities and accounting for grid constraints?

Finally, in light of current and future developments and challenges – such
as the rising share of renewables – an efficient operation of the electricity
market must be ensured. This is addressed in the fourth and final research
question:

4. What contributes to the efficient operation of zonal electricity mar-
kets with congestion management?

1.3 Structure of the thesis

The remainder of this thesis consists of the five articles forming the core
of this thesis followed by a concluding chapter. Each article corresponds
to a chapter and is laid out as published. In the final Chapter 7, the focus
will return to the research questions raised in Section 1.2. There, the
contributions of this thesis to the research questions will be summarized.

12At the extremes this corresponds to the fully unbundled and fully integrated systems
described by Wilson (2002).
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Market distortions in flexibility markets caused by renewable subsidies –
The case for side payments
by Jonas Höckner, Simon Voswinkel, and Christoph Weber
published in 2020 in Energy Policy 137, corresponding to Chapter 2
Given that extensive renewable expansion is required for the energy tran-
sition to succeed, combined with the fact that congestion management
is required for stable operation of the power grid under these circum-
stances, efficiently integrating renewables into congestion management
is essential. This is complicated by the subsidies that are employed to
facilitate investments of renewables, because, as laid out in the article,
these subsidies distort the market results if a market-based approach is
used for redispatch. The article investigates this problem analytically by
first demonstrating the market distortions that would occur without fur-
ther action, and subsequently introducing the concept of “side payments”.
These side payments are used to eliminate the distortive effects of subsi-
dies by externalizing them to monetary flows outside of the market.

Flow-Based Market Coupling – What Drives Welfare in Europe’s
Electricity Market Design?
by Simon Voswinkel, Björn Felten, Tim Felling, and Christoph Weber
HEMF Working Paper No. 08/2019, corresponding to Chapter 3
The following two chapters deal with market design and congestion man-
agement more generally. First, Chapter 3 introduces an integrated model
spanning all stages of Flow-Based Market Coupling as well as model-
ing nodal market clearing. The model is applied to the area of Central
Western Europe and investigates the effect of the chosen GSK method,
the effect of an imperfect delimitation of bidding zones, and the effect of
measures aimed to increase cross-zonal trade, such as minRAM and the
removal of internal CNECs from the flow-based parameters.

Improving flow-based market coupling by integrating redispatch
potential – Evidence from a large-scale model
by Michael Bucksteeg, Simon Voswinkel, and Gerald Blumberg
submitted to Energy Policy in May of 2023, corresponding to Chapter 4
Chapter 4 extends the model from Chapter 3 by implementing so-called
redispatch potential (RDpot) into the zonal market clearing. The concept
of RDpot aims to increase the capacities available for cross-zonal trade by
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incorporating the knowledge about available redispatch measures into the
zonal market clearing, allowing higher exchanges to take place if genera-
tors are available to return the underlying dispatch to a state feasible for
grid operation. The article investigates multiple methods for determining
potential redispatch measures that should be made available to the zonal
market and analyzes the effects on system costs, redispatch volumes, zonal
exchanges, and other important metrics.

Sharing congestion management costs among system operators using
the Shapley value
by Simon Voswinkel, Jonas Höckner, Abuzar Khalid, and Christoph
Weber
published in 2022 in Applied Energy 317, corresponding to Chapter 5
The final two articles deal with the problem of allocating the costs that
arise from redispatch. First, Chapter 5 investigates the Shapley value,
a concept known from game theory, as a method to allocate congestion
management costs to congested grid elements. Its main contribution is the
development of two methods that simplify the calculation of the Shapley
value in this context – a necessary step towards the practical use of the
Shapley value as it is very computationally expensive to calculate. The
effectiveness of these methods is demonstrated on a small benchmark grid
for one grid load case.

Simplifying the computation of Shapley values for allocating congestion
costs in large power grid models
by Simon Voswinkel
submitted to Applied Energy in May of 2023, corresponding to Chapter 6
Finally, Chapter 6 builds on the previous contribution in Chapter 5 by
applying the more effective method to a realistic grid dataset, the trans-
mission grid of Germany, consisting of over 700 nodes and over 1300
transmission lines and transformers. The method is applied to a year of
hourly data. Within the 8784 hourly snapshots, the number of poten-
tial overloads after the zonal clearing ranges from zero up to 22. The
algorithm decreases the time to calculate the Shapley values for all time
steps from weeks to hours by saving 98.68 % of the calculations required
otherwise. The results are furthermore analyzed statistically to iden-
tify the drivers of the observed computational benefits across the 8784
hourly snapshots. The results of the statistical analysis show that the
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savings achievable with the simplification algorithm are mainly driven by
the number of overloaded grid elements after the zonal clearing together
with the number of elements that are still fully utilized after performing
redispatch.
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A B S T R A C T   

Strongly increasing costs of congestion management have provoked a discussion in Europe about new ap-
proaches to solve grid congestions in a more efficient way. One approach is to design flexibility markets. In this 
paper we focus on the effects of subsidies for renewable energy on the market outcome of a flexibility market. We 
show that subsidies can cause market distortions and lead to an inefficient selection of flexibility options to solve 
grid congestions. We propose the implementation of side payments together with price caps and uniform pricing 
to achieve an efficient market design. Ultimately choosing between flexibility markets with and without side 
payments involves a tradeoff between minimizing system costs and maximizing renewable infeed. Our analysis 
provides the framework for a conscious political choice on that subject.   

1. Introduction 

Due to a rapid increase of distributed renewable resources and 
delayed network expansions, the number of network congestions and 
the congestion management costs have increased drastically over the 
last years. This particularly applies to Germany (see Fig. 1), where high 
subsidies and a priority feed-in for renewable energy have been stipu-
lated in the renewable energy law (EEG) which have led to a significant 
increase in renewable generation capacities. The German transmission 
grid is not yet capable of transporting huge amounts of wind power from 
the North to the load centers in the South. Additionally, high shares of 
renewables are connected to the distribution grid, which causes critical 
backflows to the transmission grid in periods of high renewable infeed. 

Given the ambitious goals of extending renewable capacities, which 
will be primarily connected to the distribution grid, congestions on 
lower grid levels are expected to increase significantly. Thus, it is 
important to find new methods of congestion management that grid 
operators on all grid levels can apply. 

A recently discussed approach are regional flexibility markets on 
which system operators can procure flexibility to alleviate grid con-
gestions. In this paper we analyze the effects of subsidies for renewable 
energy sources on the outcome of such regional flexibility markets, by 

modeling the opportunity costs of participating assets. We show that 
subsidies can cause market distortions and lead to an inefficient selec-
tion of flexibility options. We also discuss how external payments may 
solve this problem. The discussion is rooted in the specific German 
context in order to avoid lengthy discussions of the broad variety of 
regulations in place, yet the results obtained can also be transferred to 
other legislations with renewable support schemes, zonal markets and 
congestion management issues in the distribution grid. 

The paper is organized as follows: In section 2, we give a brief 
literature overview of congestion management approaches in trans-
mission and distribution grids. Section 3 describes the assumptions un-
derlying the model of this paper. Opportunity costs of flexibility are 
modelled in section 4 with an emphasis on variable renewable energy 
sources. Within this framework, distortions caused by EEG subsidies and 
the resolution of these distortions by implementing side payments are 
discussed in section 5. An illustrative example is given in section 6, 
which demonstrates the problem of market distortions caused by EEG 
subsidies and how side payments can prevent these distortions. In sec-
tion 7, we discuss the results of the illustrative example and the as-
sumptions underlying the model. Section 8 concludes and practical 
recommendations for future regulation are derived. 
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2. Literature review 

The design of electricity markets has been subject to many discus-
sions over the last decades. Different approaches to handle grid con-
gestions in transmission grids caused by limited line capacities in 
particular provoked debates between academics (Weibelzahl, 2017). 
The most frequently compared concepts are nodal pricing, as it is 
prevalent in the United States, and zonal pricing, which underlies the 
European market model. 

Many experts assess nodal pricing (also referred to as locational 
marginal pricing (LMP)) as the optimal solution, because transmission 
constraints are directly reflected in the market outcome by differenti-
ated prices at the various grid nodes (Bjørndal and Jørnsten, 2001; 
Ehrenmann and Smeers, 2005; Hogan, 1992; Neuhoff et al., 2013; 
Schweppe et al., 1988). 

In contrast, the European electricity markets are based on a zonal 
market model, where there are one or at most a few price zones per 
country. In a zonal market, intrazonal congestions cannot be addressed 
efficiently by market splitting and grid operators need alternative 
congestion management methods like redispatch or countertrading to 
prevent congestions (Bjørndal and Jørnsten, 2007; Vries and Hakvoort, 
2002). Several publications have analyzed the market results of zonal 
market models and compared them to a nodal market design (Bjørndal 
et al., 2003, 2018; Bjørndal and Jørnsten, 2007, 2001; Ehrenmann and 
Smeers, 2005). Different forms of congestion management in a zonal 
market design have been discussed as well (Holmberg and Lazarczyk, 
2015; Oggioni and Smeers, 2013). Bjørndal et al. (2018) discuss a hybrid 
congestion management model, where a country with nodal pricing is 
embedded in a zonal pricing system. 

Most recently, Weibelzahl and M€artz (2018) analyzed the effects of 
storage facilities on electricity prices under different congestion man-
agement methods including nodal and zonal pricing. Sarfati et al. (2019) 
compare the efficiency of nodal and zonal pricing assuming imperfectly 
competitive markets. 

Whereas congestion management on the level of transmission grids 
has been discussed for decades now, congestion management in distri-
bution grids moved to the center of the debates rather over the last years, 
primarily driven by the increasing share of distributed energy resources. 
For DSOs, short-term congestion management usually comprises three 
different approaches: reconfiguration of the distribution system, direct 
load control and market-based mechanisms (Fotouhi Ghazvini et al., 
2019; Liu et al., 2014). Market-based mechanisms are thereby assumed 
to maximize the social welfare by harnessing the benefits of 
demand-side flexibility (Fotouhi Ghazvini et al., 2019). 

Most approaches of implementing market-based congestion man-
agement in distribution grids are based on locational price signals. A 
common concept is to implement distributional locational marginal 
prices (DLMP) inspired by nodal pricing in transmission grids (Fotouhi 
Ghazvini et al., 2019; Heydt et al., 2012; Huang et al., 2015; Sotkiewicz 

and Vignolo, 2006). 
Yet besides concepts based on locational price signals, various other 

approaches have been also developed to address congestion manage-
ment and the use of flexibilities in the distribution grid. This broad range 
of concepts is frequently discussed under the name “smart markets”, cf. 
e.g. in Germany (Bundesnetzagentur, 2011; Ecofys and Fraunhofer 
IWES, 2017).1 According to Ecofys and Fraunhofer IWES (2017), two 
broad categories of smart markets may be distinguished (cf. Fig. 2): on 
the one hand those where flexibility is procured by the grid operator and 
on the other hand approaches where quotas of available grid capacities 
are allocated to grid users and possibly traded by them on a secondary 
market. 

The project “Proaktives Verteilnetz” (proactive distribution grid) 
aims to demonstrate a quota based smart market (Wiedemann, 2017). 
Applying new approaches for distribution system state estimation, the 
grid operator determines an individual and non-discriminatory power 
range per retail company. Thereupon each retail company can decide 
individually how to fulfill these restrictions most efficiently. The 
concept of a secondary trading platform for these flexibility calls is 
evaluated as well. 

Another approach to utilize flexibilities for congestion management 
in distribution grids is to implement local flexibility markets or plat-
forms to coordinate the flexibility demand of the system operator and 
the existing flexibility providers. Several approaches of those flexibility 
markets have been designed and partly implemented as part of different 
research projects. A literature review of international research con-
cerning flexibility markets is provided by Villar et al. (2018). 

As examples of markets where flexibility is procured explicitly, the 
German E-Energy projects2 implemented manifold market platform so-
lutions with the intention to integrate new decentral players to an 
innovative market setting (Karg et al., 2014). While “eTelligence” 
designed regional products that could be utilized by grid operators as 
ancillary services, the project “E-DeMa” developed a market to acquire 
new demand side flexibilities (Agsten et al., 2013; Koch et al., 2012). 
Furthermore, “MeRegio” designed a hybrid model which enables grid 
operators to tender the elimination of a certain grid congestion on a 
market platform (Karg et al., 2014). 

Apel et al. (2014) conceptually designed a flexibility market 
“RegioFlex” that enables system operators to access flexibilities in the 
system to prevent congestions. Currently, several projects of the SIN-
TEG3 program further develop and demonstrate regional flexibility 
platforms in order to test new approaches to ensure secure grid opera-
tion with high shares of intermittent power generation (BMWi, 2016). 
The showcase enera, for example, implements a regional flexibility 
platform based on local order books in cooperation with EPEX Spot in 
order to set up regional ancillary services to manage grid congestions. 

A further approach is the concept of a flexibility clearing house, 
which acts as a third party to provide a platform to coordinate flexibility 

Fig. 1. Congestion management costs in Germany (bdew, 2018; Bundesnetza-
gentur, 2019). 

1 These markets can in principle be utilized by transmission grid operators as 
well and extend existing transmission grid services. The concept is in accor-
dance with the strongly discussed proposal by the European Commission to use 
market-based mechanisms to resolve grid congestions (cf. Article 12 in Euro-
pean Commission (2016); Hirth and Schlecht (2018)).  

2 The E-Energy projects were funded by the Federal Ministry of Economics 
and Technology (BMWi) and Federal Ministry for the Environment, Nature 
Conservation and Nuclear Safety (BMU) and comprised six flagship initiatives 
(eTelligence, E-DeMa, MeRegio, moma, RegModHarz and Smart Watts), which 
focused on the ICT-based energy system of the future.  

3 “The Smart Energy Showcases - Digital Agenda for the Energy Transition” 
(SINTEG) is funded by the Federal Ministry of Economics and Technology 
(BMWi) of Germany and aims to set up large-scale showcase regions for 
developing and demonstrating model solutions that can deliver a secure, effi-
cient and environmentally compatible energy supply with electricity being 
generated to a large extent from volatile sources such as wind or solar. The 
showcase projects are enera, WindNODE, C/sells, Designnetz and NEW 4.0. 
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demand and supply (Heussen et al., 2013; Zhang et al., 2013). The 
flexibility market relies on aggregators that pool flexibility options and 
provide standardized ancillary services to the DSO. On the market 
several standardized products can be traded and the main goal is to 
reduce transaction costs by coordinating DSOs and flexibility providers 
(Heussen et al., 2013). Zhang et al. (2013) introduce three possible 
trading setups, i.e. bilateral contracts, auctions and supermarkets,4 

which are evaluated as part of the Danish national project iPower. 
Torbaghan et al. (2016) introduce a local market framework that allows 
a local market operator to adjust the energy program of its specific 
market area before they are forwarded to the wholesale market. To 
achieve that, the local flexibility market acts as an intermediary on 
which the local market operator can efficiently select flexibilities that 
are offered by aggregators located in its market area. 

Our paper contributes to the existing literature on congestion man-
agement in transmission and distribution grids by examining regional 
flexibility markets that can be applied by system operators to perform 
congestion management more efficiently. To achieve that, we study 
regional flexibility markets that are open to all types of technologies, i.e. 
demand-side and generation-side flexibilities. Generation-side flexibil-
ities can comprise the curtailment of renewable power plants, which 
then compete with demand-side flexibilities on the flexibility market. 
Additional remunerations by renewable support schemes, representing 
opportunity costs of renewable flexibilities, play a decisive role on the 
resulting market outcome. 

This is the key research focus of the present paper. We examine the 
distorting effects of renewable support schemes on the outcome of 
flexibility markets based on a simple stylized model and derive recom-
mendations in order to prevent such market distortions. This comple-
ments the research strand of congestion management in zonal markets 
by improving congestion management methods to resolve intrazonal 
congestions. Additionally, we contribute to the literature on flexibility 
markets as in Villar et al. (2018) by deriving explicit market design 
recommendations for regional flexibility markets. 

3. Market characteristics, bidding behavior and regulatory 
setting 

In order to show the effects of subsidies on the outcome of a flexi-
bility market, assumptions about the characteristics of the market, the 
bidding behavior of participating units and the regulatory and 

institutional settings are necessary. These assumptions are detailed in 
the following sections. 

3.1. Market characteristics 

We assume a regional flexibility market on which grid operators buy 
the flexibility they need to manage congestions from market partici-
pants, who in turn adjust the dispatch of their assets to conform to the 
trades they make on the market. Participation is open to any asset 
already able to participate in spot markets but is not mandatory. That 
also includes all variable renewable energy sources (v-RES) under a so- 
called direct marketing regime (cf. section 3.3.3), irrespective of size. 
Further, every participant can set bid offers freely, with the system 
allowing free price formation as it is recommended by Ecofys and 
Fraunhofer IWES (2017) for wind dominated network areas. Therefore, 
assets are in competition with each other. The grid operator chooses the 
best options among the offers based on the merit-order. For our analysis, 
we assume a “naïve” pay-as-bid mechanism, where flexibilities bid their 
opportunity costs and are remunerated according to their bid. This 
assumption is discussed in detail in section 7.2.1. 

We define flexibility as the deviation of actual power infeed (or 
withdrawal) from a previously planned baseline. Participants sell their 
willingness to deviate from the previously planned baseline to the grid 
operator and in turn must then adjust the actual infeed or withdrawal 
from their assets. Additionally, participants whose bids are accepted 
need to buy or sell the energy on the spot market to keep the system 
balanced (cf. Fig. 3). 

In terms of interactions with other markets, we assume that the 
regional flexibility market takes place in parallel to the intraday market. 
As participation in the flexibility market is voluntary, participants are 
free to pursue other options. One such option is participation in the 
reserve power market, where auctions happen on the previous day. 
Participants must only ensure that the flexibility they sell on the flexi-
bility market has not already been marketed on the reserve power 
market, as coinciding adjustments to deliver balancing energy do not 
count as flexibility. 

3.2. Bidding behaviour 

In any market, a market participant who has no obligation to 
participate will only conclude a trade if its (expected) profits exceed 
profits obtained under other marketing alternatives. Hence, any flexi-
bility provider in a flexibility market will base its bid into the market on 
opportunity costs, i.e. foregone profits from alternative operation and 
trading strategies. We assume that market participants bid these 

Fig. 2. Key categories and potential specifications of smart markets based on Ecofys and Fraunhofer IWES, 2017, p. 24.  

4 A supermarket means that the aggregator offers different ancillary services 
based on its portfolio and the DSO can select the ancillary services it needs. 
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opportunity costs when offering flexibility (see section 4 for a detailed 
derivation of opportunity costs). 

Dealing with v-RES implies handling uncertainties. The generation 
from v-RES is characterized by two types of uncertainty: (1) There is 
uncertainty about the volume of energy which will be produced at any 
given time (and consequently the volume of flexibility that can be 
offered) and (2) there is uncertainty about the exact values of the 
components included in the subsidies (notably the so-called market 
premium). For our analysis we assume that the first type of uncertainty 
does not have an impact on the value of the bid itself, but only on the 
volume that is offered. It follows that in order to bid in the market, the 
participants must somehow determine the volume to offer. This process 
is not part of our analysis, we only assume that it has taken place. The 
second type of uncertainty would alter the bids themselves. Here we 
assume perfect foresight, but discuss this assumption, its consequences 
and possible remedies in section 7.2.2. 

As detailed in section 3.1, participants are free to act in markets other 
than the flexibility market, as long as this does not interfere with de-
livery of sold flexibility. The only necessary assumption about activity 
on other markets is that the volumes offered in the flexibility market 
have not been sold elsewhere.5 

3.3. Regulatory and institutional setting 

Opportunity costs of v-RES plants under the EEG regime are deter-
mined by a multitude of factors. The following sections detail the reg-
ulatory framework concerning the traffic light concept, feed-in tariffs 
and the contracts governing the relationship between asset owner and 
direct marketers. 

3.3.1. The traffic light concept 
To describe the complex interaction between market and grid sphere, 

a traffic light concept has been proposed in Germany (bdew, 2013; 
Bundesnetzagentur, 2011). The green phase designates situations 
without binding grid constraints, so that no market interventions by the 
grid operator are required. In contrast, the red phase indicates an actual 
congestion which requires direct action by the grid operator. German 
legislation enables the transmission grid operators to take these coercive 
measures and request the modification of conventional power plant 
schedules, that are initially based on the unrestricted market results. 
When these measures are exhausted and the congestion could not be 
averted, grid operators can curtail renewable infeed using Einspeise-
management (EinsMan) as an ultimate measure. In Germany, compared 
to the set of measures that are available to transmission system operators 
(TSO), the distribution system operator’s (DSO) options to manage 
congestions are limited. Besides topological measures, DSOs are 

basically restricted to EinsMan.6 The idea behind the yellow traffic light 
is to enable new market-based approaches like regional flexibility 
markets to efficiently prevent predicted congestions. 

3.3.2. Feed-in tariffs and remuneration by the grid operator 
Most v-RES plants in Germany are subsidized in the EEG system. As 

of January 1st, 2016, all newly installed v-RES plants above 100 kW 
nameplate capacity in the EEG system have to sell their energy directly 
on the spot market (x19 EEG, so-called “direct marketing”) as opposed to 
earlier systems, where marketing of the energy was done by the 
responsible transmission system operator. To market the energy on the 
spot market, aggregators can be employed to minimize transaction costs 
for the individual asset owners. As it stands, only directly marketed v- 
RES plants with or without subsidies in the EEG system can participate 
in a regional flexibility market of any kind. As by far the biggest part of 
v-RES plants in Germany are subsidized in the EEG system, we will only 
consider v-RES plants that are in direct marketing, remotely control-
lable, and subsidized in the EEG system. The EEG system guarantees a 
feed-in tariff determined by the German Renewable Energy Act (x19 EEG 
in combination with x20 EEG). The guaranteed EEG tariff of a specific 
asset depends on several factors such as commissioning year and tech-
nical specifications. 

The remuneration for these power plants consists of two parts: spot 
market revenues and the so-called market premium (MP), with the 
market premium intended to fill the gap between the guaranteed EEG 
remuneration and spot market revenues. The market premium is 
determined monthly for each asset as the difference between its specific 
EEG feed-in-tariff and a monthly market value (MMV). The MMV is an 
index calculated as a volume weighted average spot price that is sup-
posed to represent the average spot revenues made by selling the elec-
tricity generated by the specific v-RES type (e.g., wind, solar) at the spot 
market. Both the market premium and the monthly market value are 
determined ex-post, as market data is necessary for the calculation.7 

3.3.3. Contracts between direct marketers and asset owners 
We assume there is a contract between asset owner and direct 

marketer, where the asset owner receives remuneration in the height of 
the monthly market value from the direct marketer. Together with the 
market premium received from the grid operator, the asset owner thus 
receives the full feed-in tariff for each produced MWh of electricity. The 
direct marketer carries the market risk but can also keep all market in-
come exceeding the MMV. We further assume that the grid operator only 
pays the market premium for actually, not potentially produced elec-
tricity; the same holds for the direct marketer who will not pay the asset 
owner if infeed is curtailed by the grid operator. However, the grid 

Fig. 3. Interaction between grid operator, asset owner and flexibility/spot markets.  

5 A power plant may, for example, have sold half of its possible downward 
adjustment as secondary reserve on the balancing market, which leaves the 
other half for marketing on the flexibility market. 

6 A new method which allows grid operators to contract controllable loads in 
the distribution grid has been recently introduced. Yet the formation of the 
statutory framework currently continues.  

7 For the implications of these uncertainties see section 7.2.2. 
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operator reimburses the asset owner for these lost revenues in case of 
EinsMan curtailment. If the direct marketer curtails the power plant 
outside EinsMan, it must reimburse the asset owner, as the grid operator 
will not pay the market premium for a voluntarily curtailed power plant. 

For the most part in our analysis, we treat the direct marketer and the 
asset owner as a single entity. The terms of contract between both parties 
only become relevant when talking about the reimbursements by the 
grid operator. In this case, it is important to note that we use as working 
assumption that the grid operator does not have an obligation to reim-
burse the direct marketer, but only the asset owner.8 We will point out 
the difference in the relevant parts of this paper. 

4. Modelling the opportunity costs of flexibility 

As stated in section 3.2, we assume that flexibility providers bid their 
opportunity costs when offering flexibility. Especially opportunity costs 
of variable renewable energy sources are essential to consider, because 
they represent in principle a large potential of flexibility in the future 
power system. In periods of excess production, curtailing renewable 
infeed is always an option – it is obviously not beneficial in terms of CO2 
emissions, but might be more cost efficient than other alternatives. 
Thereby, the market premium, which is an important part of the 
governmentally guaranteed remuneration, can induce market distor-
tions and therefore has to be examined in more detail. The next sections 
will discuss the opportunity costs of different types of assets and in detail 
those of variable renewable energy sources under the EEG-regime. 

4.1. Opportunity costs of demand-side flexibility 

For demand-side assets participating in the regional flexibility mar-
ket, one must assume that care has already been taken to optimize their 
dispatch on the spot market. Therefore, any action taken to assist the 
grid operator in solving a potential problem (e.g. a looming congestion), 
will move the asset away from its optimal dispatch. Opportunity costs of 
demand-side flexibility are hard to quantify. They often include the costs 
of electricity at different times, marginal utility of dispatch and opera-
tional costs such as personnel. 

For the purposes of this paper, we assume that shiftable loads have 
no additional costs to postpone its withdrawal from the grid, which is in 
line with Steurer (2017). The only costs that arise are caused by the 
spread of electricity prices between originally planned and shifted time 
interval. Power to gas plants, in contrast, have to pay levies and taxes for 
additional electricity consumption but also obtain the value of gas 
produced. Additionally, losses of efficiency have an impact on the op-
portunity costs. 

4.2. Opportunity costs of generation-side flexibility 

Opportunity costs for generation-side flexibility are more easily 
determined than for demand-side flexibility. For increasing as well as 
decreasing dispatch they will be largely determined by fuel costs, offset 
by the revenue generated when selling (or buying) this additional (or 
now missing) energy on the spot market. 

As with demand-side flexibility in section 4.1, we abstract from 
actual costs and only assume that some sort of cost will be associated 
with a modification of their dispatch and hence demanded on the 
regional flexibility market. 

4.3. Opportunity costs of variable renewables under the EEG regime 

4.3.1. Unrestricted scheduling (green light) 
If no congestions have been identified, the v-RES plant can feed in all 

generated electricity without restrictions. The direct marketer will 
receive the revenues (RNormal) from the sale of electricity due to direct 
marketing at the wholesale market (pDA) and pays the MMV to the asset 
owner. Additionally, the grid operator will pay a market premium to the 
asset owner for every MWh fed into the network, such that the revenues 
of the v-RES plant sum up to the warranted EEG tariff (cf. eq. (1)). 

RNormal ¼PDA þMP (1) 

The monthly market value does not feature in this equation, because 
it is paid by the direct marketer and received by the asset owner. It is 
therefore an internal cash flow and not of direct interest in this analysis. 
Given the green phase, the market premium is paid out of the so-called 
EEG account for which cash inflows are collected through the EEG levy 
from the electricity customers. These details are of considerable rele-
vance when the overall system costs of flexibility markets are to be 
assessed (see section 7.1.1). 

4.3.2. Curtailment by EinsMan (red light) 
In case of a grid congestion, regulation allows the grid operator to 

curtail wind energy infeed as an ultimate measure (EinsMan, cf. section 
3.3.1). In doing so, regulation stipulates that the grid operator who is 
responsible for the curtailment has to compensate the asset owner for 
lost revenues (EEG).9 Under the assumption that the direct marketer sold 
the predicted wind power infeed on the spot market for a price PDA, 
additional costs arise for balancing because the balancing group man-
ager has to offset imbalances caused by the unscheduled curtailment due 
to EinsMan operations. This can be achieved by purchasing energy at the 
intraday market or paying for balancing energy. In practice, there is 
often no time to balance at the intraday market so that costs for 
balancing energy incur (PBC). Consequently, the revenues and therefore 
opportunity costs (REinsMan) per MWh can be described as 

REinsMan¼PDA � PBC þ EEG ¼ PDA � PBC þ MPþMMV (2) 

The MP and MMV, as part of equation (2), are paid by the grid 
operator as compensation for lost revenues directly to the asset owner, 
bypassing the direct marketer. The MP is paid as compensation, because 
payment of the “normal” MP depends on actually produced energy. The 
MMV has to be paid because the asset owner does not get remuneration 
for the curtailed energy from the direct marketer, and the MMV there-
fore constitutes lost revenues (see section 3.3.3). 

4.3.3. Flexibility market (yellow light) 
The auctions of the platform are held intraday with a lead time long 

enough for flexibility providers to modify their mode of operation and 
offset imbalances at the intraday market (for a price PID). If the v-RES 
plant already sold the power on the day ahead spot market (PDA) and 
then successfully offers voluntary curtailment in the flexibility market 
(for a price PFM), the revenues (RFM) sum up to equation (3). 

RFM ¼PFM � PID þ PDA (3) 

To participate in the flexibility market, the direct marketer has to 
receive at least the opportunity costs of the marketing alternative. In 
case of a congestion, the alternative would be EinsMan and the oppor-
tunity costs would be determined as explained in section 4.3.2. There-
fore, the minimum price that the direct marketer has to receive to 
participate in the flexibility market is as derived in equation (4). 

8 This assumption is not uncontroversial. For a discussion see for example 
Bundesnetzagentur (2018). 

9 x15 EEG defines that the compensation shall cover 95% of lost revenues 
plus additional expenses minus saved expenses. If lost revenue exceeds 1 
percent of the annual revenues, the amount will be fully compensated from that 
date. For simplicity, we will calculate with 100% and it is assumed that v-RES 
plants have no saved expenses in case of curtailment. 
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RFM ¼ REinsMan ⇔ PFM � PID þ PDA ¼ PDA � PBC þ MPþMMV ⇔ PFM

¼ PID � PBC þ EEG
(4) 

Note, that the grid operator would compensate the asset owner 
rather than the direct marketer for lost revenues in the EinsMan. The 
direct marketer “inherits” this responsibility from the grid operator 
when it decides to curtail the infeed voluntarily, as explained in section 
3.3.3. 

The formula above highlights that the direct marketer must cover the 
EEG remuneration that the asset owner would otherwise receive from 
the grid operator if the plant were curtailed through EinsMan. Addi-
tionally, less than the full EEG tariff might be accepted, because 
compared to EinsMan the direct marketer saves part of the costs for 
balancing energy (PID � PBC) by balancing on the intraday market 
compared to the costs of buying balancing energy, which is the normal 
case in EinsMan.10 Furthermore, the direct marketer might have some 
additional costs or savings when curtailing itself voluntarily as opposed 
to forcibly. In equation (5), we introduce a term Cadd which is specific to 
each direct marketer and can be positive or negative to represent those 
additional costs or savings. In our further considerations we will simplify 
the equation by specifying that 

PFM ¼ PID � PBC þ EEGþ Cadd (5)  

¼ EEG � X (6) 

The bid price is therefore the plant-specific EEG tariff corrected by an 
additional X-term, the value of which will be determined by the direct 
marketer (cf. eq. (6)). 

5. Model implications 

5.1. Distortions caused by EEG subsidies 

As seen in section 4.3.3, the bid price for v-RES plants in the EEG 
scheme with direct marketing is based on the plant-specific EEG sub-
sidies. In the following we show that part of these costs incurs regardless 
of whether the v-RES plant produces normally, is curtailed by EinsMan, 
or voluntarily reduces output because of its commitments in the flexi-
bility market. 

While producing normally, cash flows (CF) from the grid operator to 
the v-RES plant and direct marketer per MWh are 

CFGO; normal¼MP: (7) 

If curtailed by EinsMan, cash flows from the grid operator to the v- 
RES plant and direct marketer per MWh are 

CFGO; EinsMan¼MPþMMV: (8) 

In the flexibility market the bid price per MWh of the direct marketer 
(expecting EinsMan as the alternative) would be 

PFM ¼PID � PBC þMPþMMV þ Cadd (9)  

and this is the basis for the cash flow from the grid operator to the direct 
marketer if the bid is selected. It is apparent from equations (7)–(9) that 
the market premium is a fixed part of cash flows from the grid operator 
to the v-RES plant/direct marketer: Either  

1. the v-RES plant is not running, and the grid operator must pay the 
market premium as part of congestion management (as compensa-
tion in case of curtailment, or implicitly as part of the bid price in 
case of voluntary shutdowns) or  

2. the v-RES plant is running, and the market premium must be paid as 
EEG remuneration. 

From an economic perspective, the market premium is paid either 
way and thus should not be included in the calculus when the optimal 
congestion management flexibilities are chosen. Consequently, an 
alternative flexibility option will only decrease overall costs when it is 
cheaper than renewable flexibilities excluding the market premium. 

The merit order of flexibility options is biased if v-RES plants with 
market premia of different amount and/or other flexibility options 
without market premia bid in the same market. These uncorrected merit 
orders are sources of bias because they are including factors which 
should not be relevant for the decision about which flexibility options to 
contract. 

Three effects can be distinguished:  

1. Shifts in the merit order within the group of v-RES plants with the 
same energy source, because of different market premia. This leads 
to an inefficient selection of v-RES plants to contract because the 
market premium will be paid either way and should not play a role 
when choosing flexibility options.  

2. Shifts in the merit order between v-RES plants with the same energy 
source and other flexibility options, which make v-RES plants look 
more expensive than they are compared to alternatives.  

3. The grid operator will not be able to judge how much it should be 
willing to pay for flexibility in lieu of EinsMan curtailment because it 
does not know the real (effective) cost when choosing flexibility 
options. 

These distortions can be avoided by paying the market premium 
independently of the bidding decisions of the direct marketer – then it is 
not part of the opportunity cost considerations of the direct marketer 
which consequently does not include it in its flexibility offer. Adjusting 
the merit order of the flexibility market can hence ensure that the grid 
operator will find the overall economic optimum when selecting flexi-
bilities based on the merit order. We suggest the implementation of side 
payments, which exclude market premia from the flexibility market as 
described in section 5.2. 

5.2. Side payments resolve distortions 

As detailed in section 4.3.3, the reason for direct marketers to include 
the market premium in the bid price on the flexibility market is that it 
“inherits” the responsibility to remunerate the asset owner if it volun-
tarily curtails the v-RES plant, because the grid operator will only 
compensate the asset owner if the v-RES plant is running or “forcibly” 
curtailed by EinsMan. 

There are therefore two ways to enable the direct marketer to not 
include the market premium in the bid price: 

1. Pay the asset owner regardless of whether the v-RES plant is volun-
tarily curtailed or not.  

2. Add an additional payment equaling the market premium to the 
direct marketer when contracting voluntary curtailment on the 
flexibility market. 

As there are other reasons to voluntarily curtail the v-RES plant (e.g., 
scheduled or unscheduled maintenance) for which the grid operator 
should not reimburse the asset owner with the market premium, pay-
ment should be coupled to a contract on the flexibility market. We will 
refer to such payments as side payments. They will be paid retroactively 
to qualifying EEG subsidized power plants taking part in the flexibility 
market for each unit of flexibility sold. Because of the introduction of 
guaranteed side payments, which cover parts of the opportunity costs 
explained in section 4.3.3, renewable flexibility providers will decrease 
their bids in competitive markets by the same amount. Consequently, 

10 This is under the assumption that the direct marketer does not try to game 
the system by profiting of balancing energy. 
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the market premium will be externalized from the flexibility market and 
an undistorted flexibility merit order is obtained. All bids then represent 
true additional costs incurred by the grid operator. 

The next section will illustrate the effect side payments (and a lack 
thereof) have on the merit order of flexibility options. 

6. Application and results 

Based on the considerations in sections 3-5, we construct a simple 
fictitious example to illustrate how flexibility markets can contribute to 
congestion management. Because we focus on the distortions caused by 
subsidies for v-RES, we keep the example as simple as possible while still 
preserving the distorting effects. We compare the results of congestion 
management without a flexibility market, which is basically EinsMan, i. 
e. renewable curtailment, to the market results of a flexibility market 
with and without side payments. In this comparison we focus on overall 
system costs and the energy infeed of renewables. 

6.1. Focus on wind energy 

In principle, our model applies to all kind of v-RES plants that are in 
direct marketing, remotely controllable, and subsidized in the EEG 
system. In this regard, the most important technologies are wind and 
solar based renewable energy sources. However, in Germany, only 25 
percent of installed solar plants are in direct marketing, which in turn is 
approximately a fifth of installed wind onshore capacity that is marketed 
directly.11 On this account, we focus on onshore wind power plants to 
provide generation-side flexibility in our example. This is in line with 
the reality of congestion management, where curtailment of solar power 
plants only accounts for three percent of overall curtailed volumes. 
Curtailment of onshore wind power in contrast, represents more than 80 
percent of overall volumes as part of EinsMan.12 For a discussion of this 
assumption see section 7.3. 

6.2. Setup of the example 

Given that our focus is on congestion management, we disregard all 
cost and revenue streams related to energy spot markets, as these stay 
constant, and consequently system costs only include costs for conges-
tion management plus the EEG remuneration of renewables since the 
latter may be affected by the congestion management. In doing so, one 
must be careful when adding up these different cost components, since 
the costs of congestion management are financed by network charges 
whereas the costs for supporting EEG plants are paid out of the EEG 
account. In this section both cost components will be treated as part of 
system costs, but they are analyzed more in detail from a grid operator’s 
perspective in section 7.1.2. 

Table 1 details a situation where the grid operator predicts a 
congestion at a transformer of the distribution grid that it can manage 
using five different flexibility providers in a market area. 

In the example, three wind farms may offer to curtail power infeed 
voluntarily on the market. The wind farms differ in the years they were 
commissioned which lead to specific remunerations defined by the 
respective EEG (Netztransparenz, 2019). In addition, two other flexi-
bilities are available on the market, a shiftable load and a power-to-gas 
plant. Opportunity costs for the shiftable load are calculated as the mean 
spread of quarterly intraday prices in 2018 as explained in section 4.1. 

The opportunity costs of the power-to-gas plant depend on levies and 
taxes for additional electricity consumption as well as the efficiency of 
the plant and the value of gas produced. Given that, the opportunity 
costs of the power-to-gas plant are assumed as approx. 60 €/MWh.13 

For simplicity, all actors can offer a flexibility of 1 MW and the grid 
operator’s flexibility demand is 3 MW. The monthly market value for 
wind farms, which is the same for all wind onshore plants, is set by 35 
€/MWh (as it was in January 2018). Another column details the monthly 
market value offset by a value “X” which represents any markup or a 
markdown from the total feed in tariff, such that 

PFM ¼EEG � X ¼ MPþMMV � X: (10) 

The “X” from equation (10) sets wind power plants apart from each 
other in the flexibility market and may represent risk premia, expected 
cost savings or any other factors.14 

6.3. Curtailment via EinsMan 

Currently, no market-based instrument allows the distribution grid 
operator to make use of shiftable or additional loads to manage con-
gestions. That is why the grid operator would fall back on EinsMan and 
curtail the wind infeed as illustrated below. 

On the left side of Fig. 4, the merit order of the EinsMan measures is 
shown. Efficient EinsMan would select the power plant with the lowest 
EEG tariff first for congestion management, followed by the second and 
third cheapest flexibilities. To successfully avert the grid congestion, all 
wind power plants must be curtailed resulting in EinsMan costs of 241 €. 
This amount corresponds to the overall costs since no market premia for 
operating wind power plants must be paid. At the same time, it is the 
benchmark to assess the market result of the flexibility platform. 

6.4. Flexibility market without side payments 

The introduction of a flexibility market enables the grid operator to 
contract flexible loads for congestion management. Due to the inclusion 
of new and cheaper flexibility options, the merit order is changed as 
shown in Fig. 5. In this case, revenues from the flexibility market must 
cover opportunity costs of renewables as described in section 4.3.3. 
Thus, the bids must correspond approximately to the foregone EEG 
remuneration. Non-renewable flexibilities in contrast are assumed to bid 
at marginal costs.15 If non-renewables can bid at lower cost than EEG 

Table 1 
Available flexibility options. Total needed flexibility is 3 MW, available flexi-
bility per plant is 1 MW.  

Name Type Commissioning 
Month/Year 

EEGa MP MMV þ - 
X 

Other 

RES 1 Wind 
Onshore 

01/2018 71 36 35  

RES 2 Wind 
Onshore 

01/2017 80 45 30  

RES 3 Wind 
Onshore 

07/2011 90 55 20  

Other 
1 

Shiftable 
Load     

14 

Other 
2 

Power-to-Gas     60  

a The remunerations are rounded to integer values. 

11 Based on own calculations.  
12 Bundesnetzagentur and Bundeskartellamt (2018). 

13 We assume that the power-to-gas plant is exempted from network charges, 
EEG and KWK levies, so that levies and taxes sum up to approximately 26 
€/MWh. Given the average intraday wholesale prices of electricity and gas in 
2018 as well as an efficiency factor of 60% the opportunity costs were 
calculated.  
14 See section 4.3.3.  
15 For a discussion of strategic bidding see section 7.2.1. 
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remuneration, EEG-power plants move to the right in the flexibility 
merit order. 

In this case, Other 1 as cheapest flexibility option would be selected 
first, followed by Other 2. To solve the congestion completely, the grid 
operator can limit curtailment to only the cheapest of the wind power 
plants (RES 1). This results in congestion management costs summing up 
to 145 €.16 However, since the power plants RES 2 and RES 3 generate 
power and are compensated in accordance with x19 EEG in combination 
with x20 EEG, the market premium is paid to these units and has to be 
considered in a system perspective. This finally adds up to overall costs 
of 245 € which leads to an increase of system costs compared to the 
reference case of EinsMan despite decreasing congestion management 
costs. 

6.5. Flexibility market with side payments 

Contrary to the previous case, the wind power plants RES 1, RES 2 
and RES 3 receive their individual market premium as a side payment if 
they successfully bid in the flexibility market. Thus, their bids do not 
have to fully cover the EEG tariff plus mark-up but only the MMV 
adjusted for X as shown in equation (11). 

bidwind
flex ¼ MMV þMP � X ¼ MMV � X (11) 

Consequently, the merit order changes significantly (see Fig. 6). 
Now, the wind flexibilities are cheaper compared to Other 2 and the grid 
operator would select Other 1, RES 2 and RES 3 to manage the 
congestion. This results in congestion management costs of 164 €. These 

costs consist of the payments for accepted bids on the market (Other 1 
and the two wind power flexibilities) and the side payments for RES 2 
and RES 3, which the grid operator will pay out after determination of 
the market premium. 

Given this scenario, RES 1 feeds in power without restrictions and its 
market premium must be paid additionally, leading to overall system 
costs of 200 € - a new minimum. 

7. Discussion 

7.1. Discussion of the results 

Table 2 provides an overview of the considered cases. Several aspects 
about the results after introducing side payments are worth noting and 
will serve as basis for further discussions:  

1. Overall system costs decrease significantly, since all arising cost 
components are reflected adequately in the decision of flexibility 
selection. It should be noted that, although overall system costs 
decrease, costs of congestion management increase slightly.  

2. Flexibilities provided by renewables improve their position in the 
merit order. This leads to more curtailment of renewable power.  

3. The position of the renewable plants within their “group” changes. 
While RES 1 was the cheapest option before, it is now the most 
expensive because its “X” is the smallest. This illustrates that once the 
individual market premia stop distorting the bids, individual cost 
factors of the plants become relevant. 

Based on these results, there are several aspects that need to be 
discussed in more detail. Firstly, there is a trade-off between the mini-
mization of congestion management and overall system costs when 

Fig. 4. Merit order of flexibility options and costs in the EinsMan curtailment.  

Fig. 5. Merit order of flexibility options and associated costs on a flexibility market.  

16 Note that we assume that the market clears on a pay-as-bid basis. For a 
discussion of market clearing rules see section 7.2.1. 
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choosing the best market design. Additionally, the introduction of side 
payments to achieve the best results in terms of overall costs leads to 
lower renewables infeed compared to a flexibility market without side 
payments. Lastly, the interplay between market clearing rules and bid-
ding strategies of flexibility providers needs to be investigated in more 
detail. 

7.1.1. Congestion management vs overall system costs 
The introduction of a flexibility market decreases congestion man-

agement costs compared to EinsMan in both cases, both with and 
without side payments (� 77 €, respectively � 96 €). This is logical 
because system operators can apply new and cheaper flexibilities to 
manage congestions. It is also clear that congestion management costs in 
a market without side payments are lowest because the grid operator can 
select flexibilities with the lowest absolute costs, which the grid operator 
must compensate itself. 

However, in a market without side payments, the market premium 
has a great effect on the selection of flexibilities, although the market 
premium has to be paid anyway. Therefore, a market without side 
payments, even though it leads to the lowest costs of congestion man-
agement, may induce higher overall costs than curtailment via EinsMan 
when considering congestion management and EEG cost as shown in 
previous sections (EinsMan: 241 €, Market without SP: 245 €). In order 
to prevent the grid operators from making market decisions based on 
non-influenceable cost components, side payments are introduced. In 
this case, the overall costs are minimized because the cheapest flexi-
bilities that have an actual impact on the overall system costs are 
selected. 

7.1.2. Grid operator’s perspective 
Since grid operators are acting for their own account, they are likely 

to prefer a market outcome which minimizes their own cost, namely 
congestion management costs, rather than overall system costs. Mini-
mizing congestion management costs in a market without side payments 
would lead to lower network fees and relieve the grid operator’s cus-
tomers. Given that the minimization of congestion management costs 
can entail higher overall system costs, this comes along with a transfer of 
costs to all customers via a higher renewable levy. From an overall 

system perspective, higher EEG-levy payments for all consumers would 
overcompensate the lower network charges for a few customers of a 
certain grid operator – at least in an electricity system like the German 
one with multiple distribution grid operators. 

Here, incentives for grid operators should be aligned so that they are 
incentivized to choose the solution with the lowest overall cost. This is 
also true for the more general issue of incentives to minimize congestion 
management costs. If those are considered as pure pass-through item as 
in the current German regulation, the incentives to implement flexibility 
markets are very limited. Yet a detailed discussion of regulatory ap-
proaches in that field is beyond the scope of this paper. 

7.1.3. Renewables infeed 
Since flexibility providers ask for compensation of the whole feed-in 

tariff as opportunity costs, the bids in the market without side payments 
are quite high and renewable flexibilities are expensive compared to 
other flexibility options. That is why without side payments, the wind 
power flexibilities would be selected last by the grid operator which 
leads to the highest renewable infeed possible (2 MW). With the 
implementation of side payments, the market prices for flexibility from 
renewables are lower. That is why renewable flexibilities would be 
selected more frequently and the infeed of renewables would decrease, 
in our numerical example to 1 MW. 

However, compared to currently used EinsMan, the infeed of elec-
tricity generated by renewables increases in both variants of flexibility 
markets. This is a consequence of new demand-side flexibility options 
being made available for congestion management through the intro-
duction of the flexibility markets. 

In the end, it is hence a political choice, which flexibility market 
design is preferred. The choice then reflects a tradeoff between overall 
costs and the maximization of renewable infeed, which should be made 
consciously and not just as an unintended side effect. 

7.2. Discussion of the assumptions 

7.2.1. Market clearing rules and bidding strategies 
So far, the discussion has focused on the impacts of the different 

flexibility market designs. We have assumed a naïve pay-as-bid 
approach, where flexibilities (somewhat naively, see below) only bid 
their opportunity costs and are paid according to their bids. While this 
approach allowed us to isolate the effects of distorting subsidies, one 
may wonder about the pricing implications of different market designs 
and this requires a consideration of the market rules and related agent 
behavior. 

Basically, two alternatives may be considered for the pricing rule: 
uniform pricing (also called pay-as-cleared) or pay-as-bid (or discrimi-
natory pricing). Whereas auction-based energy spot markets typically 
use uniform pricing, pay-as-bid has been prevalent in the German and 
other reserve power markets. At first sight, pay-as-bid has the advantage 

Fig. 6. Merit order of flexibility options and associated costs on a flexibility market utilizing side payments.  

Table 2 
Summary of associated costs in different cases of congestion management.  

Type Funding 
source 

EinsMan Market w/o 
SP 

Market w/ 
SP 

Congestion 
management 

Grid tariff 241 145 164 

Operating EEG plants EEG account 0 100 36 
Total Costs  241 245 200 
RES infeed in MW  0 2 1  
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that the buyer (in our case the grid operator) does not pay more than 
requested by the sellers. Yet this reasoning does not consider that sellers 
will adapt their bidding strategy to the clearing rules (and will not 
naively continue to only bid opportunity costs, as we assumed in the 
example). Academic literature indicates that uniform pricing rules 
provide more incentives for cost-based bids whereas pay-as-bid leads to 
“guess-the-price” type bidding behavior (e.g. Wolfram, 1999; Newberry 
and McDaniel, 2002; Cramton, 2017). Under perfect competition and 
complete information, it may even be proven that the two auction for-
mats lead to the same result (Müsgens et al., 2014). Hence bidding at 
marginal costs is no valid assumption in a pay-as-bid market design and, 
independently of the auction design in flexibility markets, the grid 
operator as buyer will pay more than the cost of the bidders. This is 
visualized in Fig. 7 for the case of uniform pricing – which is at identical 
marginal bids the upper bound for prices under pay-as-bid. 

If there is moreover only a limited number of bidders, those may bid 
strategically and exert market power. In this setting, it is important to 
ensure that the system costs are not higher than under the traditional 
command and control strategy of EinsMan and that at the same time 
there are sufficient incentives for market entry. This calls for a market 
design combining the following three elements:  

� Uniform pricing  
� Clear price caps to avoid costs in excess of EinsMan  
� Side payments 

The two main arguments for uniform pricing are that bidding is 
simpler for small market participants since they can bid their marginal 
costs instead of having to guess the price and that the incentives for 
putting strategic bids are lower (since they only occur for marginal 
units). The price cap is required to ensure that the market provides 
economic benefits, and the side payments make setting this price cap 
both easier and more efficient. The discussion in section 5.1 has shown 
that the market premia MP must be paid independently of the market 
design as well as under EinsMan. Under EinsMan, the additional pay-
ment to all curtailed EEG units is the monthly market value MMV. 
Therefore, this is the price cap to be used in the flexibility market with 
side payments.17 This ensures that the system costs in this market design 
do not exceed the cost of the conventional approach.18 Furthermore, 
congestion management cost will not exceed the corresponding cost 
under EinsMan. If a mix of v-RES is curtailed in normal EinsMan pro-
cedures, there is no single monthly market value on which to base the 
price cap. In this case, a prudent solution would be to set price caps to 
the monthly market value of the dominant v-RES in the market area, but 
there is no guarantee that costs for congestion management will remain 
at or below corresponding EinsMan costs. This is also true for the flex-
ibility market without side payments, where setting the price cap is not 
as easy since it will depend on the mix of EEG units curtailed under 
EinsMan and the corresponding MP – even if all units have the same 
monthly market value. If this is established correctly, the congestion 
management cost may be kept under the EinsMan cost, yet this is not 
true for the system cost as established previously. Fig. 7 even illustrates 
that the operating margins earned in a market without side-payments 
may be substantially higher than with side payments – i.e. the distri-
butional effects are stronger, with the flexibility providers as benefi-
ciaries and the consumers (via grid fees and EEG levy) as the losers. On 
the other hand, the limited operation margins in flexibility markets with 
side payments still provide incentives for market entry. 

7.2.2. Coping with uncertainties 
Side payments are intended to counter distortions in the market by 

removing the market premium from the bid price of renewable flexi-
bilities. This is complicated by the fact that the values of the individual 
market premia are unknown at the point of bidding, because they are 
calculated as the difference between the monthly market value of the 
given renewable power source and the individual power plants EEG 
feed-in tariff. 

Consequently, the direct marketers as well as the grid operators have 
to predict the monthly market value. The direct marketer has to predict 
the MMV because it provides the base line for its bid price. The grid 
operator has to predict the MMV to determine the price cap in order not 
to exceed EinsMan costs. 

This raises the question, what effect uncertainties with respect to the 
MMV have on the market. If both the direct marketers as well as the grid 
operator are risk averse, they may place uplifts on their bids and dis-
counts on the price cap, respectively. This reduces the leeway for market 
clearing since even if both the grid operator and the direct marketers 
predict the same MMV, bids may be placed above the price cap. 

One possible solution could be for the grid operator to announce a 
“benchmark MMV” before the flexibility auctions. Rather than calcu-
lating the side payment based on the actual (later) established MMV, the 
side payment would be calculated using the benchmark MMV. The direct 
marketers could be sure that they will be paid the complete EEG-tariff if 
they bid the benchmark MMV. Of course, this approach also informs 
other market participants about the price cap set by the grid operator 
and they may adjust their bids accordingly – yet under uniform pricing 
the inframarginal bids do not have an incentive to do so. 

Further research should be done on the benefits and possible draw-
backs of such signaling as well as on alternative solutions to cope with 
uncertainties. 

Another type of uncertainty concerns the volumes on offer from the 
sellers and the volumes needed by the grid operators to relieve con-
gestions. We have assumed that both the sellers as well as the grid op-
erators have somehow reached a decision on the volume to sell and buy 
respectively. This assumption is valid, because uncertainty about the 
volume should not change the price of the bid from the seller or the 
willingness to pay from the grid operator. This type of uncertainty would 
push both providers of flexibilities as well as grid operators to wait for 
the uncertainty to reduce. Other factors, such as the desire to ensure that 
enough flexibility can be contracted, counter this effect. The trade-off 
between securing flexibility early and waiting for more exact forecasts 
is not within the scope of this paper but is examined in Bellenbaum et al. 
(2019). 

7.3. Generalizing the results 

Even though reality is obviously more complex than the simple 
example chosen to illustrate the mechanism, the underlying principles 
remain true. There is no reason to assume that the distorting effects 
would decrease in a more complex setting. Taking into account meshed 
grids, where different flexibilities have different sensitivities on con-
gestions, or assuming bigger markets, where more units are in compe-
tition with each other, does not change the fact that the basic 
calculations performed by direct marketers to form their bids consider 
factors that, in the end, distort the merit order of flexibility options. 
Further research should quantify the real world impact of the imple-
mentation of side payments – or the impact of the distorting effects if 
they are not implemented. 

Additionally, we have focused on wind power as the dominant 
technology for v-RES in Germany. If multiple v-RES coexist in the flex-
ibility market (as they often will), each should receive side payments 
according to the energy source specific monthly market values. This 
complicates the process of setting the price cap as detailed in section 
7.2.1. 

17 This obviously implies that EinsMan is used as recourse action if the number 
of bids on the flexibility market below the price cap is insufficient. 
18 Here obviously the costs of setting up and operating the market are dis-

regarded (as are the cost of the conventional EinsMan) and it is assumed 
throughout that all bids have the same effectiveness with respect to congestion 
relief – although a generalization is possible to bids with different sensitivities. 

J. H€ockner et al.                                                                                                                                                                                                                                

35



Energy Policy 137 (2020) 111135

11

8. Conclusion and policy implications 

This paper analyses key design elements for flexibility markets based 
on theoretical considerations. Compared to conventional congestion 
management methods like the curtailment of renewables (e.g. EinsMan), 
flexibility markets can provide the opportunity to include new flexibility 
options and thereby reduce costs for congestion management. However, 
our analysis also shows that renewable flexibilities bidding at opportu-
nity costs can lead to an inefficient and costly market outcome under the 
current regulatory framework. This market distortion is related to the 
payments made to renewable units if they are curtailed. These potential 
revenues are then included into the opportunity cost on which bids into 
the flexibility market are based. 

To avoid such distortion, we recommend taking the following three 
actions labelled A1 to A3. Additionally, our work points at the key po-
litical choices D1 and D2 that are not directly addressed in our analysis 
but nonetheless consequential for the implementation of flexibility 
markets. 

A1. Implementation of side payments. The size of the side pay-
ments should correspond to the so-called market premium paid to 
the renewable unit, since this payment is due anyway – either as 
renewable support payment if power infeed is unlimited, or as part of 
the compensation if the renewable unit was curtailed due to a 
congestion. These side payments are triggered whenever renewable 
units submit bids to the flexibility market, and these are selected by 
the grid operator. In this case, the grid operator’s optimal flexibility 
selection on the market results in an overall system cost minimum. 
A2. Payments of market premia (and side payments) from the 
EEG account in case of congestion management. To make such a 
market design attractive for grid operators who aim to minimize 
their congestion management costs, we suggest paying the market 
premia from the EEG account not only for operating units but also in 
case of congestion management. This would externalize the market 
premia as cost components from the grid operators’ calculation and 
thus incentivize it to choose the solution with the lowest overall cost. 
Finally, the funding of market premia from the EEG account would 
prevent unwanted distributional effects between consumer groups 
that would occur if a single grid operator minimized its congestion 

management costs, and thus the network charges for its customers, at 
the expense of rising EEG levies for all consumers. 
A3. Implementation of uniform pricing and a price cap to limit 
strategic behavior in flexibility markets. The flexibility market 
should be based on uniform pricing and include a price cap in order 
to limit incentives for strategic bidding. Setting the price cap to the 
level of the monthly market value can ensure that the market out-
comes are beneficial compared to a conventional command and 
control approach. 

The key issues that are consequential for the implementation of 
flexibility markets are: 

D1. Tradeoff between system costs and renewable infeed. The 
introduction of a flexibility market with and without side payments 
decreases the curtailment of renewables by acquiring new flexibility 
options. While the flexibility market without side payments de-
creases renewable curtailment the most, it brings along high overall 
costs (in some cases even higher than in case of EinsMan). The 
renewable infeed in case of a flexibility market with side payments 
may be lower than in case of no side payments, yet it achieves a 
market outcome at minimum overall system costs. 
D2. Regulatory treatment of flexibility costs. How to treat flexi-
bility costs as part of congestion management is still an open ques-
tion. If – as in the current German regulation – congestion 
management costs such as EinsMan reimbursements are considered 
as pure pass-through items, the incentives to implement flexibility 
markets are very limited. 

Flexibility markets can contribute to the efforts to implement 
market-based congestion management measures as demanded by the 
European Commission. The actions we have specified and the necessary 
political decisions we have identified contribute to the efficient design of 
such flexibility markets. 
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Fig. 7. Uniform pricing in markets without and with side payments and resulting.  
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Abstract

Over the last decades, two basic design alternatives for spot markets for electricity have been
established: The zonal approach as used, for example, in Europe and the nodal approach as
applied notably in US markets. Since 2015, Flow-Based Market Coupling is used as an advanced
market coupling approach to facilitate the exchange of electricity between the zonally organized
markets in Central Western Europe. But how good is this state-of-the-art zonal approach compared
to its nodal benchmark? And can enhancements to its relatively new rules and procedures improve
the performance of Flow-Based Market Coupling?

We develop a model framework to analyze and quantify the welfare of Flow-Based Market Cou-
pling relative to benchmarks like nodal designs in a real-world setting. We find that under ideal
circumstances, where price zones are well-configured, Flow-Based Market Coupling approaches
the efficiency of nodal pricing – realizing 87% of the possible gains in comparison to a scenario
with unlimited trade as the lower benchmark. We also find it to be relatively robust in the pres-
ence of forecast errors. When taking the current European price zone configuration into account,
however, the efficiency of Flow-Based Market Coupling decreases significantly. Only 59% of the
efficiency of the nodal market design can be attained, creating societal losses of more than 500
million Euros each year. Moreover, we find the measures envisaged by European regulators to do
further harm in terms of welfare. These measures are designed to enhance trade but, to a certain
extent, ignore the physical reality of the transmission network. This entails significant increases
in redispatch quantities, and operational system costs further rise by about 100 million Euros per
year.

Keywords: Flow-based market coupling; Zonal pricing; Generation shift keys; Electricity market modeling;
Electricity market design; Congestion management.

JEL-Classification: L94 (Electric Utilities), Q40 (Energy – General), Q41 (Energy – Demand and Supply;
Prices), Q43 (Energy and the Macroeconomy)

Highlights

• Flow-Based Market Coupling quite efficient without internal bottlenecks

• Flow-Based Market Coupling seems robust against forecast errors

• Internal bottlenecks decrease the efficiency of the mechanism substantially

• Regulatory changes (minRAM) significantly increase redispatch quantities and may increase
costs

• Improvements to GSK methods mostly relevant for zones with few internal congestions

The authors are solely responsible for the contents, which do not necessarily represent the opinion of the House of Energy Markets

and Finance.
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Abbreviations

CWE Central Western Europe

Entso-E European Network of Transmission System Operators

FBMC Flow-Based Market Coupling

FRM Flow reliability margin

GSK Generation shift key

IVA Individual validation adjustment

OPF Optimal power flow

PTDF Power transfer distribution factor

RAM Remaining available margin

TSO Transmission system operator

vRES Variable renewable energy sources

Nomenclature

𝑎𝑓,𝑖 nodal power transfer distribution factor of line 𝑓 corresponding to node 𝑖

̃𝑎𝑓,𝑧 zonal power transfer distribution factor of line 𝑓 corresponding to zone 𝑧

𝛽+, 𝛽− cost factors for the redispatch model

𝛾 penalty term for the redispatch model

𝐶𝑓 transmission line capacity of line 𝑓

𝑐𝑖 marginal cost term for generation at node 𝑖

Δ𝐹ref,(e)𝑓 expected difference in reference flows on line 𝑓

Δ𝑔+/−𝑖 change of generation at node 𝑖 in the redispatching process

𝑑𝑖 vertical load at node 𝑖

Δ𝑞𝑖 shift in nodal net export at node 𝑖

Δ ̃𝑞𝑧 shift in zonal net export of zone 𝑧

Δ𝑡 duration of time step

𝑓 ∈ ℱ index / set of transmission lines
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𝐹adj𝑓 individual validation adjustment of line 𝑓

ℱCNE set of critical network elements

𝑔𝑖 electricity generation at node 𝑖

𝑔max𝑖 installed generation capacity at node 𝑖

𝑔*z𝑖 scheduled generation at node 𝑖 (scheduled according to zonal market clearing)

𝑖 ∈ 𝐼(𝑧) index / set of nodes (if with subscript 𝑧: set of nodes within zone 𝑧)

𝑞𝑖 nodal net export at node 𝑖

𝑞(e)𝑖 expected nodal export at node 𝑖

𝜆(p)𝑧,𝑖 predetermined weight for zonal PTDF calculation at node 𝑖 in zone 𝑧 (= GSK)

𝑀𝑓 flow reliability margin of 𝑓

𝑁 number of nodes in the system

𝑁𝑧 number of nodes in zone 𝑧

𝑅nsfd𝑓 RAM in non-standard flow direction

𝑅sfd𝑓 RAM in standard flow direction

̃𝑞𝑧 zonal net exports of price zone 𝑧

𝑧 ∈ 𝑍 index / set of price zones

IV
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1 Introduction

The rapid deployment of non-dispatchable renewable energy sources has placed system operators
and market designers in a challenging situation. Now more than ever, the transmission of low-
cost, potentially renewable electricity from its place of generation to the place of consumption
is of paramount importance. Electricity transmission is governed by the laws of physics, and the
quantities to be transmitted depend on where power plants are dispatched. To allow for as much
low-cost generation as possible and, at the same time, ensure safe and reliable grid operation, it is
therefore important to organize this power dispatch. For this purpose, two basic design alternatives
for spot markets for electricity have been established over the last decades, which largely align
with the two basic “power market architectures” discussed by Wilson (2002).

The first approach (“unbundled” according toWilson’s terminology) is based on zonally organized
markets, where the samewholesale price of electricity prevails in each zone (usually country). This
zonal market design is one cornerstone of the European target model for electricity market design
(cf. Keay 2013). Since 2015, Flow-Based Market Coupling has been the method for implicit mar-
ket coupling facilitating the exchange of electricity between markets of a total volume of around
1400 TWh (Austria, Belgium, Germany, France, Luxembourg, and the Netherlands). Its extension
to Eastern Europe is planned for the end of 2020.

In contrast to the European approach, other big electricity markets, predominantly in the US, have
opted for “integrated” markets long ago and accordingly made the switch to nodal pricing, where
an individual price applies to each grid node.

Researchers have dedicated significant efforts to the question of advantages and disadvantages of
zonal vs. nodal markets (Schweppe et al. 1988; Hogan 1992; Green 1997; Hogan 1999; Bjørndal
and Jørnsten 2001; Ehrenmann and Smeers 2005) and, theoretically, the advantages of nodal
pricing seem to be clear. In simple words, nodal pricing takes into account the physical realities
of the electricity network most accurately and, thus, always yields the first-best solution in terms
of operational system costs. In contrast, zonal pricing ensures a uniform price across each zone
by abstracting from the physical reality of the grid. But how well does the specific implementation
of the European market coupling actually perform compared to nodal pricing? On the one hand,
the answer to this question is of great importance as an improved design of markets of this size can
imply savings of several hundreds of millions of Euros per year. On the other hand, the absolute
savings that the implementation of nodal pricing would entail serve as a reference value that needs
to be balanced with the commonly asserted advantages of “unbundled” zonally organized markets
such as stronger competitive incentives, reduced market power, and higher liquidity (cf. Wilson
2002; Consentec 2015; ACER 2018).

Apart from the efficiency of Flow-Based Market Coupling relative to nodal designs, the second
issue of concern is the enhanced integration of European electricity markets. This is the proclaimed
goal of the European Union (cf. ACER 2018) and, consequently, both improvements to the rules
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of Flow-Based Market Coupling as well as regulatory changes have been proposed or codified (cf.
Van den Bergh and Delarue 2016; Dierstein 2017; Finck et al. 2018; Schönheit and Sikora 2018;
Sebestyén et al. 2018; ACER 2019a; EU 2019; Schönheit et al. 2020). But what are the levers
available to transmission system operators to effectively improve Flow-Based Market Coupling?
And what are the impacts of planned regulatory changes on welfare in the European electricity
market?

Others have shown inefficiencies of zonal market coupling approaches (Bjørndal and Jørnsten
2001; Ehrenmann and Smeers 2005) and analyzed different aspects of Flow-Based Market Cou-
pling (Van den Bergh and Delarue 2016; Dierstein 2017; Finck et al. 2018; Schönheit and Sikora
2018; Sebestyén et al. 2018; Matthes et al. 2019; Wyrwoll et al. 2019; Schönheit et al. 2020).
The first group of these papers uses stylized models to assess zonal market coupling procedures.
These models are suitable for revealing defects of such a market design. However, in terms of
quantification of welfare, they have two crucial shortcomings. First, they contain a large degree
of simplification such as few power plants, few time steps, few load situations, etc. Evidently,
this goes along with a significant loss of accuracy and representativeness. Second, the limited
number of grid nodes considered in these studies makes the modeled power flows overly sensitive
to dispatch changes, which tends to overstate inefficiencies of the market coupling processes (cf.
Felten et al. 2019). The other group of papers considers somewhat larger data sets. Yet, they only
look at the market clearing itself. But to accurately judge the efficiency of market coupling ap-
proaches, just looking at the market results is not enough. Redispatch, where transmission system
operators adjust the dispatch of generators to ensure safe and reliable operation of the grid, has to
be considered as well. To underline this statement, Germany’s redispatch costs alone (including
countertrading and curtailment of renewables) exceeded 1 billion Euros in 2018 (BNetzA 2019).
Moreover, none of the existing papers that deal with Flow-Based Market Coupling in a realistic
setting contrasts the market results with the first-best benchmark constituted by the nodal clearing
results.

We have built a model framework to analyze the entire chain – from performing the capacity
allocation process of Flow-Based Market Coupling, over determining the outcomes of the Cen-
tral Western European electricity market clearing, to assessing the resulting need for redispatch
(and the associated costs). We have designed the model framework to use identically structured
optimization problems for zonal and nodal market clearings. By pre-processing grid-related in-
put data, we can quantify the welfare of Flow-Based Market Coupling relative to benchmarks like
nodal designs in a consistent manner. In order to assess real-world gains and losses, we use a re-
alistic data set of the Central Western European transmission network. By conditioning the input
data, different scenarios like idealized price zone configurations are assessed. In the same way,
we scrutinize the effect of technical and regulatory changes to Flow-Based Market Coupling on
the welfare in European electricity markets.

The remainder of this paper is structured as follows: Section 2 introduces the basic concepts of
Flow-Based Market Coupling and nodal pricing. We also outline the relevant particularities of
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Figure 1: Illustration of information and power flow
constraints that could be used in a nodal
pricing regime.

Figure 2: Illustration of information and power flow
constraints used in a Flow-Based-Market-
Coupling-style zonal pricing regime.

Flow-Based Market Coupling and our corresponding modeling approaches. Section 3 presents
the numerical assessments which address the above research questions. Finally, we conclude
with a discussion of the results and draw the main conclusions in Section 4.

2 Modeling Flow-Based Market Coupling

This section first presents the basic concepts behind nodal and zonal market designs in general
and Flow-Based Market Coupling in particular. After the general description in Section 2.1, we
present the model assumptions in Section 2.2 and derive the model equations in Section 2.3.
Lastly, Section 2.4 details our evaluation approach.

2.1 Flow-Based Market Coupling and nodal designs

The European zonal design and nodal pricing regimes differ mainly in two aspects: The spa-
tial granularity of dispatch information and the processes that complement the day-ahead market
clearing.

The differences in granularity of dispatch information are visualized in Figure 1 and 2.
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In Figure 1, triangles symbolize nodal net exports (upward facing triangles) and nodal net imports
(downward-facing triangles).1 A nodal net export is simply the balance of electricity generation
of power plants and load of all consumers at a given grid node. Denoting the export at node 𝑖 by
𝑞𝑖, the power flow on a transmission line 𝑓 can be expressed by ∑𝑖∈𝐼 𝑎𝑓,𝑖𝑞𝑖, where 𝑎𝑓,𝑖 is the so-
called Power Transfer Distribution Factor.2 𝑎𝑓,𝑖 expresses howmuchmore electricity is transmitted
through line 𝑓, if 1 additional MW is injected at node 𝑖 (and withdrawn at an arbitrarily-chosen
reference node). Power flows may not exceed the corresponding transmission line’s capacity 𝐶𝑓,
which is a constraint explicitly considered in nodal pricing regimes.

In contrast, Flow-Based Market Coupling only considers net exports at the zonal level (cf. Fig-
ure 2). These zonal net exports ̃𝑞𝑧 are simply the sum of the nodal exports within one price zone
( ̃𝑞𝑧 = ∑𝑖∈𝐼𝑧 𝑞𝑖, where 𝐼𝑧 denotes the set of nodes within zone 𝑧). As only the zonally aggregated
information is available to the market clearing entity, the power flow modeling is not as precise.
It requires certain approximations and assumptions which are explained in Section 2.3.

Before explaining these approximations, we turn to the second main difference between the two
market designs – the complementary processes. The sequential flow-based market coupling pro-
cess starts with the capacity allocation process two days before delivery (”D-2”). This process is
laid out in ACER (2019b) and determines the parts of the transmission lines’ capacities that are
available for trade. To this end, the responsible transmission system operators forecast the grid
topology, generation, load, and exchange programs for the day of delivery with a common grid
model (Entso-E 2016). In essence, the function of this process is to condition the feasible region of
the market clearing problem around an operating point, which we will refer to as the base case (cf.
Felten et al. 2019). Thereby, power flows due to expected intra-zonal exchanges can be consid-
ered, and line capacities that are already in use due to intra-zonal power flows and loop flows can
be approximated. Doing so, Flow-Based Market Coupling features an approach to tackle some of
the inherent zonal inaccuracies. More details on this process are presented in Section 2.3.3 and
different implementation choices are evaluated in Section 3.

Subsequently, one day ahead of delivery (”D-1”), the market clearing is performed, using the
outcomes of the capacity allocation process at the D-2 stage. Markets are cleared with the ob-
jective of welfare maximization respecting line capacity constraints imposed on zonal net exports
(cf. Nemo-C 2019).3 A further source of inefficiency compared to nodal settings is the reliance
on information determined at D-2, which may have changed in between. The impact of such
process-induced uncertainties will also be investigated in Section 3.

On the day of delivery (”D”), the power plants are dispatched according to the schedules deter-
mined by the market clearing. However, there is one major exception to this procedure. If the
market result is physically infeasible, the dispatch has to be adjusted by redispatch actions in order
1For brevity, we only refer to net exports henceforth, implying that negative net exports are understood as net imports.
2For this formulation, some simplifying assumptions are used, which are explained in Section 2.2.
3Note that there is also some trading ongoing during the day of delivery, called Intraday trading. We omit this trading
subsequently as it helps in processing information updates after D-1, notably on renewable forecasts, but does not
change the handling of grid constraints.
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to prevent congestion or to sustain n-1 security. As illustrated in Section 1, redispatch has become
a crucial process in the European zonal market design and is an essential part of the assessments
in Section 3.

In contrast to zonal pricing, the adjacent processes described above are not relevant for nodal
pricing. As the grid is accurately represented in the market clearing, no prior capacity allocation
has to occur, and redispatch is unnecessary since the market result is always physically feasible.

2.2 Assumptions

Throughout the entire paper, we assume effective competition, implying that generators bid at
their marginal costs and do not bid strategically. Furthermore, we assume inelastic demand. That
is to say that the market clearing process, which has the goal of welfare maximization, can also
be expressed as a cost minimization.

In terms of power plant dispatch, we assume that all power plants are available for dispatch and
redispatch. Moreover, we neither consider minimum generation, intertemporal constraints (e.g.,
reservoir filling levels, minimum downtimes / operation times, etc.) nor must-run restrictions (e.g.,
minimum operation from combined heat and power plants or the like). For hydro power plants
having the flexibility of reservoirs, we consider shadow prices in daily resolution, which makes
their dispatch rationale comparable to the one of thermal power plants. Neglecting intertemporal
constraints entails some inaccuracies. However, it allows us to establish ceteris paribus com-
parisons of the Flow-Based Market Coupling (FBMC) zonal market design to contrast the zonal
solution with the first-best solution (i.e., the solution under a nodal market design). A further
assumption is that non-dispatchable renewables-based generation (from solar and wind) and gen-
eration of units connected to lower voltage levels are directly considered in the vertical load 𝑑𝑖.
Hence, this generation is completely fed into the grid as long as technically possible.4

Concerning the calculation of the flow-based parameters, we assume that the modeled state of
the grid is already optimized and that there are no more non-costly remedial actions available.
Additionally, we assume that there are no long-term allocated capacities. The corresponding
intermediate steps in the official guidelines (ACER (2019b)) are therefore skipped. We further
assume that there are no coordinated validation adjustments.

In terms of power flow modeling, we use the DC-lossless assumption. Additionally, we do not
consider topology changes of the grid. Thus, the power flows can be modeled as a set of linear
equations using power transfer distribution factors (PTDF / 𝑎𝑓,𝑖).5 Grid security considerations are
approximated by reducing the thermal capacity of transmission lines to 85% of their nominal val-
ues. In terms of commercial exchanges (cross-zonal transactions), we do not consider long-term

4Curtailment is only allowed at relatively high penalties. Here, we set costs to 100 EUR /MWh to account for com-
pensation of lost subsidies.

5For an explanation of these PTDFs, see Section 2.3.
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nominations. Thus, the entire exchange results from themarket clearing (and potential adjustments
through redispatch). We simplify the stages of the market clearing by considering the day-ahead
and intraday trading stages as one common step. That is to say, only the effect of foresight devi-
ations for formulating grid constraints is considered. In terms of dispatch optimization (given the
predetermined grid constraints), foresight is always assumed to be perfect.

2.3 Deriving the electricity market clearing problems

We subsequently first discuss the objective function for both zonal and nodal market clearing
followed by the discussion of corresponding constraints. Thereafter, the modeling of the base
case and the redispatch approach are explained.

2.3.1 Common terms in the nodal and zonal market clearing problems

The objective function in both cases is given by Equation (1). It consists of the minimization of the
system costs (i.e., the sum of the marginal generation costs 𝑐𝑖 multiplied by the relevant electricity
output 𝑔𝑖 at node 𝑖 for all nodes 𝑖 ∈ 𝐼). The marginal costs 𝑐𝑖 are a constant term for generation 𝑔𝑖
at each node.6 Δ𝑡 denotes the duration of the considered time step.7

Equation (2) simply expresses the convention that the surplus of electricity output (i.e., generation
𝑔𝑖 minus vertical load 𝑑𝑖 at node 𝑖) constitutes the nodal net export 𝑞𝑖. Equation (3) assures that the
overall generation meets demand. Equation (4) expresses the upper and lower generation limits
at all nodes. Thus, the limiting value 𝑔max𝑖 is the aggregate generation capacity of the generation
unit at node 𝑖.

min
𝑔𝑖

∑
𝑖∈𝐼

𝑐𝑖𝑔𝑖Δ𝑡 (1)

s.t. 𝑞𝑖 = 𝑔𝑖 − 𝑑𝑖 ∀𝑖 ∈ 𝐼 (2)

∑
𝑖∈𝐼

𝑞𝑖 = 0 (3)

0 ≤ 𝑔𝑖 ≤ 𝑔max𝑖 ∀𝑖 ∈ 𝐼 (4)

As stated above, Equation (1) to (4) apply no matter whether market clearing is implemented on a
nodal or zonal basis.

6We assume at most one generator per node. Per topology change, a network with multiple generators per node may
be converted to an equivalent one that fits this restriction.

7Throughout this paper, we consider hourly time steps.
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2.3.2 Constraints in the electricity market clearing problems

The most important processes in Flow-Based Market Coupling take place at the D-1 and D-2
stages. The parameters needed to perform Flow-Based Market Coupling (also called flow-based

parameters) are determined at the D-2 stage while the market clearing itself happens at the D-1
stage. In this section, we will show how the flow-based parameters are approximated from the
physically accurate nodal constraints. The nodal power flow constraints can be written as:

−𝐶𝑓 ≤ ∑
𝑖∈𝐼

𝑎𝑓,𝑖𝑞𝑖 ≤ 𝐶𝑓 ∀𝑓 ∈ ℱ (5)

Herein, 𝐶𝑓 denotes the transmission capacity of line 𝑓 being element of the set of all transmission
lines ℱ. The inner term describes the actual power flow on line 𝑓, with the power transfer distri-
bution factor (PTDF) 𝑎𝑓,𝑖 and the nodal net positions 𝑞𝑖. The power flow constraint in Flow-Based
Market Coupling takes a similar form:

𝑅nsfd𝑓 ≤ ∑
𝑧∈𝑍

̃𝑎𝑓,𝑧 ̃𝑞𝑧 ≤ 𝑅sfd𝑓 ∀𝑓 ∈ ℱCNE (6)

As explained in Section 2.1, themarket clearing under Flow-BasedMarket Coupling only considers
zonal net exports ̃𝑞𝑧. The sensitivity of power flows to these zonal net exports is approximated
by zonal power transfer distribution factors ̃𝑎𝑓,𝑧. Basically, these zonal power transfer distribution
factors are weighted averages of the nodal factors 𝑎𝑓,𝑖:

̃𝑎𝑓,𝑧 = ∑
𝑖∈𝐼𝑧

𝜆(p)𝑧,𝑖 𝑎𝑓,𝑖 (7)

To arrive at ̃𝑎𝑓,𝑧, each 𝑎𝑓,𝑖 of a node 𝑖 in zone 𝑧 is weighted with a so-called generation shift key

𝜆(p)𝑧,𝑖 (GSK). For deriving such generation shift keys, various methods exist (cf. Amprion et al. 2014;
Van den Bergh and Delarue 2016; Dierstein 2017; Entso-E 2017), three of which we assess in this
paper:

• by capacity: The 𝑎𝑓,𝑖s are weighted with the share of dispatchable power plant capacities of
each node in each zone.

• by N: The 𝑎𝑓,𝑖s are weighted in inverse proportion to the number of nodes in one zone.

• by NEX: The 𝑎𝑓,𝑖s are weighted with the nodal shares of zonal net exports expected in the
base case.
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Table 1: Modeled GSK determination procedures. In the equations, it is implied that 𝑖 ∈ 𝐼𝑧.
weighting method formal description abbreviation

by installed capacity 𝜆(p)𝑧,𝑖 = 𝑔max𝑖

∑𝑖∈𝐼𝑧
𝑔max𝑖

by capacity

by number of nodes 𝜆(p)𝑧,𝑖 = 1
𝑁𝑧

by N

by net exports 𝜆(p)𝑧,𝑖 = 𝑞(e)𝑖

∑𝑖∈𝐼𝑧
𝑞(e)𝑖

by NEX

Table 1 provides a formal description of the modeled GSK methods. Here, 𝐼𝑧 denotes the set
of nodes 𝑖 inside of zone 𝑧, superscript (p) indicates that the GSKs are prior to market clearing.
Furthermore, 𝑔max𝑖 denotes the installed electric capacity on node 𝑖 and 𝑞(e)𝑖 is the expected net
export of node 𝑖. 𝑁𝑧 is the number of nodes within zone 𝑧.

The lower and upper limits imposed on the line flows in Equation (6) are the so-called remaining

available margins (RAM) in standard flow direction 𝑅sfd𝑓 and non-standard flow direction 𝑅nsfd𝑓 .
These are composed of several elements, summarized here for 𝑅sfd𝑓 as follows:

𝑅sfd𝑓 = Line capacity
− power flow according to the base case expectation
+ power flow calculated zonally using the base case zonal net exports
− validation adjustments
− flow reliability margin

Consequently, RAMs can be calculated as follows (cf. ACER 2019b):

𝑅sfd𝑓 = 𝐶𝑓 − Δ𝐹ref,(e)𝑓 − 𝐹adj𝑓 −𝑀𝑓 (8)

𝑅nsfd𝑓 = −𝐶𝑓 − Δ𝐹ref,(e)𝑓 + 𝐹adj𝑓 +𝑀𝑓 (9)

Besides the capacity 𝐶𝑓 of the lines (which is already part of the nodal market clearing), RAMs
also reflect the difference in reference flows on the corresponding line (Δ𝐹ref,(e)𝑓 ), an individual

validation adjustment (IVA / 𝐹adj𝑓 ) and a so-called flow reliability margin (FRM / 𝑀𝑓). Given the

assumptions detailed in Section 2.2, the difference in reference flows Δ𝐹ref,(e)𝑓 is the power flow at
expected market outcome reduced by the flow that the zonal power flow approximation implies
for the same expected market outcomes (cf. ACER 2019b).

Δ𝐹ref,(e)𝑓 = ∑
𝑖∈𝐼

𝑎𝑓,𝑖𝑞(e)𝑖 − ∑
𝑧∈𝑍

( ̃𝑎𝑓,𝑧 ∑
𝑖∈𝐼𝑧

𝑞(e)𝑖 ) (10)
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Here, the superscript (e) indicates that 𝑞(e)𝑖 is an expected quantity, i.e., it is determined in ac-
cordance with the expectations at the D-2 stage (cf. Section 2.1).8 The IVA is a term that can
be used to reduce remaining available margins if operational security limits may be exceeded.9

FRMs take into account the inherent uncertainties of the zonal FBMC process (external exchanges,
approximations of the FBMC procedures and differences between forecast and realized programs,
(cf. ACER 2019b)).

Recently, regulators have modified the procedures to be more restrictive in the way the flow-based
parameters are calculated (cf. ACER 2019a). In principle, experts and regulators can influence the
power flow constraints in two basic ways:

1. Using individual validation adjustments and flow reliability margins: Increasing these values
tends to reduce redispatch.

2. Equation (6) applies to a subset of transmission lines ℱCNE ⊆ ℱ, which are called critical
network elements. For the longest time, the so-called 5%-rule has constituted the procedure
of choice to determine this subset. That is, if the absolute value of the subtraction of any two
zonal PTDFs of a line exceeds 5%, the line is considered to be critical. However, especially
whether to include intra-zonal lines in this set or not is a frequently discussed question.
Regulators tend towards exclusion, making inclusion in the future subject to special approval
(ACER 2019b).

The RAMs are calculated according to Equation (8) and (9). However, to avoid convergence issues
we limit the RAM to zero, such that 𝑅nsfd𝑓 ≤ 0 ≤ 𝑅sfd𝑓 .

2.3.3 Modeling the base case

In Section 2.1, we have outlined the stage-wise FBMC process. The FBMC parameters (RAMs
and PTDFs) are determined at the D-2 stage with a common grid model, which we refer to as the
base case. The base case comprises the best estimate of the situation on the day of delivery, which
includes forecasts for variable renewable energy sources (vRES) infeed, electricity exchanges, load,
and generation. Usually, this is done based on historical data, e.g. reference situations or reference
days. All FBMC parameters that are introduced in the following subsections result from this base
case estimation. Because in the real-world process, the base case definition is based on best
estimates of TSOs, a reproduction of the exact procedures is hardly possible. Thus, we apply
a methodology that first derives an estimated state of the electricity system and, on the basis of
that state, calculates the FBMC parameters (cf. Figure 3). The system state estimation consists of
three steps. It starts with executing an optimal power flow (OPF) calculation. Based on the OPF
solution, RAMs and GSKs are calculated and a zonal clearing is simulated. The results of this zonal

8Wedistinguish quantities that are expected ((e)) and those which are predetermined according to heuristic procedures
((p)).

9Until recently, the IVAs were called final adjustment values (FAV).
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estimating the state of the power system

capacity allocation
(D-2)

day-ahead market
(D-1)

before delivery
(D)

nodal OPF
(base case)

RAMs
GSKs

zonal EMCP
(base case)

RAMs
GSKs

zonal
EMCP

scheduled
generation redispatch

Figure 3: Flow chart for complete simulation run

clearing are used as the base case. As the RAMs and, in some cases, the GSKs of the second step
are different from those of the final zonal clearing, the base case will diverge from the final market
clearing result to some extent. However, a similar divergence will be observed for the real-world
estimation procedure. The procedure is visualized in Figure 3.

While we domodel imperfect foresight in the base case in some of the scenarios, we always assume
perfect foresight from the point of day-ahead market clearing.10 This means that the day-ahead
market results contain no uncertainties apart from those potentially introduced by the capacity
allocation process (i.e., contained in the RAMs). Consequently, the use of intraday markets to
balance forecast errors is not relevant here and subsequently disregarded. It also follows that
the results from the nodal optimization are directly comparable with the results from the zonal
optimization including redispatch.

2.3.4 Redispatch

The aggregation in the zonal market design11 leads to inaccuracies concerning the physical state
of the grid. Because of these inaccuracies, feasible solutions of the zonal market clearing will – in
many cases – not be in line with the physical realities of the electricity grid. In these cases, redis-
patching of generators will be required. Redispatching entails increasing the electricity generation
of a power plant on one side of a congested element and decreasing the electricity generation of
a different power plant on the other side, thereby changing the power flow across the congested
network element. The costs of the additional generation by the power plant increasing its load will
partly be offset by the cost savings of the other power plant decreasing its generation. However,
the power plant with the increase in generation will usually be more expensive than the power
plant with decreasing generation. Otherwise, it would have generated from the beginning.

10This holds for both the zonal as well as for the nodal market clearing, which we will use as a benchmark.
11With this statement, we refer to the zonal power flow approximation and associated processes.
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The starting point for formulating the objective function of the redispatch problem and its con-
straints is the nodal problem as described in Equation (1) - (5). However, instead of optimizing
the system from zero, the approach is to fix the generation as calculated in the zonal optimization
and introducing the new variables Δ𝑔+𝑖 and Δ𝑔−𝑖 to denote the change of generation in the redis-
patch process in both positive and negative direction.12 The division into separate variables for
positive and negative changes is done to enable differing costs for positive and negative changes
while preserving the linear nature of the objective function. Fixing the generation of the zonal
optimization is accomplished by subtracting the scheduled generation 𝑔∗z𝑖 from the demand on
each node 𝑑𝑖.13 The factors 𝛽+ and 𝛽− describe relative differences in the costs used during the
redispatch compared to the true costs. This reflects inefficiencies in the non-market-based redis-
patch process compared to truthful bidding in competitive markets. 𝛾 is added to every cost term
for positive changes in generation and subtracted from every cost term for negative changes in
generation. This puts a penalty on any redispatch quantity which is reflective of the main focus
on minimizing redispatch quantities instead of costs in the process. When considering the actual
values for system costs, 𝛾 is excluded to reflect only actual costs. The factors 𝛽+ and 𝛽− represent
actual inefficiencies of this non-market-based approach and are therefore not excluded from cost
considerations.14

The redispatch problem thus becomes:

min
Δ𝑔+𝑖 ,Δ𝑔−𝑖

∑
𝑖∈𝐼

((𝛽+𝑐𝑖 + 𝛾)Δ𝑔+𝑖 − (𝛽−𝑐𝑖 − 𝛾)Δ𝑔−𝑖 ) Δ𝑡 (11)

s.t. 𝑞𝑖 = (Δ𝑔+𝑖 − Δ𝑔−𝑖 ) − (𝑑𝑖 − 𝑔*z𝑖 ) ∀𝑖 ∈ 𝐼 (12)

∑
𝑖∈𝐼

𝑞𝑖 = 0 (13)

𝑔min𝑖 − 𝑔*z𝑖 ≤ (Δ𝑔+𝑖 − Δ𝑔−𝑖 ) ≤ 𝑔max𝑖 − 𝑔*z𝑖 ∀𝑖 ∈ 𝐼 (14)

The power flow constraints in Equation (5) stay unchanged.

It should be noted that without including penalty factors the result of the zonal optimization fol-
lowed by redispatch always leads exactly to the nodal solution in costs.15 This is because the
nodal solution is the most cost-efficient way to satisfy all constraints.

12As in the original problem, we assume at most one generator per node (cf. Section 2.3.1).
13The scheduled generation is the result of the zonal market clearing (indicated by ∗𝑧).
14For the numerical assessment, we set the proportional factors to 𝛽+ = 1.3 and 𝛽− = 0.8. This means that increasing
production of a power plant costs more than decreasing production of the same power plant returns. The blanket
penalty term 𝛾 is set to 300 EUR /MW. Results for a sensitivity analysis with the blanket penalty term, but with
proportional factors of 𝛽+ = 𝛽− = 1, i.e. without a cost penalty, are shown in Appendix A.3 and are referred to in
the main text where relevant.

15In terms of quantities, it is possible that different dispatches achieve the same minimal costs.
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2.4 Assessing the features and proposed adjustments of Flow-Based

Market Coupling

In this section, we describe the methodology by which we assess the performance of Flow-Based
Market Coupling and the influence of the flow-based parameters. Note that we use the same price
zone configuration throughout the entire paper, which corresponds to the current configuration
in the extended CWE region.16

2.4.1 Assessment runs

The numerical analyses contain multiple assessments. First, we consider idealized price zones
without internal congestion. Second, we consider imperfect price zones, using a realistic grid
model with internal congestions. We assess the overall performance of both approaches by com-
paring the performance of Flow-Based Market Coupling with the reference GSK-method to nodal
pricing and the unlimited trade scenario (see Section 3.1.1). In addition to the overall assessment,
we present the effects of using different methods for calculating GSKs and the effects of uncertain-
ties introduced by the process of calculating the flow-based parameters (see Section 2.4.3).

Finally, we assess the impacts of two different ways to deal with internal congestions: TSOs have
been accused of reducing RAMs as a way of limiting internal congestions in the past (cf. ACER
2017). On the other hand, new regulation will be implemented to address this behavior. Both
types of adjustments to the capacity allocation process are detailed in Section 2.4.4.

2.4.2 Idealized and imperfect price zones

In the first sequence of numerical assessments (cf. Section 3.1.1 to 3.1.2), we choose to analyze
FBMC in a setting without intra-zonal bottlenecks. Each price zone then corresponds to a “cop-
perplate”. This is done by setting the thermal capacities of intra-zonal lines to a sufficiently large
value. Then, only constraints of cross-border lines can become binding. Evidently, this is far from
reality. However, it provides insights into the performance of FBMC in an ideal setting. In contrast
to this ideal setting, we also analyze a realistic setting in which all transmission lines are modeled
with their thermal capacities expected for the year 2020. In terms of defining the set of critical
network elements, we apply the 5% rule described in Section 2.3. This allows us to evaluate
the effect of intra-zonal bottlenecks both on the overall performance of FBMC and on the lever-
age of the different FBMC varieties. Therefore, we calculate all of the sensitivities introduced in
Section 2.4.3 with both the idealized and the realistic grid setting.

16This comprises all countries where Flow-Based Market Coupling is currently in effect – namely Germany, Austria,
the Netherlands, Belgium, France – and additionally Switzerland. Even though, in practice, Switzerland does not
participate in FBMC, in our model, we assume FBMC to be applicable in all modeled countries.
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2.4.3 Procedural sensitivities

Generation shift keys: In Section 2.3, we have highlighted that various options for GSK calcu-
lation exist. We assess the effects of using different GSK methods by executing the mathematical
operations from Table 1 and undertaking the model sequence in Figure 3.

Process-induced uncertainties: The base case, as introduced in Section 2.3.3, is usually based
on historical data enhanced by the expertise of TSOs. This naturally entails forecast errors. The
FBMC parameters that are probably influenced most by forecast errors are the RAMs. Their calcu-
lation requires forecasts for the calculation of the term Δ𝐹ref,(e)𝑓 , which involves the expected nodal

net exports 𝑞(e)𝑖 . Main drivers of uncertainties in 𝑞(e)𝑖 are the infeed from vRES, load variations and
unexpected power plant outages. Thus, if realized net exports deviate from their expected values,
this entails inadequacies in power flow constraints. In addition, forecasting procedures of these
values, making use of historical data, may also be a source of uncertainty.

Other values that are subject to inaccuracies are the zonal line load sensitivities (i.e., ̃𝑎𝑓,𝑧). GSKs
can be expected to be one major source of inadequacy. As the considered GSK determination
methods are rather heuristic-based than forecast-based procedures, we assess forecast errors and
GSK procedures separately.

To show the effects of process-induced uncertainties, we introduce forecast errors in the base case
calculation.17 In particular, we use imperfect onshore and offshore wind forecasts for calculating
the estimate of the state of the power system (cf. Figure 3). We approximate the error in wind
forecasting by using actual forecast errors published on the Entso-E transparency platform (Entso-E
2018). We calculate the errors relative to the installed capacity per country and apply the relative
errors to each node according to the node’s installed wind capacity. The absolute error is limited
by the installed capacity at each node, so that forecast wind generation at each node cannot
exceed the installed capacity nor drop below zero.

The forecast errors affect the calculation of the flow-based parameters twofold:

1. The calculation of GSKs using the by NEX method is affected, because this method relies on
the nodal net positions and these net positions depend on the vertical load at each node.
The nodal vertical load is affected at each node where wind forecast errors are present. The
other GSK methods are not affected, as they are static and therefore do not change with
different base cases.

2. RAMs can be affected as well, as the calculation of Δ𝐹ref,(e)𝑓 depends on the nodal net posi-
tions (cf. Equation (10)). However, in the case of the by NEX GSK method, RAMs will not
be affected, as Δ𝐹ref,(e)𝑓 is always zero when using the by NEX method.

17The forecast errors are added to the nodal as well as the first zonal market clearing, which acts as the base case for
the subsequent zonal clearing.
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This means that depending on the GSK method either RAMs or GSKs will be affected by the
uncertainty but never both.

2.4.4 Adjustments to the capacity allocation process

As described in Section 2.3, regulators have recently taken a stricter stance on modifications to
the remaining available margins. However, this was not always the case (cf. ACER 2017; Amprion
2017; CREG 2017). Section 2.3 has highlighted that capacity adjustments of both intra-zonal and
inter-zonal lines can be used to either foster trade between market participants (increase RAMs) or
decrease redispatch (decrease RAMs). Thus, we assess the four following sensitivities to evaluate
the effects of capacity adjustments:

1. To simulate the effect of reducing the RAMs on critical network elements to decrease redispatch,
we reduce the RAMs of the 10 most overloaded transmission lines by 25% of the thermal line
capacities. We label that case ”individual contingency margins (overall)”, since it includes a
discretionary choice of RAM modifications.

2. As a slight variation of the previous sensitivity, we reduce the RAMs of the 10 most overloaded
cross-border lines by 25% of the thermal line capacities. This case is labeled ”individual contin-
gency margins (cross-border)”.

3. In line with the new regulation in ACER (2019a), we exclude all intra-zonal lines from the set
of critical network elements ℱCNE (cf. Equation 6). Yet, line capacities remain unchanged from
their realistic values, and these lines are therefore relevant in the nodal market clearing and in the
redispatch stage of the FBMC process.

4. To model the new electricity regulation of the European Union to guarantee a minimum size of
of RAMs (cf. ACER 2019a; EU 2019), we assess a sensitivity that ensures at least 70% free capacity
on all critical network elements.

5. Finally, we assess the combination of sensitivities 3 and 4.

Because intra-zonal congestions are the main reason for these adjustments, we restrict this analysis
to the realistic grid scenario. The results of these investigations are presented in Section 3.3.

2.4.5 Statistical Analysis

When observing differences (e.g., in annual market clearing costs, redispatch costs, and amounts)
between different cases, the question arises whether these are significant or not. This is especially
the case where the total overall cost difference is small and the direction of the difference for
individual time steps varies. Whether the observed differences are significant can be tested using
statistical methods – if we interpret the 8760 hourly simulation results as outcomes of a stochastic
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multivariate process. In fact, input time series of the optimization problem like demand and vRES
infeed can be viewed as auto-correlated time series with time-varying mean and variance. And
the optimization results are transforms (”derivatives” in finance language) of these data and hence
stochastic processes themselves. The same holds for the differences between results obtained
under different settings. Hence, we can test for statistical significance using Newey-West adjusted
standard errors to account for the autocorrelation and heteroscedasticity present in time series
data.18 An overview of the corresponding results can be found in Figure 8 and Figure 9.

3 Numerical assessments for Central Western Europe

The subsequent sections present the numerical assessments. As discussed in the previous section,
we consider two different grid scenarios. We start with an idealized setting in Section 3.1 where
we assume national “copperplates” (i.e., price zones without internal transmission bottlenecks).
Thereafter, we consider a realistic grid scenario where intra-zonal congestion is relevant (cf. Sec-
tion 3.2). For each of the scenarios, we evaluate the overall performance of flow-based market
coupling compared to nodal pricing. Additionally, results for different methods of determining
generation shift keys and the effects of uncertainty in the base case are presented as sensitivities.
Finally, we consider adjustments to the capacity allocation, either due to regulatory measures or
efforts to reduce redispatch undertaken by transmission system operators (cf. Section 3.3).

As stated in the introduction, comprehensive consideration of both market and redispatch costs is
indispensable. A more constrained FBMC parametrization might cause market clearing costs to
increase while costs for redispatch might decrease. Only the sum of both costs gives an indication
regarding the overall performance of different FBMC configurations. Thus, we always present both
the overall system costs and the subdivision in market clearing and redispatch costs. Aside from
costs we also analyze redispatch quantities. Details on these results are given in Appendix A.1.
Furthermore, results for a sensitivity analysis with a different parametrization of redispatch costs
are presented in Appendix A.3. Where relevant, these results will also be referred to in the main
text.

18The lag is set by rounding up 𝐿 = 𝑇
1
4 to the nearest integer, with 𝑇 being the sample size (8760 for a full year with

no non-converging hours) (see Greene (2012, p. 960)).

15

58 Chapter 3 FBMC – What Drives Welfare?



3.1 Idealized price zones

3.1.1 Overall performance of Flow-Based Market Coupling

To classify the performance of Flow-Based Market Coupling, we contrast it to two extremes.19

On one hand, we compare system costs to those of a nodal pricing set-up as the theoretical op-
timum. On the other hand, we compare results to the “unlimited trade” scenario. This market
clearing configuration may be seen as an extreme version of the “unbundled” market architecture
discussed by Wilson (2002). It assumes no constraints for trade on the day-ahead market – which
means that congestions are not managed at all in the market clearing – and completely relies on
redispatch for the relief of congestions. This scenario serves as the lower benchmark in terms of
welfare. In combination with the nodal solution, this provides a range in which the performance
of FBMC can be assessed on a relative scale. 0% efficiency corresponds to the solution of the
unlimited trade scenario, 100% efficiency is per definition equivalent to the nodal solution. As
mentioned above, for all assessments in this section, we presume the idealized grid setting without
intra-zonal bottlenecks.

Figure 4 provides a depiction of the system costs for nodal pricing, Flow-Based Market Coupling
and unlimited trade. These system costs are composed of market clearing costs, being the opera-
tional costs at the D-1 stage, and redispatch costs. For the unlimited trade and Flow-Based Market
Coupling scenarios, redispatch leads to additional costs due to inefficiencies of the non-market
based approach (cf. Section 2.3.4). By contrast, nodal pricing does not incur additional redispatch
costs, as the grid is accurately represented in the market clearing.

On the one side, “extremely unbundled” market clearing costs are lowest for the unlimited trade
scenario because market coupling is unconstrained. Yet, there is a trade-off with redispatch costs,
which amount to over 1 billion Euros. On the other side, “integrated” nodal clearing costs exceed
the clearing costs in the unlimited case by about 200million Euros, but the clearing is efficient. It
does not necessitate redispatch, and overall system costs are lowest.

The total cost difference between unlimited trade and nodal pricing amounts to 825million Euros.
Clearing costs for Flow-Based Market Coupling are higher than costs for nodal pricing, while
redispatch costs are quite low (38million Euros) compared to unlimited trade. Generally, zonal
clearing costs are expected to be lower than clearing costs in nodal pricing, because the grid
does not constrain the clearing algorithm as much. However, it is not guaranteed that all feasible
solutions within nodal pricing are also part of the flow-based domain: the approximations based
on the expected market result may constrain the algorithm where nodal pricing could lead to a
more fine-grained solution. Consequently, in this scenario, where the level of congestion is very

19As the reference case for Flow-Based Market Coupling, we choose a setting which uses the by capacity GSK method,
is based on perfect foresight and uses the 5% rule as the selection criterion for identifying critical network elements
(where applicable).
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Figure 4: Overall comparison of system costs for the idealized setting. Costs in million EUR.

Figure 5: Sum of redispatch per node. Left: Flow-Based Market Coupling with by capacity generation
shift keys. Right: Unlimited trade. Critical network elements in black.

low, these approximations actually lead to overall higher market clearing costs for Flow-based
Market Coupling compared to nodal pricing.

The difference in redispatch costs is related to redispatched quantities. A comparison of these
quantities at nodal level is given in Figure 5. Therein, up- and downward pointing triangles indi-
cate positive and negative redispatch of power plants, respectively, while their sizes correspond
to the sum of yearly quantities.

The necessity for redispatch is much higher in the unlimited trade scenario, which results in the
aforementioned significantly higher redispatch costs. The total cost difference between nodal pric-
ing and Flow-Based Market Coupling is 105million Euros, which means that Flow-Based Market
Coupling saves 720million Euros compared to unlimited trade.
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Table 2: Results with idealized price zones. Costs in million EUR.

no. description total cost cost difference clearing + RD

clearing RD total vs. nodal vs. ref vs. perfect foresight

1 nodal 11 989 0 11 989 0 - -
2 unlimited trade 11 781 1032 12 813 825 719.6 -

perfect foresight:

3 by capacity (= ref) 12 055 38 12 094 105 0.0 -
4 by NEX 12 018 196 12 214 225 120.4 -
5 by N 12065 45 12 110 121 16.3 -

process-induced uncertainty:

6 by capacity 12 057 42 12 098 110 4.7 4.7
7 by NEX 12 024 193 12 217 229 123.7 3.4
8 by N 12065 49 12 115 126 20.9 4.6

Treating the 825million Euros that nodal pricing saves compared to the unlimited trade scenario
as the benchmark, the savings of 720million Euros represent 87% of what is theoretically achiev-
able.

3.1.2 Procedural sensitivities

In Section 2, we have introduced the main characteristics of Flow-Based Market Coupling and the
flow-based parameters. One of these parameters are the generation shift keys. Additionally, the
stage-wise process of Flow-BasedMarket Coupling poses the question of whether uncertainties that
are introduced in the capacity allocation process are relevant to its performance. Table 2 shows
the results for three different generation shift key methods with perfect and imperfect foresight, the
latter of which we refer to as process-induced uncertainty. The results from the overall evaluation
in Section 3.1.1 are provided as a reference. Besides the total costs for market clearings and
for redispatch, the table also shows the cost difference between the summed costs of the zonal
clearing with redispatch and the nodal clearing. To facilitate comparisons between the different
scenarios, one column always shows the total cost difference to the reference scenario (with by

capacity generation shift keys).

Regarding overall costs, there are significant differences between the generation shift key meth-
ods. The by N method gets within 16million Euros of the reference case. However, the by NEX
method produces lower clearing costs than both other methods, but redispatch costs are higher by
over 150million Euros, resulting in a 120million Euros difference in total costs compared to the
reference. By having a closer look at the implications of the by NEX method, we obtain the expla-
nation: The generation shift keys are calculated as the share of nodal exports from zonal exports.
This means that non-zero generation shift keys are assigned even to nodes without generation units
participating in the market clearing. Additionally, positive generation in zones with negative ex-
ports leads to negative generation shift keys being assigned to the nodes of these generation units.
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Figure 6: Overall comparison for imperfect bidding zones. Costs in million EUR.

Consequently, Flow-Based Market Coupling considers these generation units to contribute to line
loadings in the opposite direction compared to the physical reality. Both effects distort the line
loading approximations made by Flow-Based Market Coupling, ultimately entailing much higher
overall costs.

In contrast to the variation of generation shift keys, the consideration of process-induced uncer-
tainties through the introduction of forecast errors as described in Section 2.4.3 shows less sig-
nificant results (cf. Table 2, lower part). Costs increase by 3.4 to 4.7million Euros depending on
the considered generation shift key method. The smallest increase in costs is observed for the
by NEX method, however, its overall costs are still significantly higher than the costs of the other
sensitivities.

3.2 Imperfect price zones

So far, we have investigated all scenarios assuming national copperplates. Now, we depart from
this idealizing assumption. In order to assess the influence of imperfect price zones (i.e., zones
with internal transmission bottlenecks), we now consider the actual thermal capacities of intra-
zonal branches. The grid state is thus aligned with the reality in Central Western Europe for the
reference year 2020.

3.2.1 Overall performance of Flow-Based Market Coupling

We start by recalculating our initial assessment of Section 3.1.1, consisting of the nodal set-up,
the reference case using Flow-Based Market Coupling with by capacity generation shift keys and
the unlimited trade scenario with the new grid setting. Figure 6 and Figure 7 show the results.
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Figure 7: Sum of redispatch per node with realistic thermal capacities. Left: Flow-Based Market Coupling
with by capacity generation shift keys. Right: Unlimited trade. Critical network elements in
black.

As expected, system costs in both the nodal pricing as well as the unlimited trade scenar-
ios increase because of the additional congestion. However, while nodal costs increase by
436million Euros, costs of the unlimited trade scenario increase by 667million Euros – a dif-
ference of 231million Euros. Because the market clearing results in the unlimited trade scenario
remain unchanged, this increase is directly related to higher redispatch costs. For Flow-Based
Market Coupling, costs increase by 766million Euros.

The larger increase in total costs in the Flow-Based Market Coupling approach compared to both
the nodal as well as the unlimited trade scenario means that the relative cost-effectiveness of
Flow-Based Market Coupling decreases. Nodal pricing achieves savings of 1055million Euros
compared to unlimited trade, whereas Flow-Based Market Coupling achieves 620million Euros.
Consequently, while Flow-Based Market Coupling applied with price zones without internal con-
gestions achieved a relative cost-effectiveness of 87% in reference to the cost difference between
nodal and unlimited trade (cf. Section 3.1.1), this value drops to 59% for the investigated internally
congested grid.

3.2.2 Procedural sensitivities

The results shown above point to a large negative impact that imperfect price zones have on the
performance of Flow-Based Market Coupling in terms of welfare. Additional impacts of imperfect
price zones become apparent from regarding the further results. As Table 3 shows, cost differ-
ences between the different generation shift key methods decrease significantly. While the by

NEX method constituted by far the most expensive method in Section 3.1.2 with an increase
of 120million Euros in reference to the by capacity method, the cost increase is reduced to
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Table 3: Results with imperfect price zones (reference grid expansion). Costs in million EUR. RD = redis-
patch

no. description total cost cost difference clearing + RD

clearing RD total vs. nodal vs. ref vs. perfect foresight

11 nodal 12 425 0 12 425 0 - -
12 unlimited trade 11 781 1699 13 480 1055 620.4 -

perfect foresight:

13 by capacity (= ref) 12 303 556 12 859 435 0.0 -
14 by NEX 12 178 684 12 862 437 2.4 -
15 by N 12316 560 12 875 450 15.8 -

process-induced uncertainty:

16 by capacity 12 301 561 12 862 438 3.1 3.1
17 by NEX 12 181 683 12 865 440 5.2 2.8
18 by N 12312 565 12 876 452 17.0 1.2

2million Euros for the by NEX method, which is statistically nonsignificant (cf. Appendix Fig-
ure 9). The cost increase of the by N method compared to the reference stays almost the same in
absolute terms (16million Euros), but much higher total costs than without internal congestions
imply lower relative differences between the methods.

In contrast, the effect of process-induced uncertainty remains rather small. Costs increase by
between 1.2 million Euros for the by N method and 3.1million Euros for the by capacity method.
The cost increases resulting from changing from perfect to imperfect foresight (while using the
same generation shift key method) are found to be statistically significant for the by capacity and
by NEX method (cf. test procedure described in Appendix 2.4.5). The corresponding increase for
the by N method is not significant.

3.3 Adjustments to the capacity allocation process

3.3.1 Overview

In 2019, the European Union adopted the Clean energy for all Europeans package (EU 2019). It
contains a new electricity regulation, that, among others, sets out new rules about the selection
of critical network elements and the sizing of remaining available margins (i.e., affecting the set
ℱCNE and the values of 𝑅nsfd/sfd𝑓 in Equation 6). Together with the decision of the Agency for the
Cooperation of Electricity Regulators (ACER) about the capacity calculation methodology of the
CORE Region (which Central Western Europe is a part of), it specifies that remaining available
margins must gradually increase to comply with a minimum number of 70% of the thermal line
capacity (ACER 2019a; ACER 2019b). Additionally, the inclusion of internal critical network
elements into the capacity calculation will only be allowed in special cases. In this section, we
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Table 4: Results with adjustments to the allocation process and imperfect bidding zones (reference grid
expansion). Costs in million EUR. RAM = Remaining Available Margin. CNE = Critical Network
Element. RD = redispatch.

no. description total cost RD (TWh)

clearing RD vs. ref

13 by capacity (= ref) 12 303 556 0.0 9.50
adjustments to the capacity allocation process (all with generation shift key = by capacity):

19 individual contingency margins (overall) 12 318 550 8.2 9.29
20 individual contingency margins (cross-border) 12 442 520 103.1 8.77
21 no internal CNEs 12 057 839 36.2 15.50
22 minimum RAM 70% 12064 806 10.3 14.06
23 no internal CNEs + minimum RAM 70% 12038 888 67.0 16.97

look at the effects of these measures: Minimum remaining available margins, no internal critical

network elements and the combination of both.

Additionally, we consider the actions that may have contributed to this new legislation: In the
past, there have been allegations that grid operators had reduced remaining available margins
on cross-border lines to solve problems within their own bidding zones (cf. ACER 2017). This is
modeled by introducing individual contingency margins of 25% that are applied to the remaining
available margins on transmission lines – either to the top ten most often congested lines overall
or to the top ten most often congested cross-border transmission lines.

3.3.2 Results

Table 4 shows the results for the sensitivity regarding the adjustments to the capacity allocation
process. As in Section 3.2, we use the grid model with intra-zonal transmission bottlenecks.

In our calculations, the top 10 overloaded lines overall are all intra-zonal lines. It follows that there
is no overlap between the two sets of lines considered for reduction of remaining available margins
described by cases 19 and 20 in Table 4. Placing individual contingency margins and thus reduc-
ing remaining available margins on the top 10 overall overloaded lines (case 19) and the top 10
overloaded cross-border lines (case 20) increases costs in both cases but by substantially different
amounts. In case 19, costs rise by 8million Euros, while the measures of case 20 increase costs by
103million Euros. Somewhat reduced redispatch volumes (−0.73 TWh per direction compared
to the reference case) and therefore reduced redispatch costs are traded for much higher clearing
costs.

Omitting internal critical network elements (case 21), forcing remaining available margins to at
least 70% of the lines’ maximum thermal capacities (case 22) and the combination of both (case
23) lead to higher costs as well. However, in contrast to case 19 and case 20, the increase is
due to higher costs for redispatch, which cannot be offset by decreasing market clearing costs.
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In particular, omitting internal critical network elements (case 21) lowers the zonal clearing costs
but increases redispatch costs by a much larger amount, leading to an increase in total costs of
36million Euros. Even though internal constraints are not adequately represented in a zonal set-
ting, completely omitting them to facilitate cross-zonal trade leads to higher costs overall. For
case 22, the observed increase of 10million Euros compared to the reference case is not as big
and statistically not significant. For both cases, lower clearing costs are paid by an increase in
redispatch volumes per direction of 4.55 TWh and 6.00 TWh, respectively. The simultaneous ap-
plication of both measures (case 23), which corresponds to the actually implemented policy, leads
to a superadditive increase in costs of 67million Euros while the combined effect for redispatched
quantities is 7.47 TWh and hence subadditive.

Results from the redispatch-sensitivity analysis (see Appendix A.3), where marginal costs for re-
dispatch are assumed to be the same as in the zonal clearing stage, are different for the cases
without internal CNEs and with minRAM. The redispatch volume remains comparable because
the volume penalty still applies. However, due to the decreased marginal costs compared to pe-
nalized redispatch, the redispatch costs are much lower. This results in substantially decreased
costs of −42.4million Euros to −49.9million Euros compared to the reference case. The over-
all effects of minRAM and the omission of internal CNEs, including their direction, are therefore
heavily dependent on the parametrization of redispatch costs. Because the assumption of equal
costs between redispatch and zonal clearing is not realistic, these values may be interpreted as the
upper bound for the savings that can be achieved by artificially increasing the capacity available
for trade. Overall, no definitive conclusions may be drawn regarding the cost effects of minRAM
and the omission of internal CNEs.

4 Discussion and conclusion

The paper at hand presents an in-depth analysis of Flow-Based Market Coupling – one of the cor-
nerstones of the European target model for electricity market design. Subsequently, we summarize
the key findings of our analyses and link them to current (political) discussions and publications.

Our analyses have revealed that, given a suitable (or idealized) setting for Flow-Based Market
Coupling, the overall performance of this approach comes close to that of the theoretical first-best
solution (i.e., the nodal pricing solution). Using the unlimited trade setting as a second reference,
Flow-BasedMarket Coupling realizes around 87% of the welfare gains that are possibly achievable
through integrated nodal market clearing. In absolute terms, inefficiencies in terms of welfare of
around 100million Euros (0.9% of nodal generation costs) remain. In a broader sense, this might
be considered as the cost of maintaining zonally organized electricity markets with their associated
benefits (such as reduced vulnerability to market power, non-existence of redistributive effects due
to heterogenous prices within countries, highly liquid markets, and, in the case of stable zones,
no transitional costs).
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This picture changes substantially once conditions are not ideal. In a realistic setting, where intra-
zonal bottlenecks are commonplace, Flow-Based Market Coupling only attains about 59% of the
theoretically possible welfare gains. This implies welfare losses of around 440million Euros (3.5%
of nodal generation costs) compared to nodal pricing. Such a degree of inefficiency may outweigh
the benefits of zonal pricing.

Contrasting both situations we conclude: Flow-BasedMarket Coupling generally has the capability
to perform reasonably well. Its problems arise from intra-zonal bottlenecks. As shown by Felten
et al. (2019), zonal pricing is ineffective in managing intra-zonal congestion, because the main
cause of this congestion – intra-zonal trade – is not controlled by the market clearing process.
Solution approaches to this problem include the acceleration of the grid expansion process or the
enhancement of price zone configurations. Either one would help to improve the efficiency of
Flow-Based Market Coupling.

The results of the sensitivity calculation, where we consider different generation shift key methods,
show an overall cost difference between the by capacity and the by NEX methods of more than
120million Euros in the idealized setting. Moreover, the welfare changes due to the use of dif-
ferent methods are all statistically significant. However, when considering imperfect price zones
with intra-zonal bottlenecks, the impacts of different methods for calculating generation shift keys
become very small. Even the quite naive by NEX method achieves results close to the reference
method. In several cases, the cost differences are not even statistically significant. While this result
may surprise at first sight, it is in line with results presented in Dierstein (2017) and Finck et al.
(2018). Again, the explanation lies in the existence of intra-zonal bottlenecks. The ineffectiveness
in managing intra-zonal congestion is more dominant than the change in generation shift keys.20

The main takeaway from these analyses is that the improvement of generation shift key procedures
is likely to become relevant in the future or for individual price zones with few intra-zonal bot-
tlenecks. Once grid expansion proceeds or price zones are reconfigured, the choice of method
will have relevant leverage on overall welfare. For the current situation, however, these changes
hardly make a difference.

Besides different methods for determining generation shift keys, we have also analyzed the role of
forecast errors. We show that these errors do not have a major effect on welfare. FBMC therefore
seems to be quite robust against forecast errors.

Finally, we have analyzed the impact of regulatory measures and adjustments by transmission
system operators to the capacity allocation process. Under the national copperplate setting, redis-
patch amounts and costs are fairly low. Redispatch quantities in the copperplate setting are below
1TWh; redispatch costs are below 50million Euros. Such a situation would probably not trigger

20Similar to our realistic setting, Dierstein (2017) and Finck et al. (2018) investigate price zones with a relevant number
of intra-zonal bottlenecks. And Dierstein (2017) shows that the difference of the by capacity and by N method is
comparably small. The six different generation shift keys of Finck et al. (2018) do not show major effects on overall
generation shifts either. Mainly with regard to generation shifts in Czech Republic (where intra-zonal bottlenecks
may not be as dominant), Finck et al. (2018) observe bigger generation shifts.
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regulatory measures or compel transmission system operators to introduce individual contingency
margins. However, redispatch quantities rise to around 10 TWh in a realistic setting. Curing this
by reducing the remaining available margins then turns out to have an appreciable effect: Re-
dispatch amounts are reduced by 8% when contingency margins are applied just to the top 10
most overloaded cross-border lines. But this redispatch reduction comes at the expense of overall
welfare, with more than 100million Euros additional system costs.

In contrast, regulatory measures that increase remaining available margins or exclude intra-zonal
line constraints from the market clearing problem have a major impact – especially on redispatch
amounts. The heavy increases by 50% or more would certainly pose an operational challenge to
Europe’s transmission system operators and increase non-market-based payments for redispatch
by about 300million Euros. Trade is fostered by increasing or neglecting remaining available
margins with a decrease in market clearing costs in line with results from similar scenarios reported
in Wyrwoll et al. (2018) and Matthes et al. (2019). The effect on overall system costs remains
unclear, as the direction of the effect varies between different parametrizations of redispatch costs.
Because the operational challenges presented by the large increase in redispatch volume remain
consistent between parametrizations and the effect on welfare is not clearly positive, the adoption
of minRAM and the removal of internal CNEs cannot be recommended.

In conclusion, our investigations have systematically analyzed the performance and levers of Flow-
Based Market Coupling. Most importantly, (i) the relevance of intra-zonal bottlenecks on the
performance of Flow-BasedMarket Coupling calls for reconfiguration of price zones or accelerated
grid expansion, (ii) the regulatory changes introduced in EU (2019) and ACER (2019a) carry the
risk – or rather high probability – of severe increases in redispatch amounts and costs, and (iii)
other debated features of flow-based market coupling (e.g., generation shift keys, forecast errors)
may not be as important as commonly believed – at least as long as intra-zonal transmission line
capacities are scarce.

Putting the results into the broader debate on unbundled vs. integrated power market architec-
tures, our results clearly point to the limits of unbundled architectures. In the middle of a shifting
generation landscape, the current unbundled European approach will only remain manageable
and viable, if the discrepancy to the outcomes of the integrated approach does not increase fur-
ther. This calls for either rapid extensions of the intra-zonal network, especially in Germany, or
an adjustment of the zonal boundaries.
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Appendix

A Further detailed results

A.1 Redispatch indicators

Table 5: Redispatch indicators for all cases.

no description annual redispatch peak hour

∅ total total

viol. constr. measures all cross-border all measures

# # TWh TWh MWh #

idealized price zones:

2 unlimited trade 5.1 23.1 25.9 25.9 19 357 61

perfect foresight:

3 by capacity (= ref) 1.0 2.5 0.6 0.6 837 5
4 by NEX 1.9 6.2 3.3 3.3 2779 13
5 by N 1.0 2.4 0.7 0.7 892 8

process-induced uncertainty:

6 by capacity 1.0 2.6 0.7 0.7 886 8
7 by NEX 1.9 6.2 3.3 3.3 2805 13
8 by N 1.0 2.6 0.8 0.8 1091 11

imperfect price zones:

perfect foresight:

12 unlimited trade 38.6 53.9 41.1 37.0 20 116 72

13 by capacity (= ref) 11.6 20.2 9.5 3.3 11 564 91
14 by NEX 11.8 22.2 11.2 5.5 10 526 135
15 by N 11.5 20.4 10.0 3.4 10 798 92

process-induced uncertainty:

16 by capacity 11.7 20.4 9.6 3.4 11 715 93
17 by NEX 11.8 22.2 11.2 5.5 10 568 104
18 by N 11.5 20.6 10.0 3.5 10 843 91

adjustments to the capacity allocation process (all with GSK = by capacity):

19 individual contingency margins 11.3 19.8 9.3 3.2 11 564 91
20 indiv. cont. margins (cross-border) 9.7 18.4 8.8 2.9 11 564 91
21 no internal CBs 16.6 27.6 15.5 8.7 12 263 160
22 minimum RAM 70% 15.1 25.2 14.1 7.6 11 661 95
23 no internal CBs + min. RAM 70% 18.2 30.2 17.0 10.3 11 699 97
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A.2 Significance tests
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Figure 8: Significant differences between total cost (zonal + redispatch) time series with copper plate as-
sumption using Newey-West adjusted standard errors. Significant differences (at 𝑝 = 0.05) are
highlighted in blue.
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Figure 9: Significant differences between total cost (zonal + redispatch) time series with realistic grid
(internal congestions) using Newey-West adjusted standard errors. Significant differences (at
𝑝 = 0.05) are highlighted in blue. Groupings: GSK method, type of adjustment to allocation
process. No int: No internal critical network elements. R all: Individual contingency margins. R
xb: Individual contingency margins (only cross-border). minRAM: minimum RAM of 70%. mR
no int: minRAM + no int.

A.3 Sensitivity analysis without redispatch penalty factors

The following tables show the results for the redispatch sensitivity analysis, where the proportional
factors (see Section 2.3.4) are set to 𝛽+ = 𝛽− = 1. Consequently, marginal costs for redispatch are
equal to the costs used in the zonal clearing stage. The volume penalty of 𝛾 remains unchanged
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at 300 EUR / MW, as it reflects the aim to only adjust the market results where it is required for
operational security.

This parametrization is unrealistic: It assumes that no additional costs (including opportunity costs)
arise from the out-of-market order by the TSOs. However, this parametrization reveals the lower
bound for the extra costs incurred by redispatch and, consequently, shows the upper bound for
the benefits of measures such as minRAM, which significantly increase redispatch volumes (see
Section 3.3).

Table 6 shows the results for the idealized price zone configuration (see Section 3.1). FBMC
achieves 79.5% (compared to 87% with the original parametrization) of the savings that nodal
pricing achieves compared to the unlimited trade scenario. Regarding the procedural sensitivities
of different GSK methods and process-induced uncertainty, the difference between the by capacity
method (3) and the by NEX method (4) decreases from 120.4million Euros to 90.4million Euros,
while the difference to the by N method stays the same. The rather large change in the by NEX
method can be explained by the higher redispatch volumes compared to the other GSK meth-
ods, with the associated costs decreased because of the decreased marginal costs for redispatch.
Adding process-induced uncertainty shows a similar impact as in the original parametrization and
the cost changes are similar to the perfect foresight cases. Overall, the results are largely unaffected
by the changed redispatch costs.

Table 7 shows the results for the imperfect price zone configuration. In this case, FBMC achieves
only 29% (compared to 59% before) of the savings that can be achieved with nodal pricing
compared to the unlimited trade scenario. This is an effect of drastically reduced redispatch
costs in the unlimited trade scenario, which decrease the cost difference to nodal pricing from
1055million Euros to 511million Euros. Conversely, the cost difference from FBMC to nodal
pricing decreases only from 435million Euros to 361million Euros. The lower marginal costs for
redispatch also disproportionately affect the redispatch costs of the by NEX method (14), whose
costs are now lower than those of the by capacity method (13). However, the cost differences
were very small in the original case, and are still not comparable to the difference with perfect
price zones. Consequently, the overall conclusion does not change: Different GSK methods show
little effect because the ineffectiveness of managing intra-zonal congestion is more dominant.

Table 8 shows the results for the sensitivity with additional adjustments to the capacity calculation
process. For individual contingency margins (19 and 20), there is only little change in the cost
difference to the reference case. However, the exclusion of internal CNEs (21), minRAM (22) and
the combination of both (23) shows substantially different results compared to the original case.
These measures are affected substantially by decreased marginal costs for redispatch because they
significantly increase redispatch volumes (see Section 3.3). Without the proportional factors, the
cost differences to the reference case are negative, i.e. the measures become financially bene-
ficial. While, as described above, the assumption of equal marginal costs for the zonal clearing
and redispatch is unrealistic, this result nevertheless disallows drawing clear conclusions in any
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direction from a cost perspective. However, the redispatch volumes are similar to the original
case. Therefore, concerns regarding the effect on system stability remain.

Table 9 shows results for the redispatch volume indicators. Overall, the volumes are similar to
the main results. This shows that, as intended, the volume penalty 𝛾 leads to a minimization of
the redispatch volumes, which is independent of the parametrization of the marginal costs for
redispatch.

Table 6: Results with idealized price zones. Costs in million EUR. Without penalty factors, with quantity
penalty.

no. description total cost cost difference clearing + RD

clearing RD total vs. nodal vs. ref vs. perfect foresight

1 nodal 11 989 0 11 989 0 - -
2 unlimited trade 11 781 685 12 466 478 379.3 -

perfect foresight:

3 by capacity (= ref) 12 055 32 12 087 98 0.0 -
4 by NEX 12 018 159 12 177 189 90.4 -
5 by N 12065 38 12 103 115 16.3 -

process-induced uncertainty:

6 by capacity 12 057 33 12 090 101 3.0 3.0
7 by NEX 12 024 155 12 180 191 92.9 2.5
8 by N 12065 41 12 106 117 19.0 2.7

Table 7: Results with imperfect price zones (reference grid expansion). Costs in million EUR. RD = redis-
patch. Without penalty factors, with quantity penalty.

no. description total cost cost difference clearing + RD

clearing RD total vs. nodal vs. ref vs. perfect foresight

11 nodal 12 425 0 12 425 0 - -
12 unlimited trade 11 781 1155 12 936 511 150.3 -

perfect foresight:

13 by capacity (= ref) 12 303 483 12 786 361 0.0 -
14 by NEX 12 178 592 12 770 345 −15.7 -
15 by N 12316 476 12 792 367 5.7 -

process-induced uncertainty:

16 by capacity 12 301 486 12 787 363 1.5 1.5
17 by NEX 12 181 592 12 773 348 −13.3 2.4
18 by N 12312 480 12 792 367 6.0 0.3
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Table 8: Results with adjustments to the allocation process and imperfect bidding zones (reference grid
expansion). Costs in million EUR. RAM = Remaining Available Margin. CNE = Critical Network
Element. RD = redispatch. Without penalty factors, with quantity penalty.

no. description total cost RD (TWh)

clearing RD vs. ref

13 by capacity (= ref) 12 303 483 0.0 9.50

adjustments to the capacity allocation process (all with generation shift key = by capacity):

19 individual contingency margins (overall) 12 318 480 11.9 9.28
20 individual contingency margins (cross-border) 12 442 459 115.2 8.76
21 no internal CNEs 12 057 680 −49.0 15.50
22 minimum RAM 70% 12064 672 −49.9 14.06
23 no internal CNEs + minimum RAM 70% 12038 705 −42.4 16.97
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Table 9: Redispatch indicators for all cases. Without penalty factors, with quantity penalty.

no description annual redispatch peak hour

∅ total total

viol. constr. measures all cross-border all measures

# # TWh TWh MWh #

idealized price zones:

2 unlimited trade 5.1 24.0 25.9 25.9 19 366 65

perfect foresight:

3 by capacity (= ref) 1.0 2.5 0.6 0.6 837 5
4 by NEX 1.9 6.2 3.3 3.3 2864 13
5 by N 1.0 2.4 0.7 0.7 892 8

process-induced uncertainty:

6 by capacity 1.0 2.5 0.7 0.7 886 8
7 by NEX 1.9 6.3 3.3 3.3 3015 14
8 by N 1.0 2.5 0.8 0.8 1091 11

imperfect price zones:

perfect foresight:

12 unlimited trade 38.6 55.2 41.1 37.0 20 094 80

13 by capacity (= ref) 11.6 20.4 9.5 3.4 11 557 94
14 by NEX 11.8 22.6 11.2 5.6 10 531 139
15 by N 11.5 20.7 10.0 3.5 10 791 93

process-induced uncertainty:

16 by capacity 11.7 20.6 9.6 3.5 11 706 103
17 by NEX 11.8 22.6 11.2 5.6 10 582 105
18 by N 11.5 20.8 10.0 3.6 10 836 94

adjustments to the capacity allocation process (all with GSK = by capacity):

19 individual contingency margins 11.3 20.0 9.3 3.3 11 557 94
20 indiv. cont. margins (cross-border) 9.7 18.6 8.8 2.9 11 557 94
21 no internal CBs 16.6 28.0 15.5 8.7 12 238 165
22 minimum RAM 70% 15.1 25.5 14.1 7.6 11 642 110
23 no internal CBs + min. RAM 70% 18.2 30.6 17.0 10.3 11 697 102
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Improving flow-based market coupling by integrating redispatch potential Evidence from a large-

scale model by Michael Bucksteeg, Simon Voswinkel and Gerald Blumberg 

Abstract 

Power markets have been gradually integrated to achieve the target of a single European market. A 

major step was the introduction of the flow-based market coupling (FBMC) in Central Western and 

Eastern Europe (Core region). FBMC reflects the physical constraints of the underlying transmission 

grid in detail. However, the European Commission and regulators imposed minimum margins to in-

crease cross-border trade and to foster price convergence between the different bidding zones, ne-

glecting physical constraints and increasing redispatch volumes. Integrating redispatch potentials into 

FBMC allows for moving closer to physical reality while maintaining a high level of cross-border trade. 

In this study, we develop a multi-stage model covering capacity calculation, market coupling, and re-

dispatch stages. This study is the first to evaluate different options for integrating FBMC and redispatch 

potentials based on a large-scale numerical analysis of Central Europe. The results reveal that mini-

mum margins effectively increase cross-border trade. However, this comes at a high cost due to addi-

tional redispatch needs, which reduce overall welfare. Integrating redispatch potentials in the market-

clearing stage leads to a more efficient increase in cross-border capacities and elevates welfare. In the 

case of combining both approaches, the analysis indicates improved welfare of roughly  per year. 
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1 Introduction 

In European electricity markets, the allocation of transmission capacity is based on a zonal pricing ap-

proach with redispatch (Bjørndal and Jornsten 2001). The zonal markets have been gradually inte-

grated to achieve the target of a single European market. A major step toward the target model was 

the introduction of the so-called flow-based market coupling (FBMC) (ACER 2019; European Parliament 

2019). Compared to the former bilateral net transfer capacity (NTC) method, the FBMC approach en-

tails an improved representation of physical limitations in the transmission grid. It allows the allocation 

of transmission capacity to the most efficient trades between market zones. Since its launch in Central 

Western Europe in 2015, FBMC has increased cross-zonal trading capacities in the region (Schönheit 

et al. 2021b). Consequently, the integration of zonal markets and welfare could be enhanced even 

though welfare gains remained below expectations (Kristiansen 2020; Lang et al. 2020). 

Although some studies have addressed the benefits of nodal pricing in Europe (Neuhoff et al. 2013; 

Bjørndal et al. 2018; Bjørndal et al. 2014), its introduction has failed mainly due to political reservations 

(Antonopoulos et al. 2020). Consequently, the debate focuses on further developing the zonal market 

design. In zonal markets, the delimitation of market zones is essential for efficiency and effectiveness 

in managing grid congestion. A large body of research deals with adequate bidding zone configurations 

and related impacts on electricity markets and congestion management (Trepper et al. 2015; Egerer 

et al. 2016; Felling and Weber 2018; Deilen et al. 2019; Felling 2019; Felling et al. 2023). Further con-

tributions extend this by studying the long-term effects and risks of changing zonal configurations 

(Grimm et al. 2016; Bertsch et al. 2017; Deilen et al. 2019). Zonal markets with imperfect bidding zone 

configurations drive the need for redispatch measures to maintain stable grid operation. Moreover, 

the extension of fluctuating renewable energy sources, such as wind and solar energy, has led to a 

considerable increase in redispatch volumes and costs (ACER and CEER 2021). This development has 

stimulated further debate about optimizing redispatch procedures (Kunz and Zerrahn 2015; Zerrahn 

and Kunz 2016) and market-based redispatch (Hirth and Schlecht 2020; Grimm et al. 2018; Bjørndal et 

al. 2017; Grimm et al. 2022; Martin et al. 2022). 

Despite the advancement of zonal market coupling through the FBMC approach, regulators had con-

cerns about the level of commercial cross-border exchanges, which remained below expectations 

(CREG 2017; ACER and CEER 2021). While combining a zonal approach with an improved representa-

tion of physical constraints is (on average) beneficial in terms of welfare and system security, it implies 

that not only cross-zonal but also internal transmission lines may limit cross-border trade. In this con-

text, the FBMC method includes several specifications and parameters, such as the selection of critical 

network elements (CNEs), generation shift keys (GSKs), reliability margins, and adjustment values, 
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leading to imperfections and affecting the capacities allocated to the market (Marien et al. 2013; van 

den Bergh et al. 2016; Schönheit et al. 2020; Felten et al. 2021).  

Consequently, minimum margins (or trading capacities) were introduced to increase cross-border ex-

changes (Henneaux et al. 2021; Schönheit et al. 2021a). Accordingly, trading capacities were raised to 

a minimum, possibly violating underlying physical transmission constraints. At the same time, trans-

mission system operators (TSOs) have contemplated integrating costly remedial actions (i.e., redis-

patch) into the market-clearing algorithm to increase the capacity domain given to the market (Elia 

Group 2019). The basic idea is that if a network element limited cross-border exchange, redispatch 

measures or bids would be considered to increase the available margin on this line during the market 

clearing. Combining FBMC and redispatch, recent studies have analyzed different options to increase 

cross-border exchanges (Elia Group 2019; Poplavskaya et al. 2020; Schlecht and Hirth 2021). Hirth and 

Schlecht (2020), Schlecht and Hirth (2021), and Ehrhart et al. (2022) noted that these market-based 

redispatch mechanisms may be subject to strategic bidding behavior that is, inc-dec gaming which 

remains the main argument against this market design option. However, Schlecht and Hirth (2021) also 

discussed an approach in which the TSO is responsible for determining the available redispatch poten-

tial and providing the corresponding parameters to the market-clearing algorithm (i.e., the mandatory 

redispatch potential based on costs).1 

While this TSO-based approach avoids the inc-dec gaming issue and could be implemented at short 

notice, an in-depth analysis of related design options and their effects on electricity markets and grid 

operation is still pending. This study fills this gap and contributes to the existing literature in four re-

spects. First, an extended FBMC problem that includes the redispatch potential is formulated. Second, 

three potential design options for determining the available redispatch units (incorporated in the mar-

ket-clearing problem) are proposed. Third, the effects of the minimum remaining available margins 

(minRAMs) and the integration of redispatch potentials on welfare and system security are studied 

using a large-scale model covering Central Western and Eastern Europe (i.e., Core capacity calculation 

region). Fourth, we discuss the implications of introducing the analyzed design options, which can 

guide policymakers and regulators. 

The remainder of this paper is organized as follows. In section 2, the general approach of this paper is 

presented. This includes an overview of the procedure for modeling FBMC in the current capacity cal-

culation and allocation and operational redispatch planning processes implemented in the Core region. 

Moreover, the general effects of integrating the redispatch potential are discussed. In section 3, the 

                                                           
1 However, market-based redispatch mechanisms may still be necessary in the future to integrate load-based 
flexibilities (including storages) if costs cannot be derived appropriately. Yet, these flexibilities may contribute to 
an efficient redispatch regime and account for a potential lack of positive redispatch potential in the future. 
Different design options are currently under discussion (Blumberg et al. 2022; Heilmann et al. 2022).  
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methods are introduced. First, the modeling of FBMC, including capacity calculation and redispatch 

optimization, is described. Second, the procedures and design options for integrating redispatch are 

proposed. The results of the proposed methodology are discussed in section 4. Finally, we draw the 

main conclusions and discuss the implications for policymakers. 

2 Flow-based market coupling and redispatch potential 

In zonal electricity markets, sufficient cross-zonal trading capacity is essential for creating welfare and 

synergies regarding system security. FBMC involves several actors and processes that will be briefly 

introduced in the following. Based on this introduction, the integration of redispatch potentials into 

the market-clearing algorithm and the underlying intentions are described. The setup of this study is 

based on the sequence of the day-ahead capacity calculation process for the Core region, the subse-

quent market coupling process, and the operational procedures for securing the grid (ACER 2019). 

TSOs are responsible for the capacity calculation starting two days ahead of delivery. As shown in Fig-

ure 1, the capacity calculation is based on a grid model and forecasts regarding generation and load. 

The outputs of the capacity calculation are the trading capacities. In the case of FBMC, these commer-

cial transaction constraints are represented by the remaining available margins (RAMs) of selected 

critical network elements (CNEs). The set of CNEs should contain the grid elements most affected by 

cross-zonal trade, helping to monitor the flows and sending more accurate congestion signals (Kristi-

ansen 2020). Moreover, generation shift keys and zonal sensitivities (i.e. power transfer distribution 

factors, PTDFs) are determined that translate changes in the net position (i.e., net import or export) of 

a market zone into a shift in the power flow on a CNE. In other words, the physical constraints of the 

transmission grid limiting power flows between market zones are translated into commercial transac-

tion constraints given to the market operators responsible for the subsequent market coupling (ACER 

2019). 
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Figure 1: Schematic representation of the flow-based capacity calculation and allocation process

The market-clearing algorithm is executed by the market operators using the constraints submitted by 

the TSOs and based on the market participants bids one day before delivery. With the objective of 

maximizing welfare, the scarce transmission capacity (of the considered CNEs) is allocated to the most 

efficient trades between all relevant market zones. The market-clearing algorithm delivers commercial 

exchanges (i.e., net positions) and market-clearing prices for each market zone. For the subsequent

grid operation, TSOs must translate the commercial exchanges back into physical ones. Due to the 

zonal approximation of the FBMC, the market results may violate physical constraints requiring cor-

rective measures, such as redispatch, to maintain stable grid operation. This involves (cross-border)

redispatch planning and security processes to guarantee the real-time availability of redispatch units, 

which are carried out in parallel with the capacity calculation and allocation process (see also Figure 1)

(ACER 2019).

Figure 2 depicts a schematic representation of a flow-based domain for a two-zone example and re-

veals the main motivation for integrating the redispatch potential into the market-clearing algorithm. 

In the initial situation, the import to market zone B is limited by a CNE (see Net Import B1 and the

dashed red line in situation 1). A limitation of CNEs results from technical parameters and the system 

state and is expressed via the RAM (and zonal PTDFs). For instance, a system state associated with a 

high wind infeed within a market zone may induce a power flow on the CNE, reducing its RAM and

cross-zonal exchange capabilities remaining for the day-ahead market coupling. Accordingly, relaxing 

the power flow on the CNE increases its RAM and cross-zonal exchange capabilities. In Figure 2, this is 

indicated by the shift of the limiting CNE, allowing a higher import to zone B (see Net Import B2 and

the solid red line in situation 2).
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Figure 2: Schematic representation of a flow-based domain for a two-zone example

Suppose that the CNE is an internal grid element almost fully utilized during the capacity calculation. 

In this case, the internal CNE would limit cross-zonal trade, which should not occur according to the 

targets of Regulation (EU) 2019/943 (European Parliament 2019). In the long- and mid-term, grid ex-

pansion or a reconfiguration of bidding zones would be suitable measures to address this issue (Bertsch 

et al. 2017; Felling and Weber 2018; Felling et al. 2023). In the short term, a TSO may use remedial 

actions to reduce the utilization of the CNE during the capacity calculation. However, two problems 

arise related to costly remedial actions (i.e., redispatch). First, considering redispatch during the ca-

pacity calculation involves the instruction and activation of the affected redispatch units representing 

a market intervention by the TSO. Second, the TSO needs to know the market-clearing point, which is

subject to uncertainty (e.g., forecast errors) one day before the market clearing, giving rise to ineffi-

ciencies.

Integrating the redispatch potential into the market-clearing algorithm helps overcome both issues. 

The EUPHEMIA algorithm was developed to solve the day-ahead market coupling problem (N-SIDE 

2023). It delivers the market-clearing prices and net positions at the bidding zonal level. To include the 

redispatch potential, TSOs determine the available redispatch units (called redispatch potential ) 

during the capacity calculation process and provide the market operators with the required infor-

mation. These include the location, available capacity, and activation costs of redispatch units and their

sensitivity regarding the power flow on CNEs. If a CNE limits the cross-zonal exchange, the adjusted 

market-clearing algorithm may utilize the redispatch potential to make available additional capacity 
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for this purpose. Due to the simultaneous optimization of market bids, cross-zonal trading capacities, 

and the redispatch potential, redispatch will only be used when efficient. This applies if the additional 

costs for utilizing the redispatch potential are smaller than (or equal to) the welfare gain due to addi-

tional cross-zonal exchange. 

Integrating redispatch into the market-clearing algorithm requires amendments to the existing pro-

cesses, as marked in blue in Figure 1. However, the focus of this contribution is to extend the market-

coupling problem and to determine the redispatch potential, as described in the following section. 

3 Methods 

3.1 Modeling flow-based market coupling 

Comprehensive modeling of the European electricity market is essential to understanding the effects 

of integrating the redispatch potential into the market mechanism. The central pillar of European in-

tegrated electricity markets is FBMC, as outlined in section 1. The following sections describe the cal-

culation of the flow-based parameters and the zonal market outcome (section 3.1.1), the extension of 

the market coupling problem by integrating the redispatch potential (section 3.1.2), and the redispatch 

problem that guarantees secure grid operation (section 3.1.3). 

3.1.1 Basic model 

We extend the model developed by Voswinkel et al. (2019) and include the determination of the flow-

based parameters, zonal market clearing, and the optimization of redispatch. The upper part of Figure 

3 details the steps taken in the model. 

The calculations are based on a grid model that covers most of the Core capacity calculation region 

(Core CCR)2 and Switzerland. The model comprises around 2500 nodes and over 4000 extra-high-volt-

age (transmission) grid lines. Generation and demand assets may be located at each node. 

The determination of flow-based parameters is based on the expected market outcome. This approx-

imation is also called the base case. As the market result depends on flow-based parameters, we first 

performed an initial nodal optimal power flow and calculated provisional flow-based parameters using 

the market results of this nodal optimal power flow. These provisional flow-based parameters were 

then used to perform a zonal market clearing, which approximates the zonal market results mentioned 

above. The flow-based parameters were determined based on this approximation. Next, they were 

used to simulate the day-ahead market, another zonal calculation in which the capacity is allocated 

and the market is cleared. This resulted in the scheduled generation, commercial exchanges, and mar-

                                                           
2 Austria, Belgium, Czech Republic, France, Germany, Luxemburg, Netherlands, Poland, Slovakia, Slovenia,. 
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ket-clearing prices. The last step involved translating the commercial exchanges into physical ex-

changes via the known nodal positions of the scheduled generators and optimizing the redispatch to 

ensure a stable grid state without overloaded network elements.

Figure 3: Model flow with a redispatch potential (based on Voswinkel et al. 2019)

The CNEs, the network elements for which the RAMs were calculated and which constrain the flow-

based domain, were chosen based on the grid topology. All interconnectors that is, network ele-

ments that cross zonal borders were automatically considered CNEs. Additionally, internal network 

elements may qualify as critical if their sensitivity to zonal exchanges exceeds 5% (ACER 2019).

3.1.2 The market coupling problem with a redispatch potential

Integrating the redispatch potential requires further development and partial integration of the capac-

ity calculation and redispatch planning processes. However, the determination of the capacity calcula-

tion inputs and the base case simulation remain unchanged in the proposed modeling framework. This 

also applies to the redispatch model, which uses the state variables of the market coupling model.
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Consequently, the main difference is incorporating the redispatch potential and the corresponding 

decision variables into the day-ahead market-clearing problem, as presented in the following para-

graphs.3 Newly added variables and equations are bolded, and decision variables are in capital letters: 

 

(1)

s.t. (2)

  3

  4)

  5

   6

  7

 
 

8

 

In equation (1), the cost minimization problem is extended by adding the expected costs associated 

with the inclusion of the positive and negative redispatch potentials  and , respec-

tively. Both potentials are multiplied by the associated costs  and redispatch penalty factors /  

(see section 3.1.3). This ensures that the redispatch potential is utilized only when the additional costs 

related to the (expected later activation of the) redispatch potential are smaller than the cost savings 

from the additional cross-zonal exchange. The use of the redispatch potential is limited by equation 

8 . Equation (2) represents the demand balance and ensures that the net position is positive (nega-

tive) when generation exceeds (falls below) the electricity demand of the respective market zone. 

Equation 4) balances the redispatch potential included in each time step. In equation (5), the redis-

patch potential is added to the generator constraints, ensuring that the generation plus the redispatch 

potential stays within the generator s technical limits. Equations (6) and (7) specify that the utilized 

redispatch potential  and  for each generation unit u must stay within the external 

                                                           
3 Please note that this contribution assumes the inclusion of the redispatch potential only in the market clearing, 
not the activation of redispatch units during the market-clearing stage, as considered in Poplavskaya et al. (2020). 
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bounds  and  set via the limitation rules (see section 3.2). Finally, the impact 

of the redispatch potential on line flows on critical network elements and the corresponding enlarge-

ment of the flow-based domain, as described in section 2, is modeled in equation (8). Here, the total 

redispatch potential in each direction per node  is multiplied by the nodal sensitivity  of the 

redispatch unit and may increase the cross-zonal exchange expressed via the zonal net position , 

which is limited by the RAMs  and  in the standard flow direction ( ) and non-

standard flow direction ( ) on each CNE . If the minimum margins to increase cross-border trade 

are considered,  and  are redefined as  

  9

  10

 

where  is the minRAM factor (e.g., 70%) and  is the thermal capacity of the CNE in the 

standard and non-standard flow direction. Accordingly, the available margins were ensured to corre-

spond to the minimum threshold of the thermal line capacity. 

3.1.3 Redispatch problem 

As explained in section 2, imperfections in FBMC necessitate corrective measures by the TSOs after 

the market clearing to maintain stable grid operations. Redispatch is carried out to avoid the violation 

of physical grid constraints by adjusting the output of generators.4 

In modeling terms, this translates to an optimization problem in which the costs for generation adjust-

ments are minimized, subject to the nodal transmission constraints, in accordance with a nodal DC 

load flow model. Due to regulations regarding cost compensation, which acknowledge the increased 

costs of generators when included in the redispatch process, penalty factors are introduced, adjusting 

the marginal costs of the generators (Higher Regional Court Dusseldorf, Decision of 4/28/2015). A gen-

eral penalty is added, multiplied by the absolute amount of re-dispatched energy. This minimizes re-

dispatched quantities and accounts for current practice, minimizing the number of interventions of 

TSOs in the market results. 

The nodal balance  of the redispatch problem is given by the scheduled generation output  result-

ing from the market coupling optimization plus the activated positive and negative redispatch volumes 
 of all generation units  minus the vertical load  connected to the node : 

                                                           
4 The redispatch problem is only briefly described in this section. For more details, including related equations, 
see Voswinkel et al. (2019). 
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(11) 

The redispatch amounts for each generator are constrained by their minimum and maximum power 

outputs. Additionally, the generation capacity already dispatched in the market-clearing problem is 

subtracted from the generation constraints a generator fully utilized in the market-clearing problem 

is not available for positive redispatch. Still, the generator can reduce its output through negative re-

dispatch. 

 (12) 

 

3.2 Determination of the redispatch potential 

In this contribution, we differentiate between the redispatch potential given to the market-clearing 

algorithm that is, the generation units available for redispatch measures (see section 3.1.2) and the 

activated redispatch measures optimized during the redispatch stage (see section 3.1.3). Determining 

the redispatch potential within the capacity calculation and redispatch planning process requires an 

estimation of the expected dispatch of generation units. Based on this estimation, the generation units 

available for redispatch can be identified. 

From a market perspective, giving all the identified redispatch potential to the market-clearing algo-

rithm would be preferable. However, as outlined in section 2, the generation units available for redis-

patch are estimated by TSOs two days before delivery. In addition to the uncertainty of the estimates, 

the effectiveness of a redispatch measure on congestion depends on the generator s location. Conse-

quently, it would not be expedient to make all redispatch potential available to the market-clearing 

algorithm, as the uncertainty might lead to deviations between the market and redispatch stages and 

infeasible physical outcomes requiring further redispatch measures. In the following section, we pro-

pose three different limitation rules for determining and limiting the redispatch potential. 

3.2.1 Available redispatch units 

Available redispatch units are determined according to the expected dispatch of the standard zonal 

FBMC described in section 3.1.2 without considering the redispatch potential. This assumes perfect 

foresight of TSOs regarding generation and load forecasts and the system state. Based on their many 

years of experience with grid operation and redispatch, TSOs have a clear picture of the available re-

dispatch units depending on the system state. Nevertheless, forecast deviations may lead to overloads 

of transmission lines during grid operation and deviations in the availability of redispatch units, which 

ultimately cause additional costs (Kloubert et al. 2015). However, forecast errors similarly affect the 

analyzed design options, but their detailed modeling is beyond the scope of this contribution. 
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The capacity of the generation units available for redispatch is determined as follows: 

- Generation capacity available for negative redispatch potential: a reduction of the generation 

output  to provide negative redispatch requires an operation of the respective gen-

eration unit in the zonal reference. Otherwise, the negative redispatch potential  of 

generation unit u has to be zero. This is expressed by the assignment:  

 13

 

The market-based curtailment of renewable energy is correspondingly excluded from the neg-

ative redispatch potential. 

- Generation capacity available for positive redispatch potential: an increase in generation to 

provide positive redispatch requires an operation of the respective generation unit in the zonal 

reference case below the maximum power output . Otherwise, the available positive re-

dispatch potential  of generation unit u has to be zero. This implies the assignment: 

 14

 

The two parameters  and  serve as input for the extended market coupling 

problem and constrain the utilized redispatch potential during the market-clearing stage (see equa-

tions (6) and (7)). 

3.2.2 Redispatch potential limitation rules 

The limitation of the redispatch potential is motivated by the trade-off between increasing cross-zonal 

trade during the market-clearing stage and maintaining system security during the redispatch (and grid 

operation) stage. Integrating all available redispatch potential units into the market based on nodal 

sensitivities would come close to computing a nodal dispatch. This might give rise to the question why 

the zonal dispatch is maintained at all. More importantly, the limitation of the redispatch potential 

avoids a too extensive re-optimization of the zonal market-clearing solution and thus facilitates the 

TSO task of maintaining system security. Also, redispatch potential might otherwise reduce the objec-

tive function value (see equation [1]) without increasing cross-border trade. 

The first limitation rule addresses the effectiveness of redispatch measures. Accordingly, interventions 

on market outcomes of generation units with low sensitivities on CNEs are avoided. In other words, 

ineffective redispatch units are excluded. Using the subsets for negative and positive redispatch po-

tential based on equations (13) and (14), pairwise sensitivities between generation units available for 

 and  are determined. According to equations (17) and (18), the generators  
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forming the top three highest pairwise sensitivities on a CNE for both directions are selected for the 

redispatch potential given to the market-clearing algorithm. One generator can be part of several pairs. 

I. RDpot_sens: a limitation to generation units available for negative or positive redispatch po-

tential and having sufficiently large pairwise sensitivities on the considered CNEs. The rule is 

best expressed mathematically by first constructing the set of sensitivities  for a given CNE 

 for all pairs of generators . Thereby  and  indicate the set of gen-

erators with available redispatch potentials strictly different from zero, i.e.: 

  

The set of sensitivities  can then be written as:  

  

Introducing the notation  and  to indicate the subset of the top  positive (largest) 

and negative (lowest) values of set , the available redispatch potentials under this rule can 

then be written as: 

 

 

 

 

 

The second limitation rule emphasizes the maintenance of system security. Suppose that a CNE is con-

gested in the zonal reference case. In this case, the utilization of the redispatch potential aims to in-

crease the flow capability of this CNE (which increases the flow-based domain). Consequently, the 

zonal dispatch changes and cross-zonal trade increases. However, using the redispatch potential com-

bined with the zonal approximation based on generation shift keys tends to increase the (physical) 

congestion on the CNE and the redispatch needed during grid operation. Finally, suppose there is a 

considerable need for redispatch already in the zonal reference case. In that case, considering the same 

generation units as the redispatch potential may lead to a conflict of use. Accordingly, the generation 

units activated for redispatch in the zonal reference case are excluded from the set of redispatch po-

tentials determined according to the first limitation rule. 
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II. RDpot_sens_red: a limitation to generation units or generation capacity considered under 

the first limitation rule and, in addition, not activated during (or scheduled  for) the redis-

patch stage: 

 

 

 

 

 

The variables  and  in equations (19) and (20) result from the nodal balance constraint 

of the redispatch problem of the zonal reference case (see equation [9]). 

4 Case study 

4.1 Data and scenario framework 

For the case study, a scenario was built considering the state of grid development and renewables 

expansion in 2022. Input prices, such as fuel and CO2 prices, are based on pre-crisis expectations (be-

fore 2022) to suppress temporary distortions in electricity markets in our analysis (see also below). 

The spatial coverage of the transmission grid comprises the Core region (i.e., Central Western Europe5 

plus Switzerland) and Central Eastern Europe.6 The grid model is based on publicly available data, such 

as the static grid models of the TSOs and information provided in the network development plans 

(50Hertz et al. 2019; Entso-E 2021b; JAO 2021; OpenStreetMap 2021). Approximately 2,700 nodes and 

more than 5,000 branches were modeled, including lines and transformers. Additionally, interconnect-

ors to all other European countries were incorporated. Accordingly, the market simulations were car-

ried out for Europe considering a hybrid approach in which the FBMC method is applied for the Core 

region and the NTC approach for the remaining countries. 

Information for generation capacities was taken from the generator database of the Chair of Energy 

Economics and Management Science at the University of Duisburg-Essen. This database is mainly 

based on the Platts power plant database and enhanced by plant-specific research, primarily relying 

on plant owners  web presence and press releases and publicly available databases (Platts 2018; Bun-

desnetzagentur 2020). Aggregate installed capacities for conventional power plants and renewable-

                                                           
5 Austria, Belgium, France, Germany, Luxembourg, the Netherlands, and Switzerland 
6 Poland, Czech Republic, Hungary, Slovenia and Slovakia 

94 Chapter 4 Improving FBMC by integrating redispatch potential



14 

based generators were adjusted to match the status quo of 2022 (Entso-E 2021a). The nodal distribu-

tions of the installed capacity of renewable and conventional power plants are shown in Figure 4 and 

Figure 5. 

 

Figure 4: Distribution of renewable nodal capacity 

 

Figure 5: Distribution of conventional nodal capacity 

Electricity demand data were generally taken from Entso-E (2021a). For Germany, load data from Bag-

inski et al. (2018) were used to have more appropriate forecast data for the calculation year 2022. 

Renewables infeed values were modeled for each node based on a bottom-up approach, as described 

in Felten et al. (2019) and different input data sources (Baginski et al. 2018; Open Power System 2020). 

To derive a conservative estimation of the impact of the discussed methodological adaptions, we took 

the renewables infeed of the low value scenario for 2022 specified by Baginski et al. (2018) for Ger-

many as one of the major redispatch demand driving countries.  

For the input prices, we used quotations for fuel and CO2 futures from the European Electricity Ex-

change that is, three-month averages of the 2025 futures price notations from the fourth quarter of 

2021 (before the Ukraine crisis) for coal, natural gas, fuel oil, and light oil and CO2 certificates (energate 

2022). The price for CO2 certificates amounts to 70.15 EUR/t CO2. The prices for nuclear and lignite are 

based on values used in the German Grid Development Plan (50Hertz et al. 2019). The range of the 

marginal costs obtained for the corresponding generation technologies in the Core region is shown in 

Figure 6. 
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Figure 6: Marginal generation costs of conventional generation technologies

A threshold of 70% was considered for implementing minRAMs in the Core region. This assumption 

deviates from the current practices of Core TSOs, which partly foresee derogations from the 70% 

minRAM before 2025 (e.g., Germany, Poland, and the Netherlands) (ACER 2022). For modeling the

integrated redispatch potential during the market-clearing stage and activating redispatch measures 

during the redispatch phase, penalty factors of 0.9 for downward and 1.2 for upward redispatch were 

assumed. As described in section 3.1.3, the penalty factors consider current compensation rules and 

support the efficient utilization of redispatch.

4.2 The obtained redispatch potential and its utilization

First, the results of determining the redispatch potential are presented. Subsequently, the use of the 

redispatch potential in the market-clearing model is illustrated before discussing the impacts of this

potential in the next subsection. Theoretically, the model region s re-dispatchable maximum genera-

tion capacity amounts to 250.8 GW. The generation units available for positive and negative redispatch

potentials vary depending on the respective generation and load situations (see section 3.2.1). Consid-

ering all available redispatch units in the set of redispatch potentials according to equations (13) and 

(14), the hourly positive full redispatch potential varies between 55.8 GW and 207.2 GW, averaging

135.3 GW. The range of negative redispatch potentials is similar, from 58.8 to 195.0 GW ( 120.4 on 

average). For comparison, the redispatch potential without limitation is referred to as RDpot_unlim in 

the following paragraphs.

- RDpot_sens excludes ineffective redispatch units and considers only available redispatch units 

with a high positive impact (i.e., nodal sensitivity) on network elements at maximum capacity.

Under this limitation rule, the hourly positive (negative) redispatch potential ranges from 36.0

to 102.4 GW ( 48.6 to 126.8 GW). These are very high capacities that are fed into the mar-

ket-clearing algorithm as redispatch potentials. This is because the figures include generation 
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units that are part of the top three highest pairwise sensitivities on any CNE for both directions. 

However, the results reveal that despite the large redispatch potential, only small fractions 

(around 0.9 GW on average) are utilized in the market-clearing algorithm (see also Figure 7). 

- RDpot_red emphasizes the maintenance of system security and considers a limitation to gen-

eration units or generation capacity not activated during (or scheduled  for) the redispatch 

stage of the zonal reference case. The resulting redispatch potential is very close to the full 

redispatch potential, as only activated (or scheduled) generation units are excluded. Accord-

ingly, the hourly positive (negative) redispatch potential ranges from 33.8 to 99.6 GW ( 47.3 

to 126.4 GW). Again, these very high values may be counterintuitive in the context of system 

security. Yet, this limitation rule addresses the use conflict described in section 3.2.2 and leaves 

the selection of efficient redispatch potentials to the market-clearing algorithm (limiting the 

possibility of discretionary choices by TSOs).  

Figure 7 shows the hourly net effect of the utilized redispatch potential on welfare resulting from mar-

ket clearing and redispatch. In most hours, using a redispatch potential increases welfare. However, 

there are situations in which the utilization of the redispatch potential results in an overall welfare 

loss that is, when redispatch costs exceed the welfare gain in the market-clearing stage. The occur-

rence of such situations can be reduced when applying the limitation rules. For instance, under 

RDpot_sens_red, the number of hours with welfare loss are reduced from 2,475 to 1,838 hours per 

year. This reduction corresponds to a decrease in inefficiency from 22 to 13 M  per year. Further de-

tails on the market impacts are discussed in the next section. 

 
Figure 7: Utilized redispatch potential and its net effect on system costs for all 8,760 hours of one year 

The following exemplary situation illustrates the utilization of redispatch potentials in the model. Fig-

ure 8 shows all modeled transmission lines in gray and CNEs always binding in the market coupling 

problem in black. The red lines indicate binding CNEs without the utilization of a redispatch potential, 

and the green lines show CNEs binding after the utilization of the redispatch potential. The utilized 
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redispatch potential is characterized by red (downward) and blue (upward) triangles. Moreover, the 

black open triangles show the changes in the zonal net position after utilizing the redispatch potential. 

 

Figure 8: Utilization of the redispatch potential and binding CNEs for a situation with a high load and wind infeed 

The exemplary situation with high electricity demand and a high infeed from wind energy (mainly at 

the northern periphery of the Core region) is associated with considerable north south transit. With-

out a redispatch potential, Germany export is limited by a CNE at the border to Poland. France has 

to counter the flows from the north and export more than 8.5 GW. With a redispatch potential, binding 

CNEs and net positions change. The utilization of a redispatch potential in southern Germany and Swit-

zerland relaxes the available margins on internal CNEs in Germany, moving the er 

constrained lines further south. 

Consequently, Germany increases by 6.7 GW during the market-clearing stage. At the 

same time, France and Switzerland reduce their net positions by 5 GW and 4 GW, respectively. Overall, 

cross-border trade can be increased by 1.4 GWh for the considered hour in the Core region. This case 

shows that including a redispatch potential allows for more efficient utilization of the existing infra-

structure. The following section discusses the results at the aggregate level. 

all lines (4239)
always binding (6)
binding only without RDpot (1)
binding only with RDpot (3)
utilized negative RDpot
utilized positive RDpot
negative change in net position with RDpot
positive change in net position with RDpot
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4.3 Impact of the redispatch potential 

4.3.1 Market effects 

Both concepts (i.e., minimum margins and redispatch potential) aim to improve cross-border trade 

and price convergence. Relaxing transmission constraints using minimum margins or redispatch po-

tentials enlarges commercial capacities (i.e., flow-based domains) and increases cross-border trade. 

Figure 9 shows the effects on cross-border trade for the minRAM and RDpot cases individually and 

combined. Among the individual measures, minRAM exhibits the largest increase in cross-border 

trade. The sweeping increase in commercial capacities enabled by minRAM allows for a considerable 

increase in cross-border trade of 19.3 TWh, corresponding to 14%. Including redispatch potentials in-

duces higher cross-border trade by up to 9.5 TWh (8%). Depending on the limitation rule and the limi-

tation of the redispatch potential, the benefits regarding cross-border trade are reduced to 6.1 TWh 

compared to the reference case. Combining minRAM and RDpot allows for a total increase in cross-

border trade in the range of 20.7 to 22.0 TWh. 

Regarding the effect of minRAM on individual countries, imports to Belgium are reduced ( 38%), while 

imports to Poland ( 142%) and Germany ( 14%) are increased. Exports from Germany, France, the 

Netherlands, and Hungary increase substantially. At the same time, RDpot increases imports mainly to 

Central Eastern Europe and Switzerland, while exports from Germany and France increase. Overall, the 

effects are less extreme and somewhat balanced across the capacity calculation region under RDpot. 

Both approaches, minRAM and RDpot, result in reduced CO2 emissions, mainly driven by increased 

exports of wind energy from Germany and nuclear energy from France, balancing decreased genera-

tion using coal and lignite in Germany and Poland (see Figure 16 in the Appendix).  

 
Figure 9: Change in cross-border trade (sum of exports) compared to the reference case  

A decrease in price spreads is equivalent to an increase in the convergence of electricity market prices 

and a result of reduced (market) congestion between the bidding zones. The average price spread is 
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defined as the average difference between the hourly minimum and maximum price in the Core region 

over all hours of the year. 

The changes in the average price spread compared to the reference case are shown in Figure 10. The 

results follow the same pattern as the change in cross-border trade discussed above. However, the 

gap between the minRAM and RDpot solutions is smaller than the change in cross-border trade. With-

out combining the design options, the application of minimum margins decreases the average price 

spread to a greater extent ( 6.1 than the inclusion of redispatch potentials (up to 

4.9 ), whereby the more restrictive limitation rules induce smaller changes ( 3.1 

the most restrictive rule). Combining minRAM with RDpot allows for a considerable further decrease 

in price spreads. In this case, limiting the redispatch potential has no substantial effect. 

The decrease in price spreads can be attributed to two effects. On the one hand, both concepts lead 

to a reduction in (very) high electricity prices. Based on a maximum 

reference case, applying minimum margins leads to a decrease When including re-

dispatch potentials, the reduction of peak prices ranges from 40.48 to 50.87 . Combining both 

approaches achieves a decrease in the range of 57.80 . Consequently, minRAM and 

RDpot contribute to stable electricity prices in high-demand and scarcity situations. On the other hand, 

minRAM reduces the occurrence of negative prices resulting from increased cross-border exchange 

capabilities and the reduced market-based curtailment of wind generation. 

 
Figure 10: Change in the average price spread compared to the reference case 

From a market perspective, increased cross-border trade and price convergence due to minimum mar-

gins and redispatch potential are expected to reduce market-clearing costs. However, the analysis 

needs to incorporate the redispatch stage to provide a complete picture of the overall (socio-eco-

nomic) cost. Figure 11 shows the differences in the market-clearing and redispatch costs compared to 

the reference case. Moreover, the net welfare effect (i.e., the change in total costs) is depicted in the 

boxes. 
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For minRAM, the sweeping increase of commercial capacities to a minimum level reduces market-

clearing costs while significantly increasing redispatch costs. The latter overcompensates the cost re-

duction, leading to an overall welfare loss of 107.3  per year, confirming the results of Schönheit et 

al. (2021a). Nevertheless, this welfare loss must be regarded under the assumed minRAM of 70% and 

redispatch penalty factors, which may overestimate the actual redispatch costs. At the same time, the 

implicit assumption of a perfectly coordinated cross-border redispatch might underestimate redis-

patch costs.7 

 
Figure 11: Change in the market-clearing and redispatch costs compared to the reference case 

Using the redispatch potential approach allows for increasing commercial capacities whenever effi-

cient that is, when the costs of securing increased commercial capacities via (virtual) redispatch are 

lower than the achieved reduction of market-clearing costs. Compared with minRAM, considering re-

dispatch potentials reduces the effects on market-clearing and redispatch costs, and an overall welfare 

gain of up to 108.6  per year is obtained. Market-clearing costs in RDpot_sens are lower than in 

RDpot_unlim. Here, limiting the redispatch potential reduces the re-optimization of the zonal market 

clearing where it does not increase cross-border trade. Consequently, there is a shift from market 

                                                           
7 For perspective, a sensitivity with a low minRAM of 31% leads to an overall cost decrease of 39.3  per year, 
which is still less than the cost reductions achieved with an integrated redispatch potential. Moreover, excluding 
the redispatch penalty factors reduces redispatch costs for all scenarios, whereby the comparison of minRAM 
and the redispatch potential is not impacted. 
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clearing to (calculatory) redispatch potential costs (see Figure 17 in the Appendix), and cross-border 

trade is slightly higher under RDpot_sens.8 

Combining minRAM with RDpot helps to partly compensate for the adverse effects of minRAM. How-

ever, an overall welfare loss is still observable, albeit reduced to about 40  per year. 

Both approaches, minimum margins and redispatch potentials, lead to an increase in cross-border 

trade. In light of the cost effects discussed above, Figure 12 puts the change in total costs in relation 

to the additional cross-border trade. 

For minRAM, the additional costs associated to the additional cross-border trade of 19.3 TWh leads to 

an average cost of 5.6 /MWhaddTrade. In contrast, in all three cases with redispatch potential alone, the 

additional cross-border trade leads to an overall cost reduction that may reach up to 14.2 /MWhad-

dTrade. RDpot_sens_red achieves the best benefit-to-effort ratio. 

 
Figure 12: Change in total costs per unit of additional cross-border trade compared to the reference case 

4.3.2 System operation effects 

The analysis of the effects of introducing minimum margins or redispatch potentials revealed increased 

redispatch costs. This indicates an increase in grid congestion, which implies a trade-off between eco-

nomic benefits and system security. 

Corresponding to the increased redispatch costs, Figure 13 shows the change in the average number 

of violated transmission constraints implied by the market results before the utilization of congestion 

management measures (i.e., redispatch). The pattern corresponds to the results detailed above, with 

the redispatch potential leading to a third of the additional violated constraints in the minRAM case. 

                                                           
8 The re-optimization of the zonal market clearing using the redispatch potential could be avoided by implement-
ing an additional constraint suppressing the overall negative costs for the redispatch potential (see also equation 
[ ]). However, this constraint may also suppress situations where pairs of negative and positive redispatch po-
tentials have negative costs and increase cross-border trade. Consequently, we refrained from implementing 
such a constraint. 
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Combining minRAM and RDpot leads to the most violated constraints. In this regard, limiting the re-

dispatch potential according to the second limitation rule (RDpot_sens_red) has a noticeable impact 

on the number of violated constraints. 

 
Figure 13: Change in the average number of violated constraints compared to the reference case 

Figure 14, showing the change in the average number of redispatch measures, and Figure 15, depicting 

the overall change in redispatch volume, exhibit similar patterns. An increased number of violated 

constraints comes with an increase in redispatch measures and volumes. Under minRAM, the redis-

patch volume rises by 13.2 TWh, which is almost 20% compared to the 67 TWh in the reference case 

in the Core region.9 Including redispatch potentials increases volumes by only 5.8 TWh to 8.1 TWh, 

depending on the limitation rule. Again, the combination of minRAM and RDpot leads to the highest 

overall increase. 

The higher increase in redispatch volumes under the minRAM approach links back to the economic 

impact. The sweeping definition of minimum margins leads to more violations of grid constraints and 

a higher number of required redispatch measures. To relieve grid congestion, TSOs must increasingly 

rely on less efficient redispatch units (i.e., located farther from grid congestion and with lower sensi-

tivity to the congested grid element), leading to higher (specific) redispatch costs.  

 
Figure 14: Change in the average number of redispatch measures compared to the reference case 

                                                           
9 For comparison, the total redispatch volume in the considered model region in 2020 was 47 TWh (ACER and 
CEER 2021). 
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Figure 15: Change in redispatch volume (positive and negative) compared to the reference case 

When assessing the outcomes of the analysis, some limitations of the approach must be kept in mind. 

Notably, the model includes cross-border redispatch, which is currently not perfectly coordinated in 

the Core region. Regarding integrating the redispatch potential, we may overestimate the resulting 

benefits in the market-clearing stage. Moreover, the model may underestimate redispatch amounts 

and costs, affecting all cases. Conversely, negating derogations from the 70% minRAM before 2025 

and phase-shifting transformers may imply higher redispatch volumes and costs. Additionally, positive 

economic real-world implications for investors, which may emerge due to higher price convergence, 

were not taken into account in this paper. Nevertheless, as the analysis is based on comparing alter-

native cases relative to a reference case, we do not expect the conclusions to be affected by changes 

in these assumptions. 

5 Conclusions and policy implications 

This contribution is motivated by the ongoing debate about further developing the European electricity 

markets and congestion management. Several recent studies discussed market design options to in-

crease cross-border trade through market-based redispatch mechanisms (Hirth and Schlecht 2020; 

Schlecht and Hirth 2021; Ehrhart et al. 2022). This paper focuses on an option in which the TSO is 

responsible for providing the market with the available redispatch potential. It sheds light on the mar-

ket and system operation effects of minimum margins (i.e., minRAMs) vs determining and integrating 

redispatch potentials using a large-scale model covering (most of) the Core capacity calculation region. 

The results show that the minRAM approach is most effective regarding additional cross-border trade 

and increasing price convergence. However, a sweeping increase in cross-border capacities can lead 

to inefficiencies. Moreover, implementing the minRAM approach leads to a higher frequency of viola-

tions during grid operation and an increased need for redispatch measures. Our analysis reveals an 

overall cost increase (i.e., welfare loss) due to the minRAM approach, mainly caused by higher redis-

patch costs outweighing the benefits of increased cross-border trade. 
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The inclusion of redispatch potentials is equally effective regarding improved price convergence in the 

Core region, whereas the increase in cross-border trade is lower than within the minRAM approach. 

However, using redispatch potentials leads to a more efficient increase in cross-border capacities and 

helps reduce system costs (or increase welfare) in the Core region. These results align with the findings 

yielded by a small test system studied by Poplavskaya et al. (2020). The approach mimics the physical 

reality of the underlying transmission system more closely and hence induces fewer additional redis-

patch measures compared to the minRAM method. 

Based on our analysis, it can be concluded that including redispatch potentials is more efficient for 

increasing cross-border trade and maintaining system security and should replace the minRAM ap-

proach. However, removing the already implemented minRAM method may be politically difficult to 

push through. This may be even more true since a primary political objective at the European level has 

always been to facilitate cross-border trade. 

If this political objective remains a dominant premise, the already implemented minRAM approach 

should be extended to include redispatch potentials. In the case of combining the two methods, our 

analysis indicates an improved net effect of roughly 80  per year. Accordingly, potential efficiency 

losses due to the minRAM approach can be compensated for by efficiency gains through integrating 

redispatch potentials into the market clearing. The latter effect is mainly driven by the further increase 

in the RAM (beyond 70%) by utilizing redispatch potentials when efficient. However, politically accel-

erated renewables integration plans and sector coupling may significantly increase redispatch volumes 

and costs in the future if progress regarding network extension remains (too) slow. If this induces a 

shift in political targets toward system security, including redispatch potentials is a promising alterna-

tive for maintaining high cross-border exchanges while limiting redispatch volumes in the transmission 

grid.  

When implementing redispatch potentials in the market-clearing stage, additional aspects are rele-

vant: 

- TSOs face a trade-off between defining and giving redispatch potentials to the market and 

securing grid operation. The selection of generation units for the redispatch potential affects 

its effectiveness and efficiency. Redispatch potential limitations and selection rules, as pro-

posed in this contribution, may help to overcome or alleviate this issue. Moreover, the defini-

tion of the redispatch potential should be embedded in a monitoring process to avoid poten-

tially arbitrary choices made by TSOs. 

- Implementing redispatch potentials in the market clearing should align with the respective 

compensation rules for redispatch. This maintains consistent economic incentives between 

the market-clearing and redispatch stages.  
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- The integrated redispatch potential approach may be extended to other market time frames, 

such as intraday. When moving closer to real time, interactions between utilizing redispatch 

potentials to increase cross-border trade and the resulting redispatch requirements may yet 

create challenges for system operation and security. Moreover, day-ahead markets are more 

critical in terms of trading volumes and potential welfare impacts. 

- To fully utilize the benefits of including redispatch potentials, the coordination of redispatch 

measures between TSOs and across bidding zones should be improved. This improvement 

would support the efficiency of integrating redispatch potentials and the overall efficiency of 

the FBMC process, including minRAMs. 

- Poplavskaya et al. (2020) mention the issue of potential strategic bidding when generators are 

often activated for integrated redispatch. However, this contribution assumes only the consid-

eration of redispatch potentials and not the activation of redispatch units during the market-

clearing stage. Nevertheless, the issue of potential strategic bidding remains. In the case of 

cost-based redispatch, including redispatch potentials does not yet create additional strategic 

bidding potential. Consequently, changes in the zonal delimitation should rather be used to 

address structural congestions (that amplify potential strategic bidding). 

From a broader perspective, integrating national power markets into a single European market forms 

a central pillar for a secure, sustainable, and efficient electricity supply. Increasing cross-border trade 

supports market integration. Grid expansion is the primary measure used to increase cross-border ca-

pacities in the long run. In the mid-term, the bidding zone review addresses congestions limiting cross-

border trade. Before real-time system operation, the market coupling process and remedial actions

such as redispatch allocate existing cross-border capacities. Consequently, integrating redispatch po-

tentials in market clearing addresses the short-term optimization of existing capacities and supports 

cross-border trade and market integration in Europe. According to the results of this study, the design 

options considered contribute to limiting electricity prices in high-demand and scarcity situations. 

The recent strengthening of climate and renewable energy targets is associated with an increased need 

for transport infrastructure to integrate climate-neutral generation and flexibility into energy systems. 

Against the background of already delayed grid expansion plans and indecisive past bidding zone re-

views, short-term measures, such as implementing redispatch potentials in market clearing, are effec-

tive for increasing cross-border trade and support the integration of renewable energy sources. 
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Figure 16: Change in CO2 emissions compared to the reference case

Figure 17: Absolute cost values, including (virtual) costs for redispatch potential
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A B S T R A C T

With energy generation becoming increasingly decentralized, the need for congestion management across grid
voltage levels is also increasing. To enable fair sharing of congestion costs among grid operators, these costs
must be allocated to congested grid elements. We propose using the Shapley value for this purpose. The
Shapley value is a cooperative game theory concept that was developed to share a total surplus generated by
a coalition of players between the players based on their marginal contributions to the coalition. We apply
this concept to share the costs of congestion management between grid elements based on their contributions
to overall congestion management costs. To reduce the computational complexity of the Shapley value, we
introduce two novel simplification approaches and compare them to existing methods using a numerical
example based on CIGRE benchmark grids. The first method exploits the fact that the characteristic function
for the congestion costs is obtained from an optimal power flow computation (i.e., a constrained optimization
problem). It utilizes knowledge about which constraints are non-binding in the optimization to derive the
values of related coalitions without calculating them. The second method takes advantage of the fact that the
congestion management cost-allocation game is monotone and derives the values of coalitions based on this
property. Both methods are implemented and compared to sampling. Using the first method, we are able to
reduce computational complexity to less than 20% of that of the original problem while maintaining exact
results. Our second approach is not dependent on detailed knowledge of the underlying optimization problem
and can reduce the computational time by almost half with exact results and much further when compromising
precision. While the methods are presented through an application example, they can be applied to other games
with similar properties.

1. Introduction

Congestion management at the transmission system level has been
discussed in detail in recent decades [1]. Besides nodal pricing, which
has been implemented in parts of the US, zonal pricing in combination
with redispatch measures is the most frequently applied strategy for
congestion management [2–5]. The increase in renewable capacities
has led to significant changes in the electricity system, as congestion
management is no longer exclusively limited to the transmission grid.
Renewable generation capacities that are connected to lower grid levels
are replacing major conventional power plants, which are connected
to the transmission grid. Since distribution grids are not commonly
designed to transport such large amounts of electricity, congestion
management on lower grid levels will become increasingly impor-
tant [6,7]. Furthermore, transmission system operators will gradually
have to rely on flexibility options in the distribution grid to alleviate
congestion in transmission grids. Consequently, flexibility options in

∗ Corresponding author.
E-mail address: simon.voswinkel@uni-due.de (S. Voswinkel).

distribution grids will become more important, and distribution system
operators will also play an increasingly important role in congestion
management.

In the European electricity system, there are typically different
operators for the transmission and distribution grids. However, there
are major national differences. Whereas there are only one transmission
and one major distribution grid operator in France, Germany has more
than 800 distribution grid operators at various voltage levels plus four
transmission grid operators [8]. In some cases, all grid levels in a
region are operated by different grid operators (i.e., there are up to
four different grid operators for the different voltage levels).

Due to the high degree of interdependence between grid levels, close
coordination is necessary to exploit synergies between grid operators
and ensure efficient congestion management measures across grid lev-
els [9,10]. It is clear that this is a major challenge, especially with
over 800 grid operators in Germany. Therefore, an industry solution for
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coordinating redispatch measures among transmission and distribution
grid operators has been developed, which is called Redispatch 2.0 [11].
It serves as a guideline for the implementation of redispatch measures
across several grid levels. Specifically, the existing redispatch processes
of the transmission grid operators are extended so that the distribution
grid operators will take an active role in the redispatch processes in the
future.

A key question is how the costs of congestion management (which
we will refer to as congestion costs) should be allocated between all
involved grid operators. This question is particularly relevant in a regu-
latory framework like the one in Germany, where grid operators charge
the congestion costs exclusively to their grid customers. For example,
customers of a grid operator with high congestion costs usually have
to pay higher grid charges than customers of a grid operator with low
congestion costs. Although there has been a law in place since 2017 to
gradually align the grid fees of the four transmission system operators,
the Grid Fee Modernization Act (NEMoG), this problem still exists at
the distribution grid level. Consequently, customers of a grid operator
in regions with a particularly high in-feed of renewable energy may
have to pay higher grid charges because the grid operator has to resort
more frequently to cost-intensive congestion management measures.

In the academic literature, several approaches have been proposed
regarding the fair allocation of congestion costs. We focus on a method
of cooperative game theory, the Shapley value, to allocate congestion
management costs to the grid elements for which congestion man-
agement must be performed (and by extension to the grid operators
owning the elements). Essentially, the share of total costs allocated to
an element is calculated by the Shapley value. It reflects the element’s
average expected marginal cost contribution to congestion manage-
ment over all possible combinations of cooperating elements, so called
coalitions. In the case of congestion management, applying the Shapley
value to use cases with many congested elements quickly leads to deter-
rent computational efforts, since a multivariable optimization problem
has to be solved for each coalition to determine the corresponding
costs. Due to this computational complexity, the method is difficult
to apply to real-world examples unless approximation and alternative
calculation strategies are applied.

2. Contribution

Existing approaches to reduce computational complexity have the
disadvantage that either the computational precision of the cost shares
is lost, as in the case of approximation methods like sampling, or the
methods are only applicable to very specific types of cooperative games
(for a review of different methods see for example [12,13]). To the
best of our knowledge, no specific method has been developed for a
cooperative game with the characteristics of a redispatching problem
based on a central optimization problem.

This paper aims to fill this knowledge gap and contributes to the
scientific literature in the following ways:

• Two novel methods that simplify the calculation of the Shapley
value by exploiting the specific properties of the underlying char-
acteristic function without sacrificing precision are developed:

– The first method exploits the fact that the characteristic
function for the congestion costs is obtained from an optimal
power flow computation (i.e., a constrained optimization
problem). It utilizes knowledge about which constraints are
non-binding in the optimization to derive the values of
related coalitions without calculating them.

– The second method takes advantage of the fact that the con-
gestion management cost-allocation game is monotone and
derives the values of coalitions based on this property. In
this case, detailed knowledge of the underlying optimization
problem is not necessary.

Both methods allow the derivation of the costs of many coali-
tions without having to calculate each of them by solving the
underlying constrained optimization problem. Since the computa-
tion time depends proportionally on the number of optimization
problems to be solved, it is shown that significant savings in
computational effort can be achieved by the proposed methods.

• The simplification methods are applied to an illustrative CIGRE
power grid with seven grid operators and eleven congestions to
demonstrate their applicability. We show that the developed cal-
culation methods correctly determine the Shapley value and that
the Shapley value is superior to other cost sharing mechanisms,
which is in line with existing research.

• The performances of the developed simplification methods are
also compared to established approximation methods like sam-
pling. It is shown that the developed methods have significant
advantages over the approximation methods that have been pre-
viously used.

In summary, the focus and novelty of the paper lies in introducing two
new approaches to calculate the Shapley value and enable its use in
real world applications. The main focus is not on the superiority of
the Shapley value over other cost sharing methods, which has already
been shown in several existing papers. Nevertheless, the benefits are ad-
dressed in the paper and it is shown that our results are in line with the
research that has already been conducted. Although the methods are
presented using the example of congestion cost allocation, they could
also be used for other application cases with similar characteristics.

The paper is organized as follows. In Section 3, we introduce the
Shapley value along with previous energy-related applications and
existing approximation methods. Section 4 begins by defining conges-
tion management in game theoretic terms before detailing the main
contribution of this paper, the two new simplification methods. The
methods are applied to a case study in Section 5 and compared to other
approaches. The paper concludes with Section 6.

3. General approach and background

3.1. The Shapley value

The Shapley value was originally introduced to fairly allocate the
utility (e.g., money) achieved through the cooperation of all partici-
pating players in transferable utility games [14]. However, the method
can also be applied to allocate the costs of a grand coalition among
its players [15,16]. This section presents the relevant properties of
the Shapley value within a cost-allocation problem and derives the
mathematical formulation based on [17].

Let a cost-allocation problem be a pair (𝑁, 𝑐), where 𝑁 is the set
of players, and 𝑐 ∶ 2𝑁 → R is a map that assigns to every possible
coalition 𝑆 ⊂ 𝑁 the cost 𝑐(𝑆). The goal is to allocate the costs of
the grand coalition 𝑐(𝑁) among all players 𝑖 ∈ 𝑁 . To achieve this, an
allocation rule 𝛷 needs to be defined, which assigns to every 𝑐 ∈ 𝐶(𝑁)
a vector 𝛷(𝑐) ∈ R𝑁 satisfying ∑

𝑖∈𝑁 𝛷𝑖(𝑐) = 𝑐(𝑁). 𝐶(𝑁) is the set of
cost-allocation problems with every finite set of players 𝑁 . Reasonable
properties for an allocation rule are symmetry, additivity, and the null
agent property:

Symmetry: An allocation rule 𝛷 satisfies symmetry if it holds that
𝛷𝑖(𝑐) = 𝛷𝑗 (𝑐) for all 𝑐 ∈ 𝐶(𝑁) and all 𝑖, 𝑗 ∈ 𝑁 that are symmetric in 𝑐.

Null Agent Property: 𝛷 satisfies the null agent property if 𝛷𝑖(𝑐) = 0
for all 𝑐 ∈ 𝐶(𝑁) and all agents 𝑖 ∈ 𝑁 with zero costs in 𝑐.

Additivity: 𝛷 satisfies additivity if it holds that 𝛷(𝑐+𝑑) = 𝛷(𝑐)+𝛷(𝑑)
for all 𝑐, 𝑑 ∈ 𝐶(𝑁).

The Shapley value is a unique allocation rule for cost-allocation
problems that satisfies all three properties, and it can be mathemati-
cally formulated as follows:

𝛷𝑖(𝑐) =
∑

𝑆∈𝑁⧵{𝑖}

|𝑆|!(|𝑁| − |𝑆| − 1)!
|𝑁|!

(𝑐(𝑆 ∪ 𝑖) − 𝑐(𝑆)), (1)
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where 𝛷𝑖 is the Shapley value of player 𝑖. The Shapley value can be
interpreted as the average marginal costs added to all coalitions 𝑆 by
player 𝑖. All possible coalitions are considered and weighted with a
factor |𝑆|!(|𝑁|−|𝑆|−1)!

𝑛! that represents the frequency of these coalitions.
Besides the above-mentioned characteristics, the Shapley value also
satisfies the efficiency criterion, which means that it distributes the
exact cost of the grand coalition among all agents:
𝑁
∑

𝑖=1
𝛷𝑖(𝑐) = 𝑐(𝑁) (2)

In the context of allocation of congestion management costs among grid
operators, the properties of the Shapley value also characterize a fair
cost allocation mechanism. It is ensured that only the actually incurred
costs of congestion management are distributed via the mechanism
(efficiency, cf. Eq. (2)) and grid operators without congested lines do
not have to bear any costs (null agent). Furthermore, grid operators
with exactly the same marginal contribution to the total costs are also
allocated the same share (symmetry).

However, to get the exact Shapley value, costs of 2𝑁 coalitions must
be calculated, which results in high computational complexity. Thus,
the Shapley value is not easily applicable to real-world problems with
more than 25 participants [18]. This is especially true in the case of
cost allocation between grid operators, since a constrained optimization
problem must be solved to calculate the cost for each coalition (see
Section 4.1.2).

3.2. Shapley-value: previous energy-related applications

The Shapley value has already been used in different energy-related
applications. [19], for example, apply the Shapley value to allocate
congestion costs to loads. They show that a solution to the Shapley
value can be found for a simple illustrative example, but do not
elaborate on the feasibility for a real cost-sharing scenario with many
players.

[20] introduce a congestion cost-allocation method based on the
Shapley value in the context of a pool market model. The goal of the
paper is to allocate congestion costs to transactions through a two-step
approach. The first step includes the allocation of costs to congested
lines according to the Shapley value. Second, the allocation of line costs
to transactions is done by applying a power flow-tracing method. [20]
also compare the results of their method with the shadow price and
incremental method and conduct a sensitivity analysis for different
transmission constraints, generation bids, and load levels. They con-
clude that the Shapley value is a fair method for cost allocation with
the disadvantage of high computational complexity. However, [20]
state that the complexity is sufficiently reduced by applying the two-
stage process, in which the costs are not allocated to all transactions
directly but initially only to the congested lines via the Shapley value.
According to the authors, in power systems, there are only a few
lines congested at the same operation time, which makes the method
feasible for allocating the congestion costs. However, in Germany, for
example, a large number of grid elements are frequently overloaded
at the same time, especially during periods of high renewable feed-in
from wind turbines. As generation capacities are shifting to the distri-
bution grid (cf. Section 1), the number of simultaneously overloaded
grid components is likely to increase further. Therefore, the statement
of [20] is highly dependent on the power system under consideration.
For complex real-world conditions such as described above for the
German system, alternative calculation methods are needed to apply
the Shapley value.

The Shapley value and related allocation rules have also been
applied in other energy-related and non-energy-related areas. Energy-
related applications include, for example, loss allocation in transmis-
sion and distribution grids [21–26], allocation of fixed grid costs [27–
31], allocation of transmission grid investment costs [32–37] and other
energy-related applications, such as the allocation of CO2 emissions in

a multi-product oil refining industry [38], the distribution of revenues
among the participants in a demand response program [39], the assess-
ment of economic signals in microgrids [40], and the provision of a
profit-sharing scheme between integrated distributed energy resources
pooled in a virtual power plant [41].

As the Shapley value is very well established, there are also many
non-energy-related applications. Detailed overviews are given by [42]
and recently [43]. An overview with a special focus on cost-allocation
problems is given in [17].

3.3. Shapley value: previous approximation and simplification methods

The high computational complexity of the Shapley value can be
caused by two aspects: the large number of coalitional values to be
computed and/or the complexity of calculating the coalition values,
depending on the properties of the characteristic function [13]. Many
researchers have already tried to solve these problems, and the re-
sulting approaches can be divided into three groups: first, alternative
representation formalisms to efficiently compute the exact Shapley
value [44,45]; second, developing exact efficient methods for some
specific classes of games [46]; and third, bounded approximate solu-
tions [47–49]. A detailed overview of different strategies to overcome
the computational complexity is provided by [12]. Besides the descrip-
tion of complete representation languages for characteristic function
games like marginal contribution nets, [12] also present solutions for
several combinatorial optimization games, such as induced subgraph
games, network flow games, and minimum cost-spanning tree games.
Recently, [43] have presented some specific applications where the
exact Shapley value can be obtained, avoiding the complex calculation
by applying algorithms that rely on the decomposition of a given
characteristic function.

To the best of our knowledge, no specific method for a cooperative
game with the characteristics of a redispatching problem based on a
central optimization problem has been developed yet. Therefore, only
approximation and simplification methods for general classes of games
in characteristic function form can be considered for the redispatch-
ing problem. Out of these, sampling is the most commonly applied
approximation method in the literature.

[50] were the first to develop a simple random sampling algorithm,
where samples are drawn from the population of all permutations to
estimate the Shapley value. Based on this work, several enhancements
of sample-based approximation methods were developed. [39,51] pro-
pose stratified sampling approaches to reduce the number of samples
needed to attain a certain estimation accuracy. Based on their previous
paper, [52] also propose stratified random sampling to reduce the
variance of the original estimation method. [18] introduce a method
called structured random sampling that reduces the average error in
the Shapley value approximation by almost 30 percent compared to
simple sampling by [50]. In contrast to the preceding methods based
on independent sampling, [53] propose an ergodic sampling algorithm
that uses pairs of negatively correlated samples to reduce the estimation
error, which, in some instances, dramatically improves the quality of
the estimation.

While the above mentioned sampling methods bring significant
improvements in the computation time of the Shapley value, such
approximation methods sacrifice the accuracy of the computed values.
While sampling methods have been improved and higher accuracy can
be achieved, problem-specific methods can often significantly reduce
calculation time without sacrificing accuracy at all. Notably, we are not
aware of any problem-specific approaches to improve the Shapley value
for congestion cost allocation. Therefore, we propose two new methods
that can significantly reduce computational complexity in the context
of a congestion management cost-allocation game. The first method
exploits the fact that the characteristic function for the congestion
costs is obtained from an optimal power flow computation (i.e., a
constrained optimization problem). It utilizes knowledge about which
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constraints are non-binding in the optimization to derive the values of
related coalitions, without calculating them. The second method takes
advantage of the fact that the congestion management cost-allocation
game is monotone and derives the values of coalitions based on this
property. Both methods are implemented and compared to sampling.
While the methods are presented through an application example, they
can be transferred to other games with similar properties.

4. Methodology

This section defines the congestion management cost-allocation
game and develops the simplifications that form the contributions of
this paper. The main points are quickly summarized as follows.

As detailed in Section 3.1, the Shapley value, while originally devel-
oped to allocate utility, can also be used to fairly allocate the costs of
a grand coalition among its players. In the case examined in this paper
and as will be further explained in Section 4.1.2, the grand coalition
is formed by all congested lines in a specific grid load case and the
costs of this grand coalition are the costs for relieving these congestions
– i.e., the costs of doing redispatch for a specific point in time. The
characteristic function (as will be shown in Section 4.2) is an optimal
power flow (OPF) calculation, that determines the optimal redispatch
configuration for a given set of congested grid elements and the costs
associated with that redispatch configuration. When performed for the
grand coalition, i.e., for all congested elements in a grid load case, this
yields the costs for the grand coalition, i.e., the costs that have to be
redistributed to the individual grid elements that caused them.

To use the Shapley value for allocating these congestion costs, not
only knowledge of the costs of the grand coalition is required, but
also of the costs for every other possible configuration the congested
elements that make up the grand coalition. Because the optimal power
flow used for solving the redispatch problem that is necessary to gain
knowledge of these costs (i.e., the characteristic function) is resource
intensive, the Shapley value is difficult to compute for all but very
small grand coalitions, made up of only a few congested elements.
Because solving the underlying optimization problems is by far the
most resource intensive part of calculating the Shapley value, reducing
the amount of coalitions that have to be calculated proportionally
reduces the time needed to calculate the Shapley value — if 50% of the
coalitions do not need to be solved by the optimal power flow because
the costs are determined with a different, much quicker, method,
approximately 50% of the original time is saved.

This is where the contribution of this paper lies: we develop two
methods that allow to infer the costs of many coalitions without solving
the optimization problem to calculate them. The first method is detailed
in Section 4.3.1 and is specific to games where the characteristic func-
tion is a linear optimization problem, as is the case in the redispatch
problem considered in this paper. The second method (Section 4.3.2)
can be applied more widely and applies to all games where the char-
acteristic function is monotone (i.e., costs cannot decrease with new
players joining the coalition), as is also the case in the redispatch
problem (see also Section 4.2.5).

4.1. Congestion management cost-allocation as a cooperative game

4.1.1. Need for a cooperative solution to the congestion management cost-
allocation

Congestions in power grids require coordinated actions by the in-
volved parties. This is particularly true if several grid operators are
involved, as the power grids are natural monopolies. A central opti-
mization of all redispatch measures is therefore considered as the most
efficient approach [54]. Yet this central optimization does not solve
the question of how to allocate the arising costs to the different grid
elements or grid operators involved. Here the Shapley value provides
a fair cost allocation mechanism. This is valid notwithstanding the
fact that grid operators, for example in Germany, have partly followed

non-cooperative strategies in the past. In fact, this non-cooperative
behavior was primarily encouraged by the poor existing cost-allocation
mechanism.1

The goals of a cost-allocation mechanism are to set correct incen-
tives and deliver fair results. While it is not necessarily guaranteed that
the Shapley value corrects all misaligned incentives in the context of
congestion management, it guarantees a fair distribution of the costs
and in this way at minimum does not counteract cooperation among
participants and decreases the risk of defection of the players from the
cooperative congestion management approach.

The Shapley cost allocation approach thus complements the joint
minimization of congestion management costs which is imposed on the
grid operators by the regulator — based on its regulatory competences
established to limit the natural monopoly power.

4.1.2. Definition of the congestion management cost-allocation game
To apply the Shapley value to the problem of allocating congestion

management cost, it needs to be defined in game theoretic terms. The
resulting game is called the congestion management cost-allocation game.

Calculating power flows in electricity grids is complex because
the power flow on each line depends on the in-feed and withdrawal
on every node in the grid. When certain line flows change, there
are also impacts on flows in other lines. Therefore, it is not easy to
determine the congestion cost that a operator should pay because all
the line flows are interdependent. Since individual measures can have
a positive impact on several congested lines at different voltage levels,
the allocation of the overall congestion costs may be a challenging
task. Thus, the Shapley value is applied to allocate costs based on
the marginal contribution of each congested element to overall costs.
Since the grid operators are cooperating to conduct the most efficient
congestion management, the underlying problem can be formulated as
a cooperative game with the following properties:

• Player 𝑖: congested line 𝑖 from a set of congested lines 𝑁 . Other
grid elements like transformers may be overloaded and hence
congested as well — yet we focus here on overloaded lines as
the most frequent case of congestion.2

• Grand coalition 𝑁 : set of all congested lines in a specific timestep
• Coalitions 𝑆: subset of congested lines from all congested lines
𝑁 . |𝑆| defines the size of a coalition with regard to the number
of congestions included.

• Cost function 𝑐(𝑆): congestion costs of coalition 𝑆 (as determined
by the optimal power flow (OPF))

• Cost function 𝑐(𝑁): overall congestion costs to be allocated (as
determined by the OPF) – special case of 𝑐(𝑆), where the coalition
𝑆 is the grand coalition 𝑁 .

In this game, coalitions are formed by congested grid elements, and
𝑐(𝑆) is the cost of addressing a given set of congestions 𝑆. We call this
approach the per-element Shapley value. It is also possible to group
certain sets of congested elements together so that they are always
regarded as a group instead of as individual players. The groups can
be formed according to which grid the congested elements are located
in. Because we assume that each grid is managed by a separate grid
operator, this variation is labeled the per-operator Shapley value. If
|𝑀| grid operators are considered in contrast to |𝑁| congested lines,

1 For example, grid operators had to bear full costs of congestion manage-
ment measures they instructed, even if other grid operators benefited from the
same measures. This created the incentive of free-riding, i.e., grid operators
withheld the instruction of measures in order to profit from congestion
management measures of other grid operators.

2 Because lines themselves cannot make decisions, this formulation implies
that each line is operated independently by one decision maker. The case
where multiple lines are operated jointly by one decision maker is theoretically
interesting, but is not part of this analysis.
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the number of coalitions that have to be calculated is reduced by a
factor of 2|𝑁|−|𝑀|. While this kind of merging of players allows a faster
calculation of Shapley values, it also leads to different results and is not
the focus of this paper.3

A crucial part of the congestion management cost-allocation game
is the characteristic function, which determines the costs 𝑐(𝑆) of each
coalition. Since we assume coordinated congestion management, the
measures and the resulting costs for each coalition are determined by
optimal power flow calculations, linear optimization problems which
are described in Section 4.2. This is a computationally expensive char-
acteristic function, which makes the computation of Shapley values for
even relatively small coalitions a challenge, emphasizing the need for
the type of simplifications we develop in this paper.

4.2. Characteristic function

The characteristic function of the congestion management cost-
allocation game described in Section 4.1.2 is the optimal power flow
performed on the electricity grid, subject to analysis. The optimal
power flow is a unit dispatch problem, where additional constraints are
given by the network equations, ensuring that limits on line capacities
are not exceeded. We perform the optimal power flow taking the
market outcomes as starting values; hence, a unit dispatch of zero
implies that the original schedule remains unchanged. The underlying
market outcomes result from a single grid load case, i.e., a single point
in time.

4.2.1. The optimization problem
In our application we use the Matlab toolbox Matpower [55] to

calculate the optimal power flow (OPF), which results in the opti-
mal redispatch. We apply the linearized DC power flow approxima-
tion to avoid issues of non-convexity and high computation times
in the optimization. The following equations are adapted from the
manual [56].

The vector of optimization variables is

𝑥 =
[

𝛩
𝑃𝐺

]

, (3)

containing the phase angles 𝛩, which are not relevant for the in-
terpretation of our specific problem, and the unit power output of
each generator 𝑃𝐺

𝑖 . In a prior step, the dispatch of the generation
units is optimized without line constraints, which corresponds to the
zonal market outcome. The power output obtained in the OPF is then
redispatched as needed to satisfy the line constraints.

The objective function minimizes the sum of all generation costs,
𝑐𝐺𝑖 (𝑃

𝐺
𝑖 ), being the cost function of generator 𝑖, which in our case always

uses a constant marginal cost.

min
𝛩,𝑃𝐺

𝑛𝐺
∑

𝑖=1
𝑐𝐺𝑖 (𝑃

𝐺
𝑖 ) (4)

The optimization problem is subject to

𝐵bus𝛩 + 𝑃𝐷 − 𝐿𝐺𝑃𝐺 = 0 (5)

which ensures that the power input and output on each node is bal-
anced and

𝐵branch𝛩 − 𝐹max ≤ 0 (6)

−𝐵branch𝛩 − 𝐹max ≤ 0 (7)

which are the line capacity constraints, with 𝐹max being the maximum
line capacity. 𝐵bus and 𝐵branch contain the imaginary parts of the bus
admittance matrix and branch admittance matrix, respectively. 𝑃𝐷 is

3 Differences are structural and cannot be compared to errors resulting from
an approximation.

the inelastic power demand on each bus, and the matrix 𝐿𝐺 links the
generator output 𝑃𝐺 to the correct buses.4

Lastly, the variables are bounded:

𝜃𝑖 = 𝜃ref𝑖 , 𝑖 ∈ ref (8)

𝑃𝐺,min
𝑖 ≤ 𝑃𝐺

𝑖 ≤ 𝑃𝐺,max
𝑖 , 𝑖 = 1… 𝑛𝐺 (9)

As congestion management is performed from a baseline, the bounds
on the power output are the limits from the baseline operating point of
each power plant — the room for adjustment. A fully dispatched power
plant thus exhibits a 𝑃𝐺,max

𝑖 of zero, and 𝑃𝐺,min
𝑖 of its full (negative)

capacity, as explained in the next section.

4.2.2. Grid model and baseline for congestion management
The underlying grid model specifies the complete grid topology

and the power demands 𝑃𝐷,0 at the nodes for the grid load case
under consideration. The market dispatch is then computed by a simple
optimization, neglecting the power flow constraints and effectively
collapsing all nodes into a single one.5 With the obtained dispatch
information, a power flow calculation is performed, that is, the set
of Eqs. (5) is solved with given generation in-feed 𝑃𝐺,0 to obtain the
angles 𝛩0 and the corresponding power flow vector 𝑃 𝐹 ,0 = 𝐵f rom𝛩0

with elements 𝑃 𝐹 ,0
𝑗 .

With the results of the power flow calculation, the violations of the
line capacity limits can then be calculated. The set of all lines with
exceeded capacity limits forms the grand coalition 𝑁 .

In order to perform the redispatch calculation, the grid model has
to be adjusted. For the resulting power outputs to be the redispatch
quantities – the delta from the baseline operating points – the operating
limits of the power plants are adjusted so that they correspond to the
room for adjustment left by the original dispatch, resulting in 𝑃𝐺,min,RD

𝑖
and 𝑃𝐺,max,RD

𝑖 , the lower and upper adjustment limits for the generators
in the redispatch problem:

𝑃𝐺,min,RD
𝑖 = 𝑃𝐺,min

𝑖 − 𝑃𝐺,0
𝑖 , 𝑖 = 1… 𝑛𝐺 (10)

𝑃𝐺,max,RD
𝑖 = 𝑃𝐺,max

𝑖 − 𝑃𝐺,0
𝑖 , 𝑖 = 1… 𝑛𝐺 (11)

The original dispatch 𝑃𝐺,0 is assigned to the grid nodes via the
assignment matrix 𝐿𝐺 and subtracted from the corresponding inelastic
node demand 𝑃𝐷, resulting in 𝑃𝐷,RD, the nodal power demand in the
redispatch problem:

𝑃𝐷,RD = 𝑃𝐷 − 𝐿𝐺
𝑘 𝑃

𝐺,0 (12)

4.2.3. Calculating the coalition values
The value of the grand coalition is calculated by simply performing

the OPF calculation on the grid model. To calculate the values for every
other coalition, the line capacity limits of the lines not belonging to the
coalition are modified as follows (𝑃 𝐹 ,max,new

𝑗 being the modified line
capacity limit of a line 𝑗):

𝑃 𝐹 ,max,new
𝑗 =

⎧

⎪

⎨

⎪

⎩

𝑃 𝐹 ,max
𝑗 , if 𝑃 𝐹 ,0

𝑗 ≤ 𝑃 𝐹 ,max
𝑗

𝑃 𝐹 ,0
𝑗 , if 𝑃 𝐹 ,0

𝑗 > 𝑃 𝐹 ,max
𝑗 ,

𝑗 = 1… 𝑛𝐹 (13)

If the power flow 𝑃 𝐹 ,0
𝑗 of a line 𝑗 not belonging to the coalition

exceeds the capacity limit 𝑃 𝐹 ,max
𝑗 , that capacity limit is increased to

𝑃 𝐹 ,0
𝑗 , the power flow in the original dispatch. This relaxation of the line

constraints implies that congestions outside of the current coalition do
not have to be resolved, but they must not be worsened by any remedial
action targeted at the other congestions.

4 In our application, we also consider demand-side flexibilities. These are
modeled as generators with negative generation limits and are included in 𝑃𝐺.

5 The model can also easily be extended to cope with multiple market zones.
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4.2.4. Binding and non-binding constraints
The line constraints of a power line become binding if the constraint

is a limiting factor during the optimization. A line constraint is non-
binding if the line is not fully utilized after the optimization. The
dual variable – the shadow price 𝜆𝑗 – of a non-binding constraint is
zero [57].

Even lines that are part of the grand coalition – implying that
they are overloaded in the baseline power flow – might not be at full
capacity after the congestion management optimization. This happens
when their congestion is dominated by a different congestion and
relieving that congestion leads to a formerly overloaded line not being
fully utilized anymore. In that case, its constraint will not be binding,
and correspondingly its shadow price will be zero. Because shadow
prices are returned by any linear program solver, they can be used to
determine which constraints were binding in the optimization.

For a given underlying market outcome and a corresponding subset
𝑆 of congested lines, a non-binding constraint implies that the result
of the redispatch optimization does not change if the capacity limit
that forms this constraint is removed.6 In game theoretic terms: the
costs associated with a coalition 𝑆 (redispatching costs for a set of
congested lines) do not change, if the player 𝑖 (the non-binding line)
is removed from the coalition, given that the corresponding constraint
is non-binding.7 We will use this to develop the simplification method
in Section 4.3.1.

4.2.5. Monotonicity of the redispatching problem
In a linear optimization with an objective function to be minimized,

the objective value cannot decrease when adding new constraints to
the existing optimization problem. The program has fewer degrees of
freedom with which to achieve an optimal result: either the original
solution is then still feasible, which means that the objective function
does not change. Or a new solution is needed as the old one is now
infeasible. But this new solution must have the same or a higher objec-
tive function value. Otherwise, it would already have been preferred in
the original problem.

Applied to the redispatching problem this means the costs for redis-
patching from a given underlying market outcome cannot decrease if a
new capacity constraint is added to the optimization. For the congestion
management cost-allocation game as defined in 4.1.2, this implies that
the cost function is monotone – the costs of a coalition cannot decrease
when another player is added. This property will be used to develop
the simplification method in Section 4.3.2.

4.3. Proposed approximation and simplification methods

As described earlier, the main challenge in applying the Shapley
value is to calculate the costs for all possible 2𝑁 coalitions — the
original grand coalition consisting of all congested elements in a grid
load case whose associated redispatching costs must be allocated, and
all possible sub-coalitions that can be formed by members of the grand
coalition along with their respective redispatching costs. Therefore, a
reduction of the number of costs that have to be calculated is directly
proportional to the reduction of the overall computational complexity.
In addition to the use of sampling, there are several problem-specific
methods for calculating the Shapley value with reduced computational

6 In contrast, binding constraints shape the optimization outcome. A bind-
ing constraint implies that the optimization algorithm hits a boundary in
search of the optimal solution. Therefore, if a binding constraint is removed,
the optimization outcome will be different, as that boundary no longer exists.
Instead, one or several other (formerly non-binding) constraints will become
binding.

7 This only holds for a given grid load case. For different load or infeed
situations, a completely different set of lines may be congested and form the
grand coalition 𝑁 associated with that new grid load case.

complexity. In this chapter, two new approaches for a cooperative game
with the characteristics of a redispatching problem are proposed.

The first analytical approach uses information about binding con-
straints from the optimization to determine the optimal overall con-
gestion management measures. A recursive algorithm is applied, which
systematically uses knowledge of non-binding line capacity constraints
to infer the costs of smaller coalitions without calculating them. This
approach is especially suitable for applications in which the values
of the characteristic function are determined via optimizations and
information about non-binding constraints can be obtained.

The second approach can also be applied if this information is
not available or if the characteristic function is not based on an opti-
mization. The corresponding algorithm is based on the monotonicity
assumption of the congestion cost function (congestion costs cannot
decrease if an additional congested element is added to a given set
of congested elements, see Section 4.2.5) and systematically com-
pares the costs of larger coalitions with the costs of associated small
sub-coalitions. If these costs are the same or differ only within a de-
fined tolerance, the costs of all intermediate coalitions can be inferred
without additional calculations.

4.3.1. Analytical method using non-binding constraints
Description of the method. As described in Section 4.2.4, some line
capacity constraints may not be binding in the determination of the
value of any given coalition. Non-binding constraints imply that the
value of the target function, in this case the congestion costs, does not
change if any such restriction is removed. Consequently, all coalitions
that differ from a given coalition only in that some subset of the non-
binding constraints (players) are removed must have the same value
as the original coalition and their respective values do not have to
be calculated separately, reducing the computational complexity of the
problem.

We call a player 𝑗 whose constraint is non-binding a non-binding
player. The group of all non-binding players 𝑆NBP of an optimization
𝑓 (𝑆) (which conceptually corresponds to the cost function 𝑐(𝑆)) based
on the set of players 𝑆, is characterized by the shadow prices 𝜆𝑓 (𝑆)(𝑗)
being equal to zero8:

𝑆𝑓 (𝑆)
NBP = {𝑗 ∈ 𝑆|𝜆𝑓 (𝑆)(𝑗) = 0} (14)

It is important to mention that the set of non-binding players
depends on the optimization problem considered because the constraint
corresponding to a player may be binding or non-binding depending on
the set of congestions considered in the optimization. Thus, removing a
binding player from a coalition may convert non-binding players in the
original coalition into binding players of the new coalition. However,
removing a non-binding player from a coalition will never change
the outcome of the optimization, including which other players are
(non-)binding.

The proposed algorithm starts with optimizations of so-called starter
coalitions and systematically infers the costs of subsets of these starter
coalitions based on binding constraints. A starter coalition 𝑆Start is a
coalition with at least one non-binding player (𝑆𝑓 (𝑆Start )

NBP ≠ ∅), such that
these players can be removed without changing the value. However, it
is not possible to add a player without changing the value. The set of
all starter coalitions is labeled as 𝑆Start ∈ Start .

A subset of a starter coalition that does not contain any non-binding
players is called base coalition

𝑆𝑓 (𝑆Start )
Base = 𝑆Start ⧵ 𝑆

𝑓 (𝑆Start )
NBP = {𝑖 ∈ 𝑆Start |𝜆

𝑓 (𝑆Start )(𝑖) ≠ 0} (15)

8 As stated in Section 4.2.4, shadow prices can be used to determine which
constraints are binding in the optimization (non-binding constraints have a
shadow price of zero). This is not to be confused with other methods for cost
allocation discussed in this paper, where the shadow prices themselves may
be used to calculate the cost allocation.
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Fig. 1. Simplified process diagram for the analytical method using non-binding constraints.

The costs of base coalitions are the same as the costs of the corre-
sponding starter coalitions and therefore do not need to be calculated
again:

𝑐(𝑆𝑓 (𝑆Start )
Base ) = 𝑐(𝑆Start ) (16)

The set of all base coalitions is labeled as Base.
Coalitions that are a subset of a starter coalition and a superset of a

corresponding base coalition are called intermediate coalitions 𝑆𝑓 (𝑆Start )
Inter

(𝑆𝑓 (𝑆Start )
Base ⊂ 𝑆𝑓 (𝑆Start )

Inter ⊂ 𝑆Start). They differ from their respective base
coalition only in that non-binding players are added, and differ from
their respective starter coalition only in that one or more non-binding
players are removed. Consequently, they have the same costs as their
respective starter and base coalitions:

𝑐(𝑆𝑓 (𝑆Start )
Inter ) = 𝑐(𝑆Start ) = 𝑐(𝑆𝑓 (𝑆Start )

Base ) (17)

where 𝑆𝑓 (𝑆Start )
Inter = 𝑆𝑓 (𝑆Start )

Base ∪ 𝑇 (18)

with 𝑇 ⊂ 𝑆𝑓 (𝑆Start )
NBP (19)

The set of all intermediate coalitions belonging to a certain op-
timization 𝑓 (𝑆Start ) is called 𝑓 (𝑆Start )

Inter , and the overarching set of all
intermediate coalitions that does not need to be calculated is Inter .

However, there are some coalitions, where players can neither be
added nor removed without changing the value. In that sense, these
coalitions are at the same time base and starter coalitions. We call these
coalitions unique value coalitions and reserve the terms base and starter
coalitions for coalitions that can be used to save calculations. The set
of all unique value coalitions is labeled as UVP.

In summary, the proposed algorithm systematically searches for
intermediate and base coalitions using knowledge of non-binding con-
straints of players of starter coalitions. Thus, only the starter coalitions
must be calculated and all coalitions where only non-binding players
are removed can be inferred.

Proposed algorithm for implementation. We propose a recursive algo-
rithm. A process diagram is shown in Fig. 1, and a visualization of the
recursive loop is shown in Fig. 2. Both figures have common points
marked as (A), (B), (… ), which will be referred to in the following de-
scription of the algorithm. Each level and column in Fig. 2 corresponds
to a call to the algorithm, starting again at (A) in Fig. 1. Because of the
recursive nature of the algorithm, one branch will be followed until the
end of the search tree, after which the algorithm moves up one level
and follows the next branch all the way down. The order of the calls
in Fig. 2 is marked as Call (1), Call (2), etc.

The first starter coalition is the grand coalition and contains all
players. The algorithm will call itself with varying starter coalitions,
descending down the levels in Fig. 2 and each time starting at (A)
in Fig. 1, respectively. Each starter coalition that has been fed into
the algorithm is saved as a known coalition, which prevents it from
(unnecessarily) being analyzed more than once.

The first step is to solve the optimization problem 𝑓 (𝑆Start ) (and
therefore to calculate the value 𝑐(𝑆Start )) of the input starter coalition.
If there are non-binding constraints (players) (B1), the coalition of
binding players is saved as a base coalition 𝑆𝑓 (𝑆Start )

Base , together with
the non-binding players 𝑆𝑓 (𝑆Start )

NBP and the value of the starter coalition
𝑐(𝑆Start ) (which is therefore also the value of the base coalition and
all derivable intermediate coalitions, cf. Eqs. (16) and (19)). This in-
formation enables the construction of all intermediate coalitions (each
corresponding to the base coalition with some subset of non-binding
players added, which is the same as the starter coalition with some
subset of non-binding players removed), all of which have the value of
the starter coalition.

To generate new starter coalitions, the algorithm loops over all
players from the discovered base coalition (C) and removes one of
these players from the input starter coalition in each iteration. This
results in the original starter coalition with one of the binding players
removed. Because a binding player is removed, the optimization result
will be different, and therefore new players may become binding or
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Fig. 2. Schematic view of the recursive loop for a simple example consisting of players a, b, c, d and e.

non-binding.9 After each iteration, the player is re-added (D1) while
a different player is removed (D2), so the coalition does not shrink.
In each iteration, if the resulting coalition is not already known, the
algorithm calls itself with this coalition as a new starter coalition
(entering a new ‘‘level’’ in the stack in Fig. 2 and starting at (A) in
Fig. 1).

The algorithm descends along the recursive tree until it finds a
unique value coalition ((B2), shown on the left side in level 2 in
Fig. 2). This means that no players can be added or subtracted from the
coalition without changing its value. This also means that we cannot
infer any other coalition values from this coalition.10 In that case,
the algorithm returns to the previous level (level 1) and enters the
next iteration (adding player b (D1) and removing player c (D2)). The
algorithm is finished once it has performed all iterations in the initial
level of the call stack (after finishing Call (8), which was initiated from
level 0 in Fig. 2).11

4.3.2. Numerical method using value comparison
Description of the method. The approach described above is only ap-
plicable if the characteristic function is defined by an optimization
problem and if the constraints corresponding to the players can be
determined to be binding or non-binding. If this is not the case, the
approach cannot be applied. In that case, we propose a numerical
approach that can be used for all kinds of monotone characteristic
function games and thus a wide range of application examples.

9 Cf. footnote 6 in Section 4.2.4.
10 No players can be subtracted in that case because that would imply that

there were non-binding constraints. It is assumed that no players can be added.
If that is not the case, the same coalition will later appear (and be overwritten)
as a base coalition, or it will be implied as an intermediate coalition. This does
not reduce the amount of saved coalitions in our results and is therefore not
further elaborated on.

11 It is not guaranteed that each possible coalition will be discovered as
a starter coalition, base coalition, intermediate coalition, or unique value
coalition. It is, however, trivial to find the missing coalitions and solve their
respective optimization problem.

The approach is based on a monotonicity assumption for the cost
function (i.e., it is assumed that the congestion costs cannot decrease
when additional congestions are considered, see also Section 4.2.5).
This means that the following applies:

𝑐(𝑆) ≥ 𝑐(𝑅) if 𝑆,𝑅 ⊂ 𝑁 and 𝑅 ⊆ 𝑆 (20)

This assumption is true for our application to congestion cost al-
location because adding a congestion to a coalition of congestions
cannot decrease overall costs, as the original congestions must still be
resolved. However, while costs cannot decrease, in some constellations
the congestion costs 𝑐(𝑆) also do not increase (𝑐(𝑆) = 𝑐(𝑅)) despite
the consideration of an additional congestion. This is the case when
the measures for resolving the previously considered congestions are
already sufficient to resolve the additional congestion. This property is
exploited to infer the costs of other coalitions.

If the costs of a small coalition 𝑐(𝑆small) and a large coalition 𝑐(𝑆large)
are equal, then the costs of all medium coalitions 𝑐(𝑆medium), which
represent a superset of the small and a subset of the large coalition,
can be derived without calculating them. This means that

𝑐(𝑆medium) = 𝐶 (21)

if 𝑐(𝑆small) = 𝑐(𝑆large) = 𝐶 (22)

and 𝑆small ⊂ 𝑆medium ⊂ 𝑆large (23)

By comparing the costs of small and large coalitions, we can save
calculations of medium coalition costs. This approach does not need to
fulfill special assumptions or requirements for the computation of the
coalition costs.

If the first condition in (21) is formulated as a strict equality, the
exact Shapley values for all medium coalitions are obtained. However,
this condition can be relaxed by introducing a tolerance 𝑡:

𝑐(𝑆small) ∈ [𝑐(𝑆large) ⋅ (1 − 𝑡); 𝑐(𝑆large)] (24)

The value of corresponding medium coalitions may then be ap-
proximated by a rule yet based on the costs of the small and large
coalitions. A simple example of such a rule is to equate the cost of
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Fig. 3. Simplified process diagram for the numerical approach.

Fig. 4. Schematic visualization of the numerical approach for a simple case with seven players.

medium coalitions to the costs of the small (or the large) coalition.
Another rule would be to calculate the mean value of both costs:

𝑐(𝑆medium) =
1
2
(𝑐(𝑆small) + 𝑐(𝑆large)) (25)

On the one hand, by introducing the tolerance 𝑡, a larger number
of medium coalitions can be identified, and thus less calculation is
required. On the other hand, the costs of the medium coalitions are
no longer determined exactly, which means that the Shapley values
calculated at the end are also no longer exact. This results in a trade-off
between calculation complexity and accuracy of the values.

The idea behind the approach is similar to the analytical approach
described in Section 4.3.1. The set difference 𝑆large ⧵ 𝑆small is compa-
rable to the non-binding players in the optimization. In this approach,
however, the medium coalitions are not identified by non-binding con-
straints but rather by a numerical comparison of the cost levels of small
and large coalitions. Although this does not require the knowledge of
optimization parameters, costs must be calculated for both small and
large coalitions. In contrast, with the analytical method there is no
need to determine the cost of the base coalitions — which are otherwise
similar to the small coalitions in the numerical approach.

Proposed algorithm for implementation. To implement this approach,
a stepwise algorithm is proposed. Fig. 3 shows a simplified process
diagram, and Fig. 4 shows a schematic general overview of the method.
It starts with the calculation of the costs for the smallest and largest
coalitions (starting with |𝑁| single coalitions and the grand coalition)
and then gradually reduces this gap by increasing or decreasing the
coalition sizes step by step. After each calculation, the costs of all coali-
tions are compared. If equal (within the tolerance) costs are identified
and the respective small coalition is a subset of the corresponding larger
coalition, a match is found, and all medium coalitions can be derived.

The procedure is briefly described in the following:

1. Calculate coalition cost for coalitions with |

|

𝑆small
|

|

= 1

2. Calculate coalition cost for coalitions with |

|

|

𝑆large
|

|

|

= |𝑁|

3. Compare the values of both levels. If a match is found (within
the tolerance), check if the lower coalition is a subset of the
higher coalition. Only use coalitions whose values have not been
derived themselves.

4. For all pairs of small and large coalitions that fulfill step 3, build
all medium coalitions that are a superset of the lower and a
subset of the higher coalition, calculate the costs using Eq. (25),
and add them and their values to the list of known coalitions.

5. Iteratively lower the gap of the coalition size by increasing (de-
creasing) the coalition size of small (large) coalitions. Calculate
all coalition costs of the respective coalitions, if they are not
yet included in the list of known coalitions. After every step of
increasing or decreasing the coalition sizes, perform steps 3 and
4 to identify medium coalitions.

This algorithm, along with the algorithm introduced in
Section 4.3.1, will be applied to a case study in the next section.

5. Results

The methods for allocating congestion costs and reducing the com-
putational complexity of the Shapley value introduced in the previous
sections are tested and compared based on a case study, which is
described in Section 5.1. The Shapley value is compared to other
cost-sharing methods in Section 5.2, and the results of our proposed
algorithms are analyzed in Section 5.3.

5.1. Case study

The case study is based on CIGRE benchmark grids (see Sec-
tion 5.1.1), and a scenario with eleven grid congestions at different
grid levels is analyzed (see Section 5.1.2). On the basis of this case
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Fig. 5. Topology of grid with regions of responsibility for each grid operator.

study, the Shapley value will be compared to other cost-allocation
methods (described in more detail in Appendix) and the two proposed
simplification methods for calculating the Shapley value will be applied
and their results compared to other existing simplification methods.

5.1.1. CIGRE grid
In order to demonstrate the use of the Shapley value for cost

allocation, we use the CIGRE benchmark grids for extra-high (EHV),
high (EV), and medium voltage levels (MV) [58]. Benchmark HV and
MV grids are added to every EHV node with a load. The MV grids are
connected to the EHV grid via an HV subgrid. In our example, there
are five distribution grids at the HV level linked to the transmission
(EHV) grid and one distribution grid at the MV level linked to each
HV grid. The EHV grid is implemented with parameters according
to the recommendations laid out in [58, pp. 17], the HV and MV
grids according to the recommendations in [58, p. 34]. The model is
implemented using Matlab with the open source toolbox Matpower
[55]. An illustration of the grid is given in Fig. 5.

The loads at the EHV nodes are reduced by the load connected to
the respective (identical) MV grids. Furthermore, 10% of each EHV
load is reconnected to an HV node. We assume that this 10% stands
for additional, not explicitly modeled, MV grids. To create congestions
and flexibility options to resolve them, flexible loads and generators
of different sizes and marginal costs are placed in the grids. These
flexibility options are detailed in Table 1.

The marginal costs of the flexibility options vary greatly depending
on the respective flexibility type. Thus, congestions in some grids
may be eliminated by utilizing comparatively cheap flexibility options,
while other grids require the use of expensive flexibility options to
relieve internal congestions. As a result, it can be cost-efficient to solve
congestions by using flexibility options from other grid areas as long
as these options have an impact on the respective congested lines. This
must be taken into account in a cost-allocation scheme.

5.1.2. Congestion management measures
Before solving the congestion management cost-allocation game,

the congestion costs have to be computed. In line with the operation
principles in European electricity systems, we first perform a (zonal)

Table 1
Available flexibility options and their utilization.

Bus ID Grid Type of flexibility option Costs Adjustment Total costs
EUR/MWh MWh EUR

9 EHV Conventional 39.38↓ −158.21 −6229.56
9 EHV Wind Curtailment −95.10↓ 0.00 0.00

10 EHV Conventional 69.70↑ 0.00 0.00
10 EHV Wind Curtailment −89.00↓ 0.00 0.00
11 EHV Conventional 55.76↑ 22.42 1250.01
12 EHV Conventional 46.47↑↓ 150.90a 7011.82

100 HV_1 Wind Curtailment −89.00↓ −1.58 140.82
104 MV_1 Demand side flexibility 10.00↓ −10.00a −100.00
105 MV_1 Wind Curtailment −89.00↓ −5.06 450.31
205 MV_2 Demand side flexibility 120.00↑ 1.66 198.97
304 MV_3 Demand side flexibility 85.00↑ 4.16 353.44
403 MV_4 Demand side flexibility 10.00↓ −1.86 −18.61
404 MV_4 Demand side flexibility 10.00↓ −2.42 −24.20
405 MV_4 Wind Curtailment −65.70↓ 0.00 0.00
408 MV_4 Wind Curtailment −65.70↓ 0.00 0.00

Total 0.00 3033.00

aFully utilized. Arrows: possible directions for adjustment.

market dispatch that disregards the grid constraints. Then, congestion
management (also known as redispatch) is performed. If the generation
capacities of the illustrative example are optimally dispatched in the
zonal market clearing, eleven lines are overloaded (cf. Table 2). These
congestions are located at all voltage levels and therefore affect several
grids.

Congestion management is then performed to alleviate all grid
congestions using an OPF, as described in Section 4.2. The resulting
state of the grid is pictured in Fig. 6. Red edges represent congested grid
elements (lines or transformers). At colored nodes, flexibility options
have been redispatched to alleviate all congestions, with blue represent-
ing negative adjustments to the net in-feed (decreasing generation or
increasing load) and green representing positive adjustment (increasing
generation or decreasing load). The size of the nodes varies with the
absolute adjusted energy.

The corresponding optimal congestion management measures are
shown in Table 1. The measures, consisting of up- and down-regulation
of flexible plants, add up to zero so that the same production level
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Fig. 6. State of the grid with 11 congestions. Bus IDs in light gray, congested line in red with black numbering. Green: increase of generator power. Blue: decrease of generator
power. Size of colored nodes corresponds to size of adjustment.

Table 2
Line data.

Congested lines Power flows with zonal dispatch Redispatch results

ID Grid Limit Line Flow Overload Rel. Utilization Line Flow
after RD

Shadow
Price

MW MW MW in % MW EUR/MW

1 EHV 250 341.41 91.41 137 244.47 0.00
2 EHV 200 218.97 18.97 109 200.00 5.48
3 EHV 500 503.42 3.42 101 444.48 0.00
4 HV_1 130 140.56 10.56 108 123.92 0.00
5 HV_1 150 166.64 16.64 111 150.00 27.27
6 MV_1 25 27.09 2.09 108 12.03 0.00
7 MV_1 25 27.52 2.52 110 22.46 0.00
8 MV_2 25 26.66 1.66 107 25.00 64.24
9 MV_3 25 29.16 4.16 117 25.00 24.91
10 MV_4 25 29.28 4.28 117 25.00 43.21
11 MV_4 25 29.28 4.28 117 25.00 43.21

Note: All columns except Shadow Price and Line Flow after RD are a result of a power flow calculation. The values in the
column Shadow Price and Line Flow after RD are a result of the optimal power flow.

is maintained. Operators of down-regulated generation plants have to
pay back some of the revenues from the original dispatch so that the
grid operators generate revenues. Moreover, there are costs for ramping
up generation plants or compensating consumers for lower electricity
usage. In the optimal scenario, all congestion management measures
together induce total costs of 3033 euros that need to be allocated in
the congestion management cost-allocation game.

The effect of coordinated congestion management (redispatch) be-
comes apparent when looking at the distribution grid HV1. Only minor
congestion management measures of 1.58 MWh are implemented in
that grid region (at Bus ID 100, cf. Table 1) despite overloads of 16.64
MW at congestion ID 5 (cf. Table 2) and 10.56 MW at congestion ID
4. This can be explained by the optimal choice of flexibility options
in MV1 as part of coordinated congestion management. The flexibility
options at nodes 104 and 105 can eliminate the congestions in the
medium-voltage grid (IDs 6 and 7) and alleviate the congestions in
the high-voltage grid (IDs 4 and 5). The flexibility option in the high-
voltage grid at node 100 has to be applied only marginally because the
measures in the medium-voltage grid are not sufficient to completely
resolve the congestion of the high-voltage grid. This is a typical case
where adequate cost allocation is indispensable, as the measures in one
grid can cure the congestions in several grids.

5.2. Cost-allocation methods

The results applying the introduced methods to allocate costs to
congested lines12 are listed in Table 3. In addition to the methods dis-
cussed in Appendix, the table shows the costs resulting from coalitions
with only one player, the so-called isolated costs. These costs can be
used as an approximation of the individual costs that arise when each
congestion is treated completely independently without considering
synergies. However, one has to be careful with this interpretation. The
value represents the cost of a single congestion – in a vacuum – and
does not consider the competition for the cheapest power plants when
several congestions have to be handled simultaneously. As such, it
cannot be interpreted as the costs to relieve a congestion independently
without engaging in a coalition. It follows that this value does not
represent the alternative costs when not engaging in a coalition —
in most cases that value would be higher than the isolated costs.

12 Note that we allocate costs to single congested lines and not on a per
operator basis, cf. Section 4.1.2. The results of this per element allocation may
be aggregated ex post to the grid operator level. Alternatively, per-operator
cost allocation could be done directly applying the same principles. However,
the results would be structurally different, at least in the case of the Shapley
value (cf. footnote 3).
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Table 3
Allocated costs per line with different methods (11 congestions).

ID Grid Isolated
costs

Shapley
value

Pro rata Shadow
Price M.

Aggr.
allocation

1 EHV 1054.87 488.66 1732.91 0.00 527.43
2 EHV 1508.07 921.12 359.59 466.09 946.18
3 EHV 84.38 11.60 64.79 0.00 42.19
4 HV_1 440.22 145.78 200.14 0.00 220.11
5 HV_1 1264.42 806.01 315.48 2431.79 888.55
6 MV_1 76.32 14.88 39.67 0.00 38.16
7 MV_1 341.98 134.59 47.86 0.00 170.99
8 MV_2 130.22 115.58 31.43 24.81 118.37
9 MV_3 178.72 134.27 78.82 24.13 141.16
10 MV_4 292.96 130.25 81.15 43.09 146.48
11 MV_4 292.96 130.25 81.15 43.09 146.48

Total 5665.12 3033.00 3033.00 3033.00 3386.10

Therefore, the value cannot be used to judge whether joining a coalition
would be beneficial for an individual player.

It is noticeable that the costs assigned to individual congestions
deviate strongly across allocation methods. While the Shapley value
and the aggregated allocation method provide rather similar results,
the costs defined by the pro-rata and shadow price methods differ
significantly.

The strong deviations of the shadow price method are a result of
the method only assigning costs to congestions with non-zero shadow
prices. However, congestions 1 and 3 from the transmission grid as
well as congestions 4, 6, and 7 in the distribution grid exhibit shadow
prices of zero. This phenomenon can be explained by the nature of
shadow prices. All of these congestions do not have a direct impact
on the total cost of the congestion management, as the elimination
of other congestions requires the activation of flexibility options that
(more than) eliminate the mentioned congestions as well. However,
a fair cost allocation would take these synergies into account, and
the corresponding costs would be borne jointly. Additionally, grid
operators with these zero shadow price congestions would have no
incentive to expand the grid, as the congestion costs would not fall
on them. This would only be the case once the grid operator, which
instructs and pays for the measures, expands its own grid. Until then,
this grid operator pays for congestion management, although other
grid operators also benefit from the measures. As a result, a few grid
operators bear a very high share of the congestion costs, such as the
grid operator of HV1, who has to pay the costs for congestion 5.

The pro-rata method also leads to unfair results since only the
absolute amount of the overloads is considered in the cost-allocation
method. This is particularly disadvantageous for transmission system
operators, who have larger congestions in absolute terms than distribu-
tion system operators, as can be observed for congestion 1. The pro-rata
method does not consider how expensive the corresponding resolution
of the congestions really is. For example, congestion 8 is allocated the
lowest cost of only 31.43 EUR, as the overload is the lowest at 1.66 MW.
This does not take into account that a very expensive flexibility option
on bus 205 (120 EUR/MWh) must be used to resolve this congestion.

The cost components determined by the aggregated allocation
method are similar to the cost components of the Shapley value since
the calculation takes into account the marginal contributions to the sin-
gle and grand coalitions, which are also included in the calculation of
the Shapley value. However, this method does not meet the efficiency
criterion (cf. Eq. (2)) because more costs are allocated to the congested
lines (3386.10 EUR) than have actually been incurred by congestion
management measures (3033 EUR).

Meanwhile, the Shapley value divides the costs fairly among all
congested lines, as explained in detail in Section 3.1. Both the synergies
and the costs actually incurred are taken into account via marginal
contributions to all possible coalitions. This becomes clear in the as-
signed cost sharing of congestion 1, which is much lower compared
to the pro-rata method, since there are high synergies with required

measures for other congestions. Furthermore, a relatively high share of
costs is attributed to congestion 8, although the overload is very low.
The Shapley value takes into account that the costs are comparatively
high to resolve this congestion.

When comparing the various cost-allocation methods, it becomes
clear that the Shapley value with its balanced characteristics is a suit-
able instrument to allocate congestion management costs. However, as
already mentioned, the high computational complexity of the Shapley
value is a challenge in real-world applications. Accordingly, in the
next section, the results of the simplification methods proposed in
Section 4.3 are presented.

5.3. Proposed approximation and simplification methods

The discussion of the simplification methods is also based on the
example with 11 congestions, although in this case the calculation of
the Shapley value using Eq. (1) is still possible without computational
problems. Applying the methods to this illustrative example has several
advantages. First, the workings of the algorithm can be explained
more easily. Additionally, the results can be compared with the ‘‘true
Shapley value’’, and thus the accuracy of the methods can be evaluated.
However, the algorithms can be applied to cases with a significantly
larger number of congestions. A discussion of factors influencing the
effectiveness of the algorithms in other settings follows in Section 5.3.4.

5.3.1. Analytical method using non-binding constraints
The approach introduced in Section 4.3.1 leads to a significant

reduction in the number of coalitions to be calculated. While the
normal calculation method of the Shapley value requires the cost
calculation of 2048 coalitions (211), the calculation of 1720 coalitions
can be saved by the analytical method using non-binding constraints.
The derived 1720 coalitions consist of 1408 intermediate coalitions and
312 base coalitions. The 328 coalitions to be calculated include 312
starter coalitions and 16 unique value coalitions. In total, the number
of coalitions to be calculated is reduced by almost 84 percent, and the
method still enables the calculation of the exact Shapley values.

Fig. 7 illustrates the coalitions that can be derived: the base and
intermediate coalitions. As detailed in Section 4.3.1, each of these
coalitions corresponds to the removal of some or all of the non-binding
players from a starter coalition. As these players are non-binding, the
cost of the coalition must be the same as the cost of the corresponding
starter coalition. Therefore, the costs of these coalitions do not have
to be calculated and the total number of calculations is reduced by
the number of such coalitions. Our example shows that especially
for smaller coalition sizes, a large share of coalitions can be derived
without computation. For very small coalition sizes, many of these
derivable coalitions are base coalitions, whereas for larger coalition
sizes, mostly intermediate coalitions are derivable. It is also clear that
the unique value coalitions are particularly prevalent with small coali-
tion sizes. The unique value coalitions are all formed by every possible
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Fig. 7. Needed coalitions for the analytical approach (11 congestions).

Table 4
Comparison of shapley values for congested lines for different approximation methods.

ID Numerical method: tolerance Sampling: sample size

0% 2.5% 5% 10% 25% 220 40

Relative errors in %:

1 0 0.02 0.34 0.82 8.48 6.95 15.90
2 0 0.00 −0.23 0.01 −3.17 3.80 8.81
3 0 0.23 24.42 80.23 289.58 15.91 35.92
4 0 −0.03 1.20 4.42 13.99 7.34 17.23
5 0 0.00 −0.14 −0.47 −0.02 2.17 4.97
6 0 −1.37 17.69 60.94 220.48 12.37 28.42
7 0 −0.03 1.30 4.66 8.61 6.99 16.85
8 0 0.00 −2.19 −15.37 −26.22 0.60 1.39
9 0 0.00 −1.99 −11.37 −25.38 1.61 4.06
10 0 0.06 −0.85 0.61 −17.68 7.84 17.59
11 0 0.06 −0.85 0.61 −17.68 7.91 18.11

Absolute errors in EUR:

1 0 0.08 1.65 4.03 41.45 33.95 77.69
2 0 0.00 −2.10 0.10 −29.20 34.97 81.18
3 0 0.03 2.83 9.31 33.60 1.85 4.17
4 0 −0.04 1.76 6.44 20.39 10.69 25.12
5 0 0.00 −1.10 −3.78 −0.18 17.51 40.03
6 0 −0.20 2.63 9.07 32.81 1.84 4.23
7 0 −0.04 1.76 6.27 11.58 9.41 22.68
8 0 0.00 −2.53 −17.76 −30.30 0.69 1.61
9 0 0.00 −2.68 −15.26 −34.08 2.16 5.46
10 0 0.07 −1.11 0.79 −23.03 10.21 22.92
11 0 0.07 −1.11 0.79 −23.03 10.30 23.59

Necessary coalitions: 1073 1038 914 673 349 1047.4 304.3

Note: Errors for sampling method are standard deviations resulting from 1000 draws of different samples. Necessary coalitions
for the sampling method are the mean value of the same 1000 draws.

combination of congestions 3, 6, 8, and 9 (15 combinations). While
these congestions are often part of other coalitions, their cheapest
solutions on their own do not contribute to the relief of any other
congestion.

5.3.2. Numerical method using value comparison
The results for the approach introduced in Section 4.3.2 are shown

in Table 4. With a tolerance of 0 percent, the calculation of 975 coali-
tions can be saved by the numerical approach while still calculating
the exact Shapley values. While this equates to a relative reduction of
almost 48%, the need to calculate small and large coalitions leads to
a smaller improvement of the calculation complexity compared to the
analytical approach.

Fig. 8 illustrates that the costs of many coalitions with a coalition
size of four to eight congestions can be derived. However, in contrast
to the analytical approach, no coalitions below a size of four can
be derived. This is because in this numerical method, coalitions are
derived by comparing the costs of small and large coalition sizes, which
sets a lower bound for the size of derivable coalitions. As described in
Section 4.3.2, the values of these coalitions can be derived, because
each of them is a superset and a subset of a coalition pair, whose
values have been calculated and found to be the same (or within a
tolerance).13

13 If the two coalitions {a, b} and {a, b, c, d} have the same costs, the
coalitions {a, b, c} and {a, b, d} must have the same costs as well. Otherwise,
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Fig. 8. Needed coalitions for the numerical iterative approach with a tolerance of 𝑡 = 5% (11 congestions).

Fig. 9. Number of needed coalitions with different methods, tolerance levels, and sample sizes. rand_ss220 /rand_ss40: Random sampling with sample size 220/40.

The introduction of different tolerance levels can lead to a further
reduction in the number of coalitions to be calculated, as displayed in
Fig. 9 and Table 4. At a tolerance level of 5%, for example, 914 coali-
tions have to be calculated, saving over 1100 calculations. However,
this reduction of almost 60% comes at the price of imprecise calcula-
tions of the Shapley values, which deviate from the true Shapley values,
because the values of the derived coalitions are only approximately
determined by Eq. (25). The deviations for different tolerance levels
are included on the left side of Fig. 10 and in Table 4.

Compared to sampling (i.e., the most commonly applied method
to approximate the Shapley value in characteristic function games),
the numerical approach still performs quite well. The resulting errors
of simple sampling are displayed on the right side of Fig. 10 and in
Table 4. For the sampling approach to achieve similar savings to the
numerical approach without a tolerance value, a sample size of around
220 is needed. However, while the numerical approach produces exact
values at a tolerance of zero, the sampling approach results in errors
of up to almost 16%. At a (very high) tolerance level of 25% and the
equivalent sample size of 40, errors are still higher. However, in that
case sampling performs better than in the numerical approach, where
two congestions produce especially high relative errors. In absolute
terms, the error is comparable across all congestions, with high relative
errors resulting from the small Shapley values assigned to the smaller

costs would have to increase when adding player c to the coalition, but
decrease again when additionally adding player d. This would violate the
monotonicity assumption, see also Section 4.2.5.

congestions. Because of the deterministic nature of the error in the
numerical approach, it cannot be determined whether high relative
errors for some players should be expected generally or if they are
outliers.14

The error of the approximation methods plays an important role,
especially with regard to practical applications like redispatch 2.0.
Since large relative errors can occur even with small tolerance values,
this could lead to a rejection of the method in practical applications.
Especially for small distribution grid operators, even small absolute
deviations in relation to the total congestion costs can have a great
influence on their operating costs. For this reason, when applying the
numerical approach the trade-off between the reduction in the number
of coalitions to be calculated and the increasing inaccuracy with larger
tolerances needs to be considered.

5.3.3. Impact of the simplification methods on the computational complex-
ity

The results of the previous sections show that the costs for a large
number of coalitions do not have to be computed explicitly, but can
rather be inferred when using the simplification methods proposed in

14 It must be noted that the error from simple sampling is a distribution
resulting from 1000 draws, with a mean of zero and a corresponding standard
deviation. The latter is used as the error for this method. Meanwhile, the error
of the numerical approach is a deterministic error, which is determined by the
characteristics of the algorithm. The calculation of the medium coalition values
as described in Eq. (25) is one of the influences on this error.
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Fig. 10. Errors with different tolerance levels. Left: analytical approach. Right: numerical approach. rand_ss220 /rand_ss40: random sampling with sample sizes 220/40. Lines 3
and 6 are shown separately because their values are much higher and differences between other lines would not be clear if shown in the same graph.

Sections 4.3.1 and 4.3.2. Because explicitly calculating the costs for a
coalition involves solving a comparatively resource heavy optimization
problem, calculating the costs for all 2𝑁 coalitions (𝑁 being the number
of congested grid elements) is by far the most resource intensive part
of calculating the Shapley value. Consequently, reducing the number of
coalitions that have to be calculated by 𝑥, approximately reduces the
time it takes to calculate the Shapley value by 𝑥

2𝑁 . Saving half of the
coalitions to be calculated reduces the time to calculate the Shapley
value by approximately 50%. For the analytical approach, where only
328 out of 2048 coalitions have to be calculated (cf. Section 5.3.1 for
details), this implies a calculation time of only 16% of the original
calculation time without any simplifications. The numerical approach
saves the calculation of 975 coalitions without losing precision, taking
only around 47% of the calculation time. Even more time can be saved
by sacrificing precision (see Fig. 9).

We have chosen a small example, where each individual optimiza-
tion takes only the fraction of a second and only comparatively few
congested elements are present at the same time. In a real-world
application, however, each single optimization is expected to take much
longer because of a much more complicated underlying grid model
and many more potential redispatching options. Additionally, more
congestions are expected to occur at the same time. Consequently,
reducing the number of coalitions that have to be calculated will have
a direct impact on the feasibility of the Shapley value in a real-world
setting.

5.3.4. Performance of the algorithms in different settings
The previous sections have shown that the algorithms for reducing

the number of coalitions that must be computed are highly effective
in the presented case study. However, if these methods are to be

implemented in practice to allocate congestion costs, it is necessary to
determine whether the observed calculation savings are related to the
properties of the specific case study or if they reflect general properties
of the approach.

The most important factor determining whether the algorithms
perform well is the existence of synergies in the elimination of all
congestions. If the synergies are particularly large and several con-
gestions can be eliminated at the same time by certain measures, the
algorithms work well because, in this case, non-binding constraints
exist, and thus the first algorithm is effective. Of course, this also has a
positive effect on the performance of the numerical approach. If there
are particularly large congestions, especially in the transmission grid,
it is likely that some of the congestions in the lower grid levels will
also be solved by the congestion management measures utilized to
eliminate the transmission grid congestion. This means that coalitions
that include dominant congestions often incur the same costs if the
other congestions included in the coalition do not require additional
measures.

The stronger the synergies between the measures to eliminate differ-
ent congestions are, the better the algorithms perform. This is a positive
result, as cost-allocation methods are particularly important in situa-
tions where measures cannot be assigned directly to the elimination
of specific congestions. In the extreme case without any synergies, the
corresponding measures could also be directly assigned to the specific
congestions, and a complex cost-allocation mechanism would not be
necessary.

6. Conclusion

Cooperation among electricity grid operators will become more
important in the coming years, as challenges created by the transition
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to a more sustainable energy system grow. Sharing congestion costs
fairly among grid operators will be essential to ensure efficient op-
eration of the system. Congestion cost allocation can be framed as a
cooperative game. The central redispatch optimization corresponds to
the characteristic function, which determines the costs. The congested
elements, which are to be resolved, are then the players forming a
coalition. This enables the use of the Shapley value, a mechanism well
known from cooperative game theory. It fulfills the central requirement
of fairness but requires the calculation of costs for all hypothetical
coalitions of congested elements. This raises concerns regarding its
feasibility because of its high computational complexity.

To help address this challenge, we have developed two methods
that are well suited to the use case of congestion management, which
dramatically reduce the amount of resources needed to calculate the
Shapley value. The methods work well because congestion management
exhibits synergies. In many cases, actions taken to relieve a subset
of congestions alleviate other congestions as well. Translated into the
game theoretic context, adding more players (congestions) to a given
coalition (congestions to be relieved) often does not change the value of
the coalition (the costs associated with relieving the congestions). We
expect the approaches to yield good results in other domains as well if
this key characteristic also holds in these domains.

The first of the two approaches, the analytical approach, reduces
the amount of required calculations – and therefore the calculation
time – to approximately one-sixth of the original problem in our case.
However, it requires further knowledge about each optimization un-
derlying the calculation of the coalition values. Meanwhile, the second
approach, the numerical approach, can be applied widely. It relies only
on the fact that costs cannot decrease when additional congestions need
to be resolved. In our case study, the numerical approach can save
almost half of the calculation time by almost halving the number of
calculations performed.

While both methods yield precise results, the numerical approach
can be tweaked further by introducing tolerances, further reducing
the number of coalitions that need to be calculated. This introduces
a trade-off, where the potential savings must be evaluated against the
inaccuracies that are introduced by the tolerances.

Our approaches compare favorably to standard approximation
methods, such as sampling. However, while our method can save a
large amount of resources without sacrificing accuracy, our results
suggest that when introducing tolerances, errors from the sampling
methods increase more steadily with decreasing sample size, while
errors in our numerical approach exhibit larger jumps for some of the
congestions.

Overall, we believe that the proposed methods make it possible to
apply the Shapley value to allocate congestion costs in a real-world
setting. Further research should aim to verify their efficacy in a larger
case study.
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Appendix. Cost allocation methods

The following section provides some more detail on relevant cost
allocation methods for congestion management cost as applied in Sec-
tion 5.2.

The methods that are discussed in literature and in some cases
implemented are diverse and vary greatly in their complexity. In ad-
dition to the question of how the costs are allocated, the approaches
also differ in terms of whom the costs are allocated to. For example,
costs can be shared between consumers, suppliers, or both, but the
most common approach is to share the costs between final consumers.
However, congestion costs can also be allocated to the congested lines
or the underlying transactions causing the congestion. Furthermore, a
combination of different methods at different levels is also conceivable.
For example, congestion costs can first be allocated to grid operators
according to a certain method, who then pass the costs on to the
consumers in their grid area as uplift costs, as is the case in Germany
with the national redispatch of the transmission system operators. We
focus on methods of allocating costs to congested elements or the
corresponding grid operators as described in the following sections.

Pro rata methods
The simplest method for allocating costs is probably the pro-rata

method. It is based on distributing costs in proportion to the size of the
congestion as so-called uplift costs among different agents [19,59,60].
The method is also known and applied as postage stamp cost allocation
method, which allocates for example transmission costs according to
load ratio shares of participants in the market [61]. Typically, the cost
share is calculated on the basis of the ratio of the respective connected
capacity or the amount of energy withdrawn in relation to the entire
system.

𝑐𝑖 = 𝐶(𝑁) ⋅
𝑃 connected∕withdrawn
𝑖

∑

𝑖 𝑃
connected∕withdrawn
𝑖

(A.1)

However, the pro rata method has some significant weaknesses as
explained in [19,62]. [62] state that though the method is simple to
understand and implement, it fails to provide efficient signals because
it does not consider the location of consumers. The uplift costs do not
provide information about the location of congested lines and hence
do not give right signals for investments in the transmission grid. The
lack of economic efficiency may also lead to cross subsidization. Despite
these disadvantages, the pro rata method can be acceptable if the
congestions are infrequent or the congestion costs are small [19].

If congestion management costs are to be distributed among the net-
work operators using the pro rata method, the ratio of the congestion of
one network operator to the total congestion of all network operators
in the system can be used as a cost sharing key. This procedure
corresponds to the so-called congestion account (‘‘Überlastkonto’’),
which has been in use in Germany to allocate national redispatch costs
between the four transmission system operators.
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Congestion management costs can also be divided between con-
gested lines in a similar way. [60] introduce the congestion allocation
index (CAI), which allocates line congestion costs to market partic-
ipants based on the load flow that is caused by their injection. To
apply this method, the total congestion costs must be allocated to
the congested lines. [60] achieve that by simply allocating the costs
pro rata based on relative amounts of congestion as indicated in the
formula above. In our application, we assign the congestion cost to the
congested lines based on the overload observed prior to the congestion
management (cf. Table 2):

𝑃 𝐹 ,overload
𝑗 = max(𝑃 𝐹 ,0

𝑗 − 𝑃 𝐹 ,max
𝑗 , 0) (A.2)

For a line j this is the positive difference of the power flow 𝑃 𝐹 ,0
𝑗

obtained from a power flow computation and the line capacity 𝑃 𝐹 ,max
𝑗 .

𝑐𝑗 = 𝑐(𝑁) ⋅
𝑃 𝐹 ,overload
𝑗

∑

𝑗′ 𝑃
𝐹 ,overload
𝑗′

(A.3)

Shadow price method
[19] propose an allocation method of congestion management cost,

which consists mainly of two steps. In step one, the total congestion cost
is allocated to congested lines based on a so-called constraint allocation
factor. In step two, the costs for each congested line is allocated to
individual transactions using a load allocation factor. As our focus is
on the allocation of congestion costs to congested line, only step one of
the shadow price method is relevant here.

The constraint allocation factor 𝛼𝑗 , that allocates overall costs 𝐶𝑡𝑜𝑡𝑎𝑙
to constraint 𝑗, is based on shadow prices 𝜇𝑗 of the underlying opti-
mization problem. It is given as

𝑐𝑗 = 𝑐(𝑁) ⋅ 𝛼𝑗 with 𝛼𝑗 =
𝜇𝑗𝑃

𝐹 ,overload
𝑗

∑

𝑗′ 𝜇𝑗′𝑃
𝐹 ,overload
𝑗′

, (A.4)

where 𝑃 𝐹 ,overload
𝑗 is the overload on a congested line 𝑗 as defined in

Eq. (A.2) and ∑

𝑗 𝛼𝑗 = 1. The shadow prices 𝜇𝑗 indicate the sensitivity
of total costs to changes in congested line capacity, i.e., how much
the total costs change when this restriction is relaxed. These prices are
non-zero in case of congested lines and zero otherwise.

According to [63] the shadow price method is only suitable for
small changes in line flows of congested branches because the relation
between total congestion cost and the overload of the congested line
is highly nonlinear. For this reason, major changes in overloads are
expected to result in significant errors. For this reason [64] propose
a modification of this approach which is described in the next section.

Aggregated allocation method
[64] propose the aggregated allocation method which adopts the

first step of the shadow price method of [19] used to allocate total
congestion management costs to congested lines. [64] calculate the
marginal and incremental cost of relieving each congested line, and
then assign the average of these two costs to the line as the aggregated
cost. This method is also known as incremental method and was used,
for example, by [20] to allocate congestion costs. It is based on the
fact that the order of relieving congestions has an impact on the
cost for the lines due to the nonlinear nature of the cost function in
constrained power systems [65]. Therefore the aggregated allocation
method considers two components by calculating the cost for each
line 𝑗 based on the marginal and incremental cost. The marginal costs
𝐶𝑚𝑔
𝑗 of congested line 𝑗 is the congestion management cost that arise

when only the congested line 𝑗 is alleviated, i.e., in the notation of the
Shapley game c({j}).15 The incremental costs, on the other hand, are the
additional costs that arise from the situation in which all congestions

15 In our application we call these costs isolated costs.

𝐽 (corresponding to the set of players 𝑆 in the Shapley game) except
𝑗 have already been eliminated and 𝑗 is the last congestion that is
eliminated. The incremental costs 𝐶 𝑖𝑛

𝑗 of constraint 𝑗 is

𝐶 𝑖𝑛
𝑗 = 𝐶(𝑁) − 𝑐(𝑁 ⧵ {𝑗}) (A.5)

The resulting aggregated congestion management costs that are allo-
cated to line j are therefore

𝐶𝑗 =
1
2
⋅ (𝐶 𝑖𝑛

𝑗 + 𝐶𝑚𝑔
𝑗 ) (A.6)

According to [65], this method can lead to improvements compared
to the shadow price approach of [19], but it still leads to mismatches.
[63] come to the same conclusion and state that the aggregated al-
location method still cannot overcome the problem associated with
the sequence of the branch congestion removal. They conclude that
allocation methods based on shadow prices or marginal prices are
unable to produce a fair congestion cost allocation.
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Abstract

The ongoing transformation of the energy system challenges the electricity grids throughout Eu-
rope, increasing the costs of congestion management. Because the interconnected electricity grids
are operated by many different grid operators, fairly allocating these costs is essential. A long-
established method for fairly allocating costs is the Shapley value. Based on Voswinkel et al.
(2022) [1], this contribution investigates the applicability of a simplification approach for calcu-
lating the Shapley value to a realistic grid model, covering the German extra high voltage grid.
This analytical method using non-binding constraints is applied to a whole year of hourly grid
load cases and the factors that govern the efficiency of the algorithm are analyzed. Results show
that the effectiveness of the algorithm increases substantially when more overloaded elements are
present in a given grid load case, with more than 99% of computational effort being saved in grid
load cases with many overloaded elements. Regression analyses indicate that the effectiveness
is governed by the extent to which redispatch measures can alleviate multiple overloads at once
– the situations where fairly sharing the costs is most important. This contribution thus demon-
strates that previously evoked computational difficulties may be overcome and that the operational
implementation of the Shapley value should be seriously considered.
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1 Introduction

The ongoing transformation of the energy system challenges the electricity grids throughout Eu-
rope. Electricity markets in Europe are operated using zonal pricing, which requires redispatch to
ensure safe system operation [2, 3]. Since the electricity grid is highlymeshed, redispatchmeasures
can affect multiple congestions at once. Coupled with the fact that the interconnected electricity
grids are operated by different system operators, the allocation of congestion management costs
is an important task.

With almost 900 different grid operators responsible for the electricity grid [4], each levying in-
dividual grid fees from its customers, Germany provides a salient example of the need to fairly

allocate these costs. Its electricity grid, centrally located within Europe and well interconnected,
is increasingly congested: Costs for congestion management reached 1.4 billion Euros in 2020
[5] and are projected to have reached 2.3 billion Euros in 2021 [6]. At the same time, the num-
ber of congestions in distribution grids is increasing. In 2021, 27.3% of curtailment measures for
renewable energy sources could be attributed to distribution grid-level causes [6].

The Shapley value, a concept from game theory, has long been established as a fair mechanism
to allocate utility or cost arising from a coalition among its participants [7, 8, 9]. Recently, [1]
demonstrated the use of the Shapley value to allocate congestion costs to the congested grid el-
ements, and by extension to the grid operators responsible for them. Congestion management is
commonly based on an optimal power flow (OPF) calculation in its DC formulation, a linear op-
timization problem that calculates the cost-optimal redispatch of units subject to grid constraints.
To compute the Shapley value in the context of congestion management, [1] frame the conges-
tion management problem in a game theoretic context, with the OPF as the cost function and
the congested grid elements as players. To calculate the Shapley value, the costs for each possi-
ble coalition of players must be known. However, because the cost function is an optimization
problem, calculating these costs is in itself computationally expensive. [1] introduce two meth-
ods for reducing the number of necessary calculations when applying the Shapley value to linear
optimization problems. The more promising of the two methods, called the analytical method

using non-binding constraints (analytical method), succeeded in reducing the computational bur-
den to less than 20% of that of the original problem – when applying it to small benchmark grid
topologies.

This paper contributes to the existing literature by extending the work in [1] beyond a small bench-
mark grid for a single grid load case. Hence, this contribution investigates the effectiveness of the
simplification method in a more realistic grid topology with 8784 grid load cases covering a whole
year. The grid topology and the associated time series are taken from the SimBench project [10],
which provides realistic benchmark grid topologies for the German transmission and distribution
grids. The paper further investigates the factors determining the performance of the algorithm using
regression analyses. The results show that the computational savings achieved with the simplifica-
tion method increase with the number of congestions. For cases with more than 20 congestions,

1

139



the computation time is reduced from several weeks to minutes. The regression analyses show
that the efficiency of the algorithm depends in large part on the synergies present in the redispatch
problem. These are also the situations where fair cost allocation is most important. As such, this
paper demonstrates that the Shapley value in the context of congestion management can be used
for a realistic grid topology with reasonable computational resources. Therefore, it advances the
possibility of implementation considerably.

Section 2 starts by introducing the Shapley value and the algorithm developed in [1] that will be
applied in this paper. Further, the methodology for the case study is described. In Section 3, the
results are described by first providing an overview and then analyzing the factors that determine
the effectiveness of the algorithm using regression analyses. Additionally, the generalizability of
the results is discussed. Finally, Section 4 concludes the paper.

2 Methods

In this section, congestion management (Section 2.1) as well as the Shapley value and its applica-
tion to congestion management (Section 2.2), the simplification methods developed in [1] (Section
2.3), and the methods for the case study (Section 2.4) are described.

2.1 Congestion management

In zonal electricity markets, such as those prevailing in Europe, the initial market clearing leads
to a cost-minimal dispatch. As this dispatch may lead to overloads in the power grid, the grid
operators perform redispatch operations to cope with the so-called congestions.

A stylized example of the dispatch problem and the redispatch problem is shown in Figure 1 (see
[1] for the full technical problem formulation). Both the original dispatch and redispatch may be
formulated as cost minimization problems. Thereby, the total generation costs are minimized sub-
ject to the constraints of the power plants (e.g., maximum capacities) and the load serve constraint,
which states that the total generation must equal the total demand. The redispatch problem adds
grid constraints, making it an OPF problem.

Because the grid constraints are not present in the original dispatch, this may lead to overloads
on grid elements. After redispatch, some elements may still be congested (i.e. fully utilized and
constraining the dispatch), but no element may be overloaded.

In Figure 1, there are generators on nodes 1 and 4, which must serve a total load of 100MW
distributed over nodes 2, 3, and 4. Because the generator on node 1 has lower marginal costs
than the generator on node 4 and because its capacity is sufficient, it serves the total load of
100MW. However, this generation pattern would result in overloads of the grid elements {𝑎, 𝑏,

2
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Used Symbols

𝑃𝑚𝑎𝑥: Capacity of generator
𝐹𝑚𝑎𝑥: Thermal capacity of line
𝑁: Total number of generators
𝑐: Generator costs
𝑃𝑔𝑖: Generation by generator 𝑖
𝑃𝑑: Demand
𝐹: Power flow over line

Stylized grid

2

1
a

4
c d

b

3

Node 1:
Pmax = 150 MW
c = 50 EUR/MW

Pd = 0 MW

Node 4:
Pmax = 150 MW
c = 100 EUR/MW

Pd = 60 MW

Node 2:
Pd = 20 MW

Node 3:
Pd = 20 MW

Line a:
Fmax = 30 MW

Line b:
Fmax = 35 MW

Line d:
Fmax = 35 MW

Line c:
Fmax = 20 MW

Dispatch problem

min
𝑁
∑
𝑖
𝑐(𝑃𝑔𝑖)

s.t. power plant constraints
load serve constraint

Dispatch outcome

a

c

Pg = 0 MW
Pd = 60 MW

F = 30 MW
Overload = 10 MW

Pd = 20 MW

F = 50 MW
Overload = 20 MW

Pg = 100 MW

F = 50 MW
Overload = 15 MW

Pd = 20 MW

F = 30 MW
no overloaddc

4

b

1

2 3

Redispatch problem

min
𝑁
∑
𝑖
𝑐(𝑃𝑔𝑖)

s.t. power plant constraints
load serve constraint
grid constraints

Redispatch outcome

a

4

c d

b

3

Pg = 40 MW
Pd = 60 MW

F = 10 MW
Not fully utilized

Pd = 20 MW

F = 30 MW
Fully Utilized

Pg = 60 MW

F = 30 MW
Not fully utilized

Pd = 20 MW

F = 30 MW
Not fully utilized

2

1

Figure 1: Stylized example of the original dispatch and redispatch. Overloaded elements in red, fully uti-
lized elements in blue. Impedances are assumed to be equal for all lines.

𝑐} (shown in red).1 To prevent these potential overloads, congestion management is performed,
and the output from the generator on node 1 is reduced and replaced by generation on node 4.
This redispatch results in extra costs, as the generator on node 4 is more expensive to operate than
the generator on node 1 whose output it (partially) replaces. These extra costs are the congestion
costs that will be allocated to the original overloaded elements that caused the redispatch and are
therefore responsible for the extra costs.

After redispatch, only grid element 𝑎 is still considered to be congested because it is fully utilized.
Grid elements 𝑏 and 𝑐 are not fully utilized after redispatch and therefore are not congested. In
later sections, they will be referred to as being non-binding. Part of the solution to the optimization
problem is shadow prices for every constraint. The shadow price of a constraint corresponds to
the change in the objective function value if the constraint were relaxed by one unit [11]. In the
case of non-binding constraints, the shadow price is zero, a fact that will be used in Section 2.3
to develop the simplification method.

1The capacities 𝐹𝑚𝑎𝑥 for each line are chosen for illustrative purposes and do not represent realistic line capacities.
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2.2 The Shapley value and its application to congestion management

This section summarizes the concepts explored in [1] to lay the foundations for the main contri-
bution of this paper: the application to a realistic grid and the identification of the success factors
of the algorithm.

The Shapley value can be used to allocate the utility or cost of a coalition of cooperating players
to the players forming the coalition [7, 8, 9]. Based on [12], the Shapley value Φ𝑖 of player 𝑖 is
defined as

Φ𝑖(𝑐) = ∑
𝑆⊂𝑁⧵{𝑖}

|𝑆|!(|𝑁| − |𝑆| − 1)!
|𝑁|! (𝑐(𝑆 ∪ 𝑖) − 𝑐(𝑆)), (1)

where 𝑁 is the set of all players, 𝑐(𝑁) is the cost of coalition 𝑁, and 𝑆 is a subset of the set of
all players. The Shapley value can be understood as the average marginal contribution of each
player 𝑖 to each possible coalition, weighted by the frequency of each coalition in the possible
permutations arising from the grand coalition.

To use the game-theoretic concept of the Shapley value for allocating congestion costs to the over-
loaded grid elements, the congestion management problem must be mapped to a corresponding
game-theoretic problem. Each time step is treated as its own separate game, with the overloaded
grid elements as the players forming the grand coalition in the respective time step. The total costs
to be allocated are calculated by performing an OPF calculation for the time step (cf. Section 2.1).
A subcoalition of the game-theoretic problem corresponds to a subset of the overloaded elements.
The costs for this subset are calculated by setting the capacities of all overloaded elements that
are not in the coalition to their actual line flows, thereby relaxing the associated constraints, and
performing a second OPF calculation. Because the constraints for the elements not in the coalition
are relaxed, the resulting costs represent the costs of only performing congestion management for
the elements participating in the coalition.

Equation (1) sums over all subsets (subcoalitions) that can be formed from the grand coalition𝑁. As
such, the costs 𝑐(𝑆) of all coalitions must be known. As described above, the costs are calculated
by performing an OPF, which is a linear optimization problem. This makes calculating the costs
computationally expensive. Because the number of required cost values grows exponentially with
2|𝑁|, the extensive computation of all cost figures quickly becomes unfeasible. The next section
describes a method for reducing the number of necessary calculations.2

2.3 Method to reduce the number of coalitions to be calculated

As described in the previous section, the main driver of the computational complexity of the
Shapley value in the context of congestion management is the expensiveness of calculating the
2The number of cost values that are required for the Shapley equation (1) will be called the number of required
calculations or coalitions. The number of cost values that still have to be calculated after using the simplification
algorithm will be called the number of necessary calculations or calculated coalitions.
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costs for each subcoalition of congested grid elements. However, with the methods developed in
[1], not every coalition has to be calculated. While two methods are proposed in [1], this paper
focuses on the more promising method called the analytical method using non-binding constraints

(analytical method). This method is chosen because it yields exact results and also has a higher
savings potential. The analytical method is described in the remainder of this section.

The solution to a linear optimization problem (e.g., in an OPF reflecting the redispatch) contains
primal and dual variables. The dual variables are called shadow prices, and each one corresponds
to a constraint of the optimization problem. The variables reflect the marginal change in the value
of the objective function for a marginal relaxation of the associated constraint.3 A shadow price of
zero indicates that the associated constraint is not binding, such that a relaxation of the constraint
would not affect the value of the objective function [11].

The simplification method utilizes the knowledge about which constraints are non-binding to
reduce the number of coalitional values that must be explicitly calculated by solving the associated
OPF. If the constraint associated with a grid element is non-binding, this constraint can be removed
from the optimization problem without changing the outcome – corresponding to removing a
player from a coalition. Because the outcome is not changed, the costs must be unchanged as
well. Therefore, it is not necessary to solve the OPF without the corresponding grid element to
learn its costs – they can be inferred from the coalition with the corresponding grid element.

The procedure can be illustrated with the following example: Let the grand coalition consist of
players {𝑎, 𝑏, 𝑐, 𝑑, 𝑒}, and let the shadow prices of players 𝑑 and 𝑒 be zero. Players 𝑑 and 𝑒 can be
removed from the grand coalition without changing its solution. It follows that

𝑐({𝑎, 𝑏, 𝑐}) = 𝑐({𝑎, 𝑏, 𝑐, 𝑑}) = 𝑐({𝑎, 𝑏, 𝑐, 𝑒}) = 𝑐({𝑎, 𝑏, 𝑐, 𝑑, 𝑒}), (2)

with 𝑐(𝑆) being the cost of coalition 𝑆. In this case, {𝑎, 𝑏, 𝑐} is called the base coalition, because it
contains no non-binding players. Instead of four coalitions, only one must be calculated, namely,
the one for the set {𝑎, 𝑏, 𝑐, 𝑑, 𝑒}, because (in this example) this calculation yields the information
that the shadow prices of the players 𝑑 and 𝑒 are zero.

The developed algorithm recursively searches for base coalitions by removing binding players
from coalitions, making note of non-binding players and therefore the costs that can be inferred
without calculating the associated costs via the OPF along the way.

In [1], this method was applied to a small grid topology consisting of CIGRE benchmark grids ([13])
of multiple voltage levels with promising results. The test case included one time step with 11 con-
gestions, normally requiring the solution of 211 = 2048 OPFs. Applying the simplification method
showed promising results. Of the 2048 coalitions, only 328 coalitions had to be calculated, while
the remaining 1720 coalitions could be inferred.

3The shadow price of a power flow constraint of a grid element represents the cost savings in the objective function
if more power was allowed to flow over the grid element.
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In the remainder of this paper, I investigate the applicability of this simplification method to a
realistic grid topology over a whole year, and I analyze the factors determining the achievable
benefits.

2.4 Methodology of the case study

2.4.1 Scenario data

The main focus of this paper is to investigate the effectiveness of the simplification method using
non-binding constraints, developed in [1], in a realistic grid setting. For this purpose, a grid dataset,
including grid topologies, time series data, power plants, renewable capacities, and storage units
from the SimBench project ([10]) is used. According to the authors, SimBench “is intended as a
benchmark to test, publish and compare methods and algorithms for various use cases, [...], [in-
cluding] the fields of grid planning, operation and simulation”([10]), making it especially suitable
for applying the algorithm discussed above.

From the many available grid configurations, the grid code 1-EHVHV-mixed-all-1-no-sw was cho-
sen. It includes the German extra-high-voltage (EHV) grid and two explicitly represented high-
voltage (HV) grids connected to it. The grids are in the near-future “tomorrow” configuration.
Where underlying grids are not explicitly represented, separate aggregated time series for demand,
storage units, and renewable infeed are applied to the existing grid nodes. This enables the in-
dividual adjustment of these components, an important characteristic for redispatch calculations.
To initially handle the SimBench data, the associated Python package was used.

The time series data originally have a quarter-hourly resolution for a whole year. They are resam-
pled to hourly resolution by averaging over the 15-minute segments forming each hour. Costs for
conventional power plants are assigned by determining efficiency ranges for the technology types
available in the SimBench dataset. Together with CO2 emission factors, fuel prices, and other
variable costs (see Table 1), ranges for marginal costs for each technology type are calculated.4

The cost for curtailing renewable infeed is set to -50 EUR/MWh, ensuring curtailment is used as a
last resort measure. Costs for individual power plants are randomly assigned from evenly spaced
points from the marginal cost range for the respective technology. This pragmatic approach was
chosen instead of manually matching individual power plants to their existing counterparts, where
the true technological parameters would have still been unknown. Because the system costs (and
redispatch costs) as such are not the focus of this paper, this trade-off is acceptable. The location
of installed power plant capacities is shown in Figure 2.

4The efficiency ranges, emission factors, and other variable costs are taken from the ENTSO-E Midterm Adequacy
Forecast 2020 Dataset ([14]). Fuel costs represent future notations for the year 2025, averaged over the last quarter
of 2021. For the technology Waste, parameters have been chosen to reflect the must-run nature of waste power
plants. The CO2 price is set to 72.29 EUR/t, also representing the average notation for European Carbon Futures in
the last quarter of 2021.
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Gas

Hard	Coal

Lignite

Nuclear

Oil

Waste

Renewables

Figure 2: Map of scenario with installed capacities

Table 1: Assumption for costs of conventional power plants

Technology Efficiency range CO2 Emission Factor Fuel Price Other variable costs

Minimum Maximum t/MWhth EUR/MWhth EUR/MWhel
Nuclear 0.30 0.35 0 1.70 9
Gas 0.33 0.60 0.21 24.92 1.60
Hard Coal 0.30 0.46 0.34 11.85 3.30
Lignite 0.30 0.46 0.36 4.24 3.30
Oil 0.25 0.43 0.28 33.98 3.30
Waste 1 1 0 0 2.45
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necessary computations
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Figure 3: Process for performing the case study for a single grid load case

2.4.2 Process of calculating Shapley values

With the scenario data described in Section 2.4.1, the process for calculating the Shapley values
for each time step can be performed. The process is shown in Figure 3. It has to be performed for
each grid load case. First, an OPF without grid constraints is performed.5 This represents a market
solution in a zonal market configuration, such as the one in Germany. With the market-based
dispatch of the generators, the redispatch case is prepared by adjusting the generator limits, as
described in detail in [1]. Additionally, the grid elements that would be overloaded in the market
solution can be determined from the initial OPF without grid constraints. These grid elements are
the players forming the grand coalition for the grid load case under investigation. This information
and the scenario data are supplied to the algorithm that calculates the Shapley value using the
simplifications, as described in Sections 2.2 and 2.3.

3 Results

This section details the results of the case study and further analyses based on these results. The
results of applying the simplification algorithm are detailed in Section 3.1. Further analyses of these
results are performed in Section 3.2. Section 3.3 discusses whether the results can be generalized
beyond the case study.

3.1 Overview

Figure 4 shows the number of samples within the 8784 time steps for each observable number
of overloaded elements. The overloaded elements are the players forming the grand coalition in
5While time series data for power plants are available in the underlying dataset, they are disregarded to ensure con-
sistency between the market solution and the redispatch solution, as determined by the OPF. Time series data are,
however, used for demand, renewable infeed, and storage units.
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Figure 4: Number of samples within one year classified by the number of overloaded elements.
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Figure 5: Number of required coalitions (bars) vs. number of calculated coalitions (circles).
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each time step. The number of overloaded elements can therefore also be called the game size.
The largest number of overloaded elements in any time step is 22, but this amount occurs only
once. The average game size is 6.56, while the median is six overloaded elements. There are 679
time steps with no or one overloaded element. Because there is no savings potential in these time
steps, they are excluded from further analysis, leaving 8105 time steps to analyze.

As shown in Figure 5, the simplification algorithm continues to be effective when applied to the
realistic dataset described in Section 2.4.1. For each number of overloaded elements, the figure
shows the number of coalition values that are required to calculate the Shapley values as bars (also
called required coalitions) and the number of coalition values that must necessarily be calculated
when using the simplification method as circles (also called calculated coalitions). Because of the
exponential nature of the number of required coalitions, the y-axis is presented with a logarithmic
scale. Additionally, Table 2 shows statistics for the required and calculated coalitions for each
game size.

The number of calculated coalitions relative to the number of required coalitions decreases with
the number of overloaded elements. The relative savings – the number of coalitions that do not
have to be calculated due to the simplification method relative to the total number of required
coalitions – are shown in Figure 6. The savings increase with the number of overloaded elements.
At or above 10 overloaded elements, the mean savings exceed 90% of required coalitions. For
a game size (number of overloaded elements) of 19, the largest game size with more than 10
samples, only 2 709 coalitions out of the required 524 288 have to be calculated on average,
representing around 0.5% of the required coalitions.

Over the whole year, the simplification algorithm saves a total of around 67.6 million calculations
of the objective function, representing 98.68% of the calculations otherwise required. With an
average time per coalition calculation of 0.03 seconds, this implies time savings of around 547
hours, or 3.25 weeks.6

3.2 Factors determining the effectiveness of the algorithm

Considering the range of calculated coalitions for each game size – shown in Table 2 and Figure 5
– a question arises: What determines the effectiveness of the algorithm in any specific time step?

Part of the answer lies in the number of binding constraints in the grand coalition. Figure 7 shows
a boxplot of the number of binding constraints in the grand coalition for each number of over-
loaded elements. A binding constraint in the grand coalition indicates that after redispatch the grid
element corresponding to this constraint (which was overloaded in the initial market result) is still
congested, i.e. fully utilized. A non-binding constraint, however, indicates that the corresponding

6The calculations were performed on a machine with an Intel Core i9-9900K CPU.
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Table 2: Statistics for calculated coalitions of each game size

size required count calculated coalitions mean savings (%)

mean std. dev. min median max

0 1 239 1.0 0.0 1 1 1 0.0
1 2 440 2.0 0.0 2 2 2 0.0
2 4 706 3.3 0.4 3 3 4 18.3
3 8 788 6.1 0.6 4 6 8 24.0
4 16 427 10.7 2.1 5 12 16 33.0
5 32 910 15.4 3.0 6 16 24 51.9
6 64 1021 22.7 5.7 7 23 48 64.6
7 128 1222 30.7 10.8 8 29 92 76.0
8 256 741 48.3 22.5 15 44 166 81.1
9 512 518 76.6 42.1 18 64 300 85.0
10 1024 470 99.1 62.3 25 74 568 90.3
11 2048 345 153.0 124.6 40 106 820 92.5
12 4096 261 198.8 151.4 39 155 1190 95.1
13 8192 232 283.1 221.2 48 211 1430 96.5
14 16 384 152 396.2 335.3 79 307 1634 97.6
15 32 768 98 536.4 604.9 96 418 5482 98.4
16 65 536 96 531.8 407.6 190 364 2798 99.2
17 131 072 44 1349.6 1203.1 426 765 4910 99.0
18 262 144 37 1780.6 945.4 715 1582 6240 99.3
19 524 288 25 2708.6 3096.2 1566 2016 17 405 99.5
20 1 048 576 4 17 127.3 6253.1 12 760 14 698 26 354 98.4
21 2 097 152 7 10 287.9 14 929.2 2070 2186 40 114 99.5
22 4 194 304 1 24 127.0 24 127 24 127 24 127 99.4

grid element is no longer fully utilized after redispatch, even though it was overloaded in the initial
market results.7

The number of binding constraints in the grand coalition is lower than the number of overloaded
elements in all samples with a game size of five or more. The maximum number of binding
constraints occurs at a game size of 15 with 10 binding constraints. The tapering off of the number
of binding constraints can be explained as follows: A grid load case with high overall power flows
results in overloads in different areas of the grid and on multiple grid elements. Synergies in
redispatch mean that there is not one individual set of measures designed to relieve overloads on
each individual grid element. Therefore, relieving high absolute overloads may lower the flows
over formerly overloaded smaller grid elements below their capacity, meaning they are no longer
binding. Synergies in relieving congestion are the reason for applying the Shapley value to share
the resulting costs in the first place.

7For an explanation, consider two power lines connected in series. Assume that both lines have a different thermal
rating and that both are overloaded in the market result. In this case, the line with the lower rating limits the total
power that can flow over both lines. After redispatch, the line with the higher rating will no longer be fully utilized,
and the associated constraint will be non-binding, while the line with the lower rating will be fully utilized and have
a binding constraint.
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Figure 6: Percentage of required coalitions saved
for each number of overloaded elements.
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Figure 7: Number of binding constraints in the
grand coalition for every number of over-
loaded elements.
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(b) Only game size of 10.

Figure 8: Number of calculated coalitions for every number of binding constraints in the grand coalition.
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Figure 8a shows a box plot of the relationship between the number of binding constraints in the
grand coalition and the number of calculated coalitions after simplification. The y-axis is scaled
logarithmically. There is a strong correlation between the number of binding constraints and the
number of calculated coalitions, even without taking into account the game size. However, as
with the relationship between the game size and the number of calculated coalitions (Figure 7),
there is a large variance within each number of binding constraints, with values spread over three
orders of magnitude in some cases. Figure 8b provides a filtered view of Figure 8a, showing only
the data for a game size of 10.8 There is still an obvious correlation between the number of binding
constraints in the grand coalition and the number of calculated coalitions, but the variance within
each number of binding constraints remains quite large.

To analyze the influences of the number of overloaded elements and the number of binding con-
straints in the grand coalition on the number of coalitions that have to be calculated, statisti-
cal analyses are performed. Four different exponential functions are fitted using non-linear least
squares, with the last two being variations of the same underlying model:

𝑛calculated = 𝑎 ⋅ exp (𝑏 ⋅ 𝑛overloaded) + 𝜖 (3)

𝑛calculated = 𝑎 ⋅ exp (𝑐 ⋅ 𝑛binding) + 𝜖 (4)

𝑛calculated = 𝑎 ⋅ exp (𝑏 ⋅ 𝑛overloaded + 𝑐 ⋅ 𝑛binding) + 𝜖 (5a)

𝑛calculated = 𝑎 ⋅ exp (𝑏 ⋅ 𝑛overloaded + 𝑑 ⋅ (𝑛overloaded − 𝑛binding)) + 𝜖 (5b)

The dependent variable 𝑛calculated is the number of calculated coalitions when using the simplifica-
tion algorithm, while the explanatory variables are the number of overloaded elements 𝑛overloaded
and the number of binding constraints in the grand coalition 𝑛binding. Equation 5b is a reformu-
lation of equation 5a that explicitly includes the difference between the number of overloaded
elements and the number of binding constraints.

The results of the regression analysis are shown in Table 3. Using the number of overloaded
elements or the number of binding constraints in the univariate models yields coefficients of de-
termination 𝑅2 of 0.498 and 0.398, respectively, suggesting that both variables on their own only
have limited predictive power. This is consistent with the figures shown previously, where large
variances can be observed.

When including both explanatory variables simultaneously, as specified in Equations (5a) and
(5b), an 𝑅2 of 0.97 is obtained. This suggests that most of the variance contained in the results
can be explained by the interaction between the number of overloaded elements and the number
of binding constraints in the grand coalition. The coefficients for model (5b) show explicitly that
for any given game size, an increasing gap between the number of overloaded elements and the
number of binding constraints in the grand coalition decreases the number of coalitions that must
be calculated.

8Other game sizes exhibit similar patterns.
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Table 3: Regression results for a nonlinear regression using least squares

Dependent Variable:

Calculated Coalitions

(3) (4) (5a) (5b)

Constant (a) 0.077 8.459 0.203 0.203
Number of overloaded elements (b) 0.571 -0.326 0.908
Binding constraints in grand coalition (c) - 0.801 0.583 -
Δ Overloaded-Binding (d) - - - −0.583
𝑅2 0.498 0.398 0.970 0.970
Observations 8105 8105 8105 8105

This formulation also has an implication that, at first sight, may seem implausible: Assuming a
gap of zero, the number of saved coalitions becomes negative for game sizes larger than seven.
However, this is not a realistic assumption. In the underlying dataset, there is no game size larger
than four without non-binding constraints. With realistic combinations of game size and non-
binding constraints, the estimation yields plausible results. While the coefficients should not be
used to estimate the number of calculated coalitions in other grid models, it is expected that
the general relationship holds – i.e. that the number of binding constraints in the grand coalition
and the difference between the number of overloaded elements and binding constraints in the
grand coalition jointly largely determine the savings that can be achieved with the simplification
algorithm.

3.3 Generalization of the performance claims

The algorithm has shown its merits in two very different settings: the original benchmark grid used
in [1] and the realistic grid investigated in this contribution. Nevertheless, even the realistic grid
does not include a detailed modeling of the topology of lower voltage levels. Instead, the relevant
units and time series are aggregated at the higher voltage nodes. Regarding further generalization
of the results, the following question arises: What are the implications of adding more low-voltage
grids to the grid topology?

The answer depends on the specific details of the low-voltage grids to be added. The nature of
low-voltage grids is such that each individual overload is much smaller than the overloads in the
transmission grid because power flows in general are much smaller. Further, the causes of over-
loads may often be the same as in the transmission grid: an abundance of infeed from renewable
energy sources. Consequently, large synergies are to be expected, where actions that solve over-
loads in the underlying low-voltage grids are also beneficial for overloads in the transmission grid.
Whether or not these synergies translate to a large number of non-binding constraints in these
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low-voltage grids depends on the specific location of the low-voltage grids and the redispatch
measures available in them.

For suitably located grids, the measures taken to cure their overloads are also the cheapest mea-
sures available to cure the larger overloads in higher voltage levels. In this case, overloaded
elements from low-voltage grids may be non-binding, resulting in a large gap between the num-
ber of elements that are overloaded before redispatch and the number of elements that are still
congested (and therefore binding constraints) after solving the redispatch optimization. As Section
3.2 has shown, this gap seems to be largely responsible for the savings that can be achieved with
the algorithm. Hence, it should continue to work well and may even become more effective when
including low-voltage grids in the grid model.

However, the opposite case is also plausible: Depending on the exact location of the low-voltage
grids, the available measures to cure overloads in these grids may also reduce overloads in the
transmission grid, but they may not be the cheapest way to do so. In that case, while there would
still be synergies, measures in the low-voltage grid would only be used as far as is required to
cure the specific congestions. Other measures would be used to resolve remaining overloads
on other grid elements. In this way, the element in the low-voltage grid would remain binding.
Consequently, in this situation, an overload would be added, but the gap size would remain
constant.

In any case, substantially increasing the number of overloaded elements may be problematic. The
relationship between the number of calculations still necessary when using the simplification al-
gorithm and the number of overloaded elements remains exponential, albeit with a smaller growth
rate than in the original problem.

4 Conclusion

Fairly allocating costs arising from congestion management will become increasingly important,
with congestions moving to lower grid levels and affecting more grid operators. The Shapley value
has been suggested for allocating these costs to each affected grid element and by extension to
the grid operators that operate them. However, using the Shapley value requires performing a
large number of calculations, as the costs for alternative redispatch settings must be determined.
Previous work [1] has developed a simplification algorithm that substantially reduces the number
of calculations that must be performed and has demonstrated the effectiveness of the algorithm on
a small benchmark grid with one grid load case.

This contribution has aimed to assess the merits of the simplification algorithm (1) in a grid with
a more realistic size and (2) with a greater variety of grid load cases. To this end, a detailed
representation of the German transmission grid with two high-voltage grids and scenario data
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from the SimBench Project [10] have been used. The analytic simplification algorithm using non-
binding constraints from [1] has been applied to calculate the Shapley values for all 8784 hours
of a sample year.

The results show that the benefits of the simplification algorithm in a realistic grid exceed those
observed in the initial tests in the benchmark grid. The algorithm continues to substantially reduce
the number of calculations that have to be performed, and savings increase with the number of
overloaded elements in a given time step. In time steps with more than 15 congestions, more than
99% of the originally required calculations can be saved in most cases. Regression analyses show
that the achievable savings depend on the gap between the number of overloaded elements in a
given time step and the number of constraints associated with these elements that are binding in
the redispatch optimization.

The performance of the algorithm is expected to translate well to other grid models, as long as
there are substantial synergies achieved in congestion management. This is also the use case
where applying the Shapley value to allocate the associated costs is most beneficial, meaning the
algorithm works best where it is needed the most.

Regarding the translation of the operative and often decentral processes that are implemented in
practice into the central planner approach that is the basic assumption of the OPF calculation,
further research is needed. Additionally, further operational constraints of the units used for redis-
patch, such as unit commitment decisions, minimum run times, and minimum stable operation
limits, may also have to be taken into account. How these constraints should be considered – or
worked around – requires further investigation.

Overall, this contribution represents an important step toward enabling the usage of the Shap-
ley value to allocate costs from congestion management. Further research should work towards
implementing the Shapley value with the simplification algorithm in the operative processes to
replace the current cost allocation methods.
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Chapter 7

Conclusions

This thesis comprises five articles that are included in Chapters 2 to 6. In
this concluding chapter, the contributions of these articles to the research
questions raised in Section 1.2 are highlighted and summarized.

7.1 How can different market designs be modeled with
linear programming and what are the strengths and
weaknesses?

Electricity market modeling and electricity market design play a role in
each of the five articles included in this thesis – either market designs are
themselves subject to investigation, such as in Chapter 2, Chapter 3, and
Chapter 4, or market modeling is indirectly supporting other investiga-
tions in Chapter 5 and Chapter 6. In each case, the market is modeled as
an optimization problem.

Linear programming (LP) and mixed integer programming (MIP) are
two types of optimization that have long been established as methods to
model energy markets (Pfenninger et al. 2014). Both have distinct advan-
tages and drawbacks. Linear problems are comparatively quick to solve,
allowing for investigations with a large scope, such as the modeling of
international electricity markets in Europe. Drawbacks include, for ex-
ample, the inability to include binary variables, which, among others, are
used to represent unit commitment decisions for power plants: Because
each variable must be continuous, it is not possible to constrain a power
plant to produce at a minimum level or nothing at all. Mixed integer prob-
lems allow for binary variables and can accordingly represent operational
constraints much more realistically. The drawback is a solution time that
can be orders of magnitude longer than a comparable linear model. In
comparison, simple linear problems can even be solved graphically.
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Within this thesis, Chapter 3 provides the most substantial contribu-
tion to the research question. In this chapter, a framework is developed
to model each stage of Flow-Based Market Coupling (FBMC), the mech-
anism to implicitly allocate cross-border transmission capacity in Central
Western Europe (CWE) and Central Eastern Europe (CEE). FBMC con-
straints are included in the algorithm of the day-ahead auction (cf. Section
1.1.3). Their implementation requires the calculation of remaining avail-
able margins (RAMs) and power transfer distribution factors (PTDFs)
in advance, these are also called flow-based parameters. To calculate the
flow-based parameters, transmission system operators (TSOs) use the ex-
pected market results, which are gathered from experience and reference
situations. After the auction, TSOs perform redispatch to manage con-
gestion and ensure stable grid operation.

When modeling FBMC, gathering the required input for the calcula-
tion of the flow-based parameters, i.e., the capacity calculation, presents
a circular problem: The capacity calculation requires knowledge about
the probable market outcome, but the probable market outcome depends
on the capacity calculation. The developed framework approaches this
problem by iterating through multiple stages: First, the nodal problem is
solved, corresponding to modeling nodal pricing (cf. Section 1.1.5). The
results are used as a first approximation of the expected market outcome
for the capacity calculation. With the calculated flow-based parameters,
the zonal problem is solved. The results are better suited to represent
the expected market outcome, since – like the actual market outcome –
they are the result of the zonal algorithm. The results are used for a
second iteration of the capacity calculation, yielding a more realistic set
of flow-based parameters. The zonal problem is solved a second time with
these flow-based parameters, now representing the actual market clearing
of the day-ahead auction. Afterward, the results are used as the starting
point for the last stage, another nodal calculation this time representing
the redispatch problem.

The article in Chapter 4 delves into a refinement of the market de-
sign and adds more iterations to the model, (cf. Figure 3 in Chapter
4). In this article, the consideration of measures available for later redis-
patch, so-called redispatch potential (RDpot), in the day-ahead auction
is investigated. RDpot is considered by extending the zonal optimization
problem. The constraints are adjusted so that a higher flow over a given
capacity constraint is possible if there are enough potential measures to
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alleviate resulting overloads via a more fine-grained approach in the redis-
patch stage. The use of RDpot adds cost to the objective function and is
therefore used only if it reduces overall costs. The available RDpot is an
input parameter for the zonal optimization problem. It is determined by
first solving the zonal problem without RDpot and evaluating the result-
ing dispatch – unutilized generator capacity enables positive potential,
meaning generation can be increased, while already utilized capacity cor-
responds to negative potential, meaning generation can be decreased. The
zonal problem is then solved again to represent the auction with RDpot.

The article also evaluates different rules to determine the available (po-
tential) measures. One of these rules only considers capacity under RDpot
that is not used for redispatch in the reference case, i.e., when RDpot is
absent from the zonal auction. Applying this rule therefore also neces-
sitates the solution of the redispatch problem after the zonal problem
without RDpot. In summary, the simulation of including the RDpot in
the market design requires one extra calculation of the zonal problem and,
depending on the rule used to determine RDpot, one extra calculation of
the redispatch problem.

Each stage is modeled as a linear problem. This includes the nodal cal-
culations (serving as the original input for the calculation of the flow-based
parameters as well as providing the basis for the redispatch problem),
which are performed using a linearized form of the normally non-linear
load flow equations. Additionally, each time step that is considered in
these calculations (out of usually 8760, representing a full year in hourly
resolution) is treated as a separate optimization problem, isolated from
other time steps. The linear formulation of these problems along with
the isolated consideration of each time step allows for a consistent com-
parison of different market design choices. While it is not unusual to
use a model with coupled time steps for zonal calculations, and even for
MIP models to be used in zonal calculations, this is hardly possible when
performing nodal calculations for a full year. However, using differently
specified models for the calculation of nodal and zonal designs makes cer-
tain comparisons inconsistent. If the redispatch problem is subject to
fundamentally different constraints than the zonal problem, it is not ev-
ident how to isolate effects (and costs) resulting from diverging problem
formulations and costs resulting from the evaluated market designs.

However, the use of linear problems without time step coupling presents
its own set of problems. As stated above, LP models do not allow for unit-
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commitment decisions, thereby preventing the consideration of factors like
start-up costs and allowing unrealistic part load operation of generators.
Disregarding time step coupling significantly impedes the realistic sim-
ulation of electricity storage, such as pump hydro storage and battery
storage. These are included by using the output of a more detailed model
that remains static and does not vary between different simulations. This
is, however, still much less precise than modeling storage assets endoge-
nously and introduces an error that increases with the importance of such
storage technologies for the overall system. Overall, however, this er-
ror remains consistent across all comparisons performed with the model
framework, and therefore the comparisons are expected to be consistent
as well.

A slightly different and much simpler approach to modeling electricity
markets is chosen in Chapters 5 and 6. In these articles, the market design
itself is not the subject of the evaluations. However, because the articles
focus on redispatch, the analyses required a market result on which to
perform redispatch. Both articles only consider a single bidding zone
(a simple benchmark model in Chapter 5 and the German bidding zone
(without Luxembourg) in Chapter 6), therefore simulating the market
auction without any kind of market coupling. In this case, the zonal prob-
lem reduces to a simple cost minimization without any grid constraints.
This is equivalent to a nodal problem with infinite line capacities, allowing
for the same model to be easily used for redispatch and the zonal problem.
Both articles use a linear optimization problem with linearized power flow
equations to enable the application of the Shapley value, which would be
far too computationally expensive to calculate otherwise (cf. Section 7.2).
The drawbacks of linear optimization compared to mixed integer models
in general and the use of the linearized DC formulation of the power flow
problem instead of the physically more accurate non-linear power flow
equations are therefore present but fairly inconsequential in this analysis.
Even if implemented in a real-world application it is used only as an ex-
post analysis and is not relied on for securing the operational security of
the grid. Therefore, enabling the usage of Shapley values for congestion
cost allocation far outweighs the inaccuracy that is introduced by the use
of linearized models.

The article in Chapter 2 focuses on analytical analyses and is not backed
by a comprehensive computer model. The presented analyses are based
on graphical analyses of the merit order in a flexibility market. Yet, these
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again correspond to a type of graphical solution to a (simple) linear opti-
mization problem. This illustrates the wide-ranging applicability of linear
programs and the transparency they can provide in problem-solving.

7.2 How can the use of Shapley values and linear
programming contribute to achieving a fair allocation
of congestion costs?

As laid out in Section 1.1.4, the costs resulting from congestions in the
grid can be either implicitly or explicitly allocated, depending on the ex-
tent to which congestions have been addressed in the market clearing and
how much ex-post redispatch is required. The distributional effects of im-
plicit and explicit cost allocation differ: On the one hand, Shapley values
calculated using linear programming techniques can be used to fairly allo-
cate congestion costs explicitly. On the other hand, linear programming
can be used to determine distributional effects of implicit cost allocation,
which may in turn further inform the discussion about fair cost allocation.

The explicit cost allocation required by ex-post redispatch is the subject
of the articles in Chapter 5 and Chapter 6. Continuing the theme of
using linear programming in the analysis of electricity market designs,
Chapter 5 first demonstrates the use of the Shapley value, a concept from
cooperative game theory, for fairly allocating congestion costs and then
introduces two methods to speed up the comprehensive calculation of the
Shapley value. Both methods (for clarity and brevity called the analytical
and numerical methods) build on features inherent to linear optimization.

Fairly allocating costs can be interpreted in several different ways. In
the context of allocating explicit costs arising from redispatch, a fair al-
location may entail allocating the costs to the parties responsible for the
redispatch in the first place in a way that (1) costs are recouped and (2)
costs are allocated relative to the share that the parties had in causing
them. These two points are discussed later in this section. Regarding
the parties responsible for redispatch, two class of parties may be distin-
guished: One class of parties consists of grid users, i.e., electricity gen-
erators and demanders. Another class is comprised of the grid operators
responsible for the congested grid elements. As the grid within a bidding
zone in a zonal market design is meant to be mostly free of congestion
(cf. Section 1.1.3), it is sensible to assign the responsibility for redispatch
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costs to the grid operators instead of the grid users. On the other hand,
the grid operators will recoup their costs by charging network fees to the
grid users, which again raises questions of fairness. However, the analyses
in this thesis are limited to the grid operation level.

The details of calculating the Shapley value are explained in Chapter
5. It can be used to allocate costs or profits arising from a grand coalition
of players to each player according to the individual player’s contribution
to the profits or costs.1 The Shapley value has multiple properties that
cause it to be commonly referred to as being fair: Only actually incurred
costs (and these costs exactly) are distributed to the players, equivalent
players are assigned the same Shapley value, and players not contributing
to the costs are not charged. Additionally, the Shapley value is well
suited to problems with synergies, making it a good fit for congestion
management: Its calculation considers the contribution of each player to
the costs of each possible coalition of players in all permutations of these
coalitions, i.e., being added to the coalition first, last, or somewhere in
between. In electricity grids, overloads on large transmission lines may
overshadow overloads on smaller lines, and resolving these large overloads
may resolve the smaller ones as well. Nevertheless, arguably the operators
of the smaller lines should be allocated some of the costs for relieving the
congestion. The Shapley value can be used to determine exactly how
much of the costs should be allocated to each line.2

To allocate congestion costs, the individual overloaded grid elements are
defined as players, and the grand coalition is formed by all the elements
that without action would be overloaded in any given time step.3 The
costs to be allocated to the overloaded grid elements are the redispatch
costs for the time step. Calculating the Shapley value requires knowledge
of not only the costs for the grand coalition, but the costs of every possi-

1In this context, Shapley value is used as the name of the concept. However, the
Shapley value also refers to the specific part of the profits or costs allocated to
a player. Each player has their own specific Shapley value and the sum of the
Shapley values is the total profits or costs to be allocated.

2As public information about the ownership of individual lines is limited and given
that the technical aspects of congestion require the consideration of individual
lines, the focus is subsequently placed on single grid elements as players and not
on the economic entities (grid operators) they belong to.

3In this section, overloaded elements always refers to elements that would be over-
loaded, if redispatch were not performed. Overloaded elements are also congested.
After redispatch, elements can still be congested (i.e., fully utilized and constrain-
ing the dispatch), but redispatch removes all overloads.
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ble sub-coalition as well. Sub-coalitions can be constructed by removing
players from the grand coalition. In the context of allocating congestion
costs, this corresponds to removing the need to perform redispatch for a
specific grid element. This is accomplished by modifying the constraint
of the grid element so that its utilization does not correspond to being
overloaded.4 With N players (grid elements) in the grand coalition, the
number of total possible coalitions is 2N . Because the costs for each sub-
coalition are calculated by solving a (linear) optimization problem (the
redispatch problem), the calculation of 2N coalitions is challenging. The
two methods developed in Chapter 5 simplify the calculation of the Shap-
ley value by reducing the number of sub-coalitions for which costs must
be calculated.

The numerical method uses a general feature of optimization theory:
In any minimization problem, the value of the objective function cannot
decrease when adding a new (or tightening an existing) constraint and
cannot increase when removing (or relaxing) a constraint. As detailed
above, sub-coalitions for the redispatch problem are constructed by re-
laxing the constraints of the grid elements that are no longer part of the
coalition. Accordingly, if two coalitions of different sizes share the same
costs and the smaller coalition is a subset of the larger coalition, any com-
bination of players not in the smaller coalition can be removed from the
larger coalition without changing its value: The value cannot increase by
removing a player, and it also cannot decrease, because the smaller coali-
tion has the same value and all of its players are also part of the larger
coalition.

This insight is utilized by systematically calculating coalitions of dif-
ferent sizes and comparing their values. Details of the algorithm are
described in Chapter 5. If only precisely matching values are considered,
the algorithm yields exact results. Further computational savings can
be achieved by introducing a tolerance for costs to be considered equal.
However, this reduces the precision of the calculated Shapley value.

The analytical method follows a related approach but depends on the
specifics of the underlying optimization problem. It utilizes the fact that
any non-binding constraint in a continuous optimization problem (i.e.,
without integer variables) can be removed from the problem formulation

4An example: The power flow calculation shows a flow of 1100 MW on a transmission
line with a capacity of 1000 MW – an overload of 100 MW. To remove this grid
element from the grand coalition, its capacity is adjusted to 1100 MW.
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without changing the optimal value (Sioshansi and Conejo 2017). In the
context of the redispatch problem, a non-binding constraint corresponds
to a grid element, that (while being overloaded without redispatch) after
performing redispatch is no longer fully utilized. In this case, remov-
ing this grid element from the grand coalition by the means described
above will not change the value of the objective function (the costs for
performing redispatch). Whether a constraint is binding can be deter-
mined by examining the so-called shadow price of the constraint, which
is returned as part of the solution of the optimization problem. The
shadow price signifies the change in the objective function if the associ-
ated constraint is relaxed. If the shadow price is zero, the constraint is not
binding. Because the players in the coalition correspond to constraints
in the redispatch problem, binding and non-binding constraints translate
into binding and non-binding players. Knowing that any combination of
non-binding players can be removed from a coalition without changing
the costs, calculating the costs of any coalition that can be constructed
with the binding players and any subset of the non-binding players is
not required. Starting with the grand coalition, the algorithm strategi-
cally builds new coalitions looking for non-binding players and thereby
inferring as many coalition costs as possible.

Both methods were implemented, demonstrated, and compared to other
established simplification methods on a benchmark grid topology (CIGRE
2014) with 11 overloads, normally requiring the calculation of 2048 coali-
tion costs. With the numerical method without a tolerance, 975 of the
2048 coalitions do not have to be calculated. With a tolerance of 5%, 1100
of 2048 coalitions do not have to be calculated, but at the expense of re-
duced precision of the Shapley value. The analytical method performs
much better, only requiring the calculation of 328 out of 2048 coalitions.
However, the numerical method relies on the knowledge of coalition costs
alone, while the analytical approach requires knowledge of further opti-
mization outputs (the non-binding constraints). In settings where this
knowledge is not readily available, e.g., because of pre-existing software
tools, using the analytical approach may not be possible, leaving the nu-
merical approach as a fallback. Compared to established simplification
techniques, such as sampling, results were promising but mixed. The
numerical method with no applied tolerance yields exact results, while
sampling induces errors of almost 16% when choosing a sample size that
requires a similar number of calculations. However, when increasing the
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tolerance in the numerical method, the resulting (relative) error can be
very large for small absolute values. This is currently not predictable, yet
could be investigated by further research.

The analytical method was further analyzed and validated in Chapter
6. It extends the application from the benchmark grid with one time step
in Chapter 5 by using data for the whole German grid as published in
a dataset from the Simbench project (Meinecke et al. 2020) and hourly
time series data for a full (leap) year, covering 8784 hours. This (1) allows
the demonstration of the effectiveness of the algorithm in a more realistic
setting and with more instances (grid load cases), and (2) allows analyses
of the factors influencing the effectiveness of the algorithm.

Results show that the share of coalitions that do not have to be cal-
culated increases with the number of players in the grand coalition, i.e.,
the number of overloaded elements in any given time step. In a time
step with 22 overloaded elements, only 24 127 out of 4 194 304 coalitions
had to be calculated, saving 99.4 % of calculations. This, however, occurs
only in a single instance. For a grand coalition size of 19 (arising in 25
of 8784 time steps) an average of 2708.6 out of 524 288 coalitions had to
be calculated, with numbers varying between 1566 and 17 405. Regres-
sion analysis (R2 = 0.97) reveals the main influences to be the number
of overloaded elements (the size of the grand coalition) and the num-
ber of binding constraints in the grand coalition (the number of formerly
overloaded elements that are at full capacity after redispatch): Bigger dif-
ferences between the size of the grand coalition and the number of binding
constraints lead to increased savings when applying the simplification al-
gorithm.

Because of the demonstrated consistently high savings of the analytical
method, it can be considered a step toward increasing the feasibility of
implementing the Shapley value in a practical setting.

While Chapters 5 and 6 have used linear programming and fair cost
allocation methods to distribute the costs of ex-post congestion manage-
ment, the distributional effects of the part of congestion management
that is implicit in FBMC can be analyzed with the methods developed in
Chapters 3 and 4.

By preventing the dispatch of the cheapest technologies where grid con-
straints prohibit the transmission, FBMC influences prices and the dis-
tribution of rents between producers and consumers in addition to intro-
ducing congestion rents, which accrue to the TSOs. In Chapter 3, multi-
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ple methods for calculating so-called GSKs (representing the generation
pattern for changes of the net position of a bidding zone) are analyzed.
Furthermore, the effects of minRAM (mandating minimum margins avail-
able for trade on critical network elements), the consideration of internal
critical network elements, and TSO safety margins on critical network
elements are considered. Chapter 4 additionally analyzes the effects of
including the known potential for redispatch. Comparisons between the
results of these scenarios allow for the calculation of the distributional
effects of congestion management, which may serve as input for further
discussion about the fairness of certain design choices.

While producer and consumer rents are trivial to calculate (being the
volume-weighted difference between the electricity price and generation
costs or value of lost load5 respectively), the calculation of congestion
rents and especially the allocation of congestion rents to individual bidding
zones are more involved. CWE CIA WG (2020) describes the method-
ology as it is currently employed. Congestion rents are not part of the
analyses undertaken in Chapters 3 and 4. However, the developed meth-
ods allow for the implementation of this calculation because the employed
LP optimization yields all the required parameters such as shadow prices
of the capacity constraints and prices for the individual bidding zones.
Further research could also analyze the effects on producer and consumer
rents at a bidding zone level using the methods developed in these chap-
ters.

7.3 What are the welfare implications of the trade-off
between increasing trading possibilities and
accounting for grid constraints?

In nodal pricing, the constraints posed by thermal capacities and volt-
age limits of grid elements are directly considered in the market clearing
algorithm (cf. Section 1.1.4). However, this comprehensive considera-
tion may severely limit trading possibilities. Zonal pricing uses simplified
grid constraints to increase trading possibilities but requires redispatch
to ensure that the physical constraints are met. Recently, several amend-

5The value of lost load can be understood as the maximum acceptable electricity
price for consumers before accepting service interruptions, cf. Weber et al. (2022,
p. 186).
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ments to FBMC in Europe have aimed to further increase trade by posing
restrictions on the constraints themselves (ACER 2019). The most promi-
nent of these amendments is the minRAM stipulation, which requires that
RAMs – the margins of line capacities that remain available to the market
– must exceed 70 % of the thermal line capacity. Furthermore, consider-
ing internal branches as CNECs is discouraged by requiring declaration
well in advance and detailed written justification including the analysis
of all other options. Furthermore, the consideration of the so-called re-
dispatch potential (RDpot), analyzed in Chapter 4 based on the concept
first described by the Belgian TSO Elia (Elia Group 2019), is also meant
to increase trade.

The trade-off between increasing trade and disregarding grid constraints
is studied in Chapters 3 and 4. As explained in Section 7.1, the devel-
oped model framework allows consistently comparing model outcomes of
different market designs. In Chapter 3 this framework is used to compare
different designs options of FBMC to each other and to nodal pricing,
in Chapter 4 it is used to study the impact of the implementation of re-
dispatch potential. The studies calculate the system costs and do not
directly calculate welfare. However, as described in Section 1.1.5, when
considering inelastic demand, minimizing costs equates to maximizing
welfare. Consequently, increased costs translate directly into decreased
welfare and vice versa.

Both chapters consistently show that nodal pricing always outperforms
zonal pricing. This result is well backed by the literature, where nodal
pricing often serves as the first-best benchmark (Bjørndal and Jørnsten
2001; Bjørndal and Jørnsten 2007; Oggioni and Smeers 2013; Felling et al.
2023). There are two direct causes for higher costs in a zonal setting with
redispatch compared to nodal pricing: (1) redispatch should adjust the
market result only as far as it is required for safe grid operation and (2)
additional costs arise from opportunity costs and other factors stemming
from the TSOs directly ordering the dispatch of specific assets (cf. Section
1.1.5). Both points are reflected by an adjusted objective function in the
models used in Chapters 3 and 4. Firstly, a general penalty for redispatch
volume is added to the objective function. This reflects the objective of
the TSOs to keep the redispatched volume to a minimum. Secondly, the
marginal costs of the power plants are multiplied by penalty factors to
account for the increased costs described above.
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Chapter 3 places FBMC between two extremes of accounting for grid
constraints: On the one end, nodal pricing incorporates all physical con-
straints, limiting trade to ensure a physically feasible market result. On
the other end, grid constraints are disregarded completely in an unlimited
trade scenario. The cost difference between nodal pricing and the unlim-
ited trade scenario is considered as the maximum benefit of implementing
nodal pricing. Different FBMC implementation scenarios are evaluated
based on their cost savings compared to the unlimited trade scenario,
and these savings are in turn expressed as a percentage of the theoreti-
cally achievable savings. In an optimal setting, with no congestion within
bidding zone borders, FBMC achieves 87 % of the cost savings achieved
by nodal pricing. However, this number drops to 59 % when the actual
congested elements within bidding zones are considered. This shows that
FBMC is highly dependent on bidding zone configuration. Without ap-
propriate bidding zone configurations, other substantial changes, such as
different methods for calculating generation shift keys (GSKs, cf. Section
1.1.3) have little effect on overall system costs.6 Splitting the German bid-
ding zone is a measure that has long been discussed as part of a solution to
the suboptimal bidding zone configuration within the scope of FBMC, but
especially the German government has opposed this idea. The discussion
around this topic continues to evolve. The Expert Commission for the
Monitoring Process “Energy of the Future” recently recommended to the
government to drop its resistance should the current bidding zone review
of the European Network of Transmission System Operators for Electric-
ity (ENTSO-E) arrive at a positive conclusion regarding the effects of
a split of the German bidding zone (Löschel et al. 2023). Furthermore,
the German federal state of Schleswig-Holstein has officially asked for the
Federal Council (Bundesrat) to adopt a position in favor of a reevalua-
tion of a bidding zone reconfiguration (Schleswig-Holstein 2023). Keeping
a united German bidding zone can be viewed as a trade-off between the
benefits (a uniform wholesale price and frictionless trade within Germany)
and lower total costs when accounting for the physical grid constraints.
The consideration of minRAM significantly increases redispatch volumes

6Recently, Schönheit et al. (2020) have found large impacts of different strategies
for determining GSKs on the flow-based domain. While this at first seems to
contradict the findings in Chapter 3, even a substantially different flow-based do-
main does not necessarily lead to different total system costs, especially including
redispatch. Quantifying these effects as costs is beyond the scope of their analysis.
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by relaxing the constraints imposed on the market clearing algorithm.
However, depending on the parametrization of redispatch costs, the effect
on costs varies in the chosen setting between a slight increase in costs to a
substantial decrease. Since the parametrization that leads to a substan-
tial decrease in costs is a sensitivity analysis and not a realistic scenario,
no clear conclusions may be drawn from the observed costs. With an
updated grid, updated scenario data, and a parametrization of redispatch
costs between the extremes considered in Chapter 3, in Chapter 4, costs
for minRAM rise to a much larger extent (107 million Euros in Chapter 4
compared to 10 million Euros in Chapter 3). Together with the substan-
tially increased volumes already observed in Chapter 3 (independent of
the cost parametrization), minRAM appears to negatively impact the sys-
tem on balance. Similar results are observed by Schönheit et al. (2021a),
who calculate cost increases of 7.25 %.

Chapter 4 implements potential redispatch measures into the zonal
clearing and compares the results to FBMC without any adjustments
as well as to minRAM and combinations of both. Considering potential
redispatch measures, a concept based on the dispatch hubs introduced
by Elia Group (2019) and further analyzed by Schlecht and Hirth (2021),
increases trade by enabling the market algorithm to allow otherwise infea-
sible outcomes if redispatch units are known to be available to “correct”
the result on a finer granularity where required.

Results show that this more targeted approach (compared to minRAM)
of considering potential redispatch measures manages to increase trade
while at the same time reducing overall costs. If combined with min-
RAM, trade increases further, but costs increase. As minRAM is unlikely
to be abolished, the article recommends complementing the already imple-
mented minRAM approach with the consideration of potential redispatch
measures in order to decrease costs and further increase trade.

As stated above, both studies clearly show that nodal pricing performs
better in every analyzed scenario. However, limitations apply: The rea-
son for preferring increased trade to a more detailed consideration of grid
constraints is the general economic insight that larger markets foster com-
petition. Where nodal pricing is implemented, actors face a reduced level
of competition. Consequently, these markets require tight regulation to
prevent the abuse of market power. The models discussed above consider
functioning markets without any market power even in the nodal pricing
case. As such, the models are by design unable to reveal the benefits of
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zonal pricing compared to nodal pricing. While nodal pricing can serve
as an effective benchmark for different implementation options of zonal
pricing, the results should not be overinterpreted in the sense that they
show the overall superiority of nodal over zonal pricing.

7.4 What contributes to the efficient operation of zonal
electricity markets with congestion management?

Due to the financial volume and practical importance of European elec-
tricity markets, their efficient operation is crucial. Section 7.3 has already
shown that policies such as minRAM can increase the system costs arising
from FBMC. Under the assumption that all relevant factors are covered
in the underlying models, more expensive solutions are less efficient than
cheaper alternatives. In the context of this section, costs will therefore
serve as a proxy for the efficiency of the overall process – the limitations
of this assumption will also be addressed.

All papers contribute to the question at hand. Many of the implica-
tions arising from Chapters 3 and 4 have already been discussed in the
context of Section 7.3: Increasing trade to the detriment of grid stability
requires extensive redispatch measures, which generally increases costs,
thereby reducing welfare and efficiency. However, it must be noted that
using the overall costs as a proxy for market efficiency makes the absolute
values sensitive to model parameterization. As noted in Section 1.1.5,
the redispatch problem is different from the nodal problem by changing
the objective function: A penalty for overall volume and penalty fac-
tors applied to the variable costs of generators are added. Without these
penalties, the zonal problem in combination with redispatch always leads
to a nodally optimal solution, which is the option with the overall lowest
system costs (cf. Section 1.1.5). This implies that the zonal solution may
be adjusted even where it is physically feasible, an undesirable outcome.
Conversely, absolute values arrived at by using penalty factors must be
treated with caution (cf. Section 7.3).

Chapters 5 and 6 introduce the Shapley value as an allocation method
of the costs arising from redispatch. As already discussed in Section 7.2,
an important property of the Shapley value is its fairness: Costs are dis-
tributed according to the marginal contribution of all contributors in all
possible permutations, thereby taking into account synergies. This repre-
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sents a major improvement on the status quo at the time of writing the
articles, where parts of the redispatch costs (curtailment of renewables)
were allocated to whoever first initiated the measure (cf. Section 1.1.4).
In a situation where several different grid operators might benefit from a
measure, this leads to obvious incentives for delaying initiation as long as
possible in the hope that another grid operator moves first. This obviously
disincentivizes coordinated actions and consequently decreases overall ef-
ficiency. Conversely, using the Shapley value as proposed in Chapters
5 and 6 ensures that the cost allocation mechanism does not impede an
efficient overall solution.

Chapter 2 shows that the subsidies required to drive investments into
renewable energy sources (RES) hinder the efficient operation of local flex-
ibility markets, a form of market-based redispatch, by distorting prices.
RES in Germany receive a guaranteed remuneration regardless of whether
they feed in or are curtailed by the grid operator – in the latter case the
remuneration is paid as a reimbursement for lost revenues. However, in
the case of voluntary curtailment, as would occur in a market-based redis-
patch scheme, no reimbursement is granted. Therefore the bids of RES
must reflect these lost revenues. This, however, leads to an inefficient
solution: The guaranteed remuneration is paid in any case and should
not influence the market result. Considering the remuneration in the bids
increases overall costs by inflating bids far beyond true marginal costs. It
can also lead to an inefficient selection of bids, because affected units may
become uncompetitive compared to other units, even though marginal
costs are lower.

The paper addresses this issue by proposing the introduction of side
payments. Side payments are payments outside of the market in the
amount of the lost subsidies when participating in the redispatch market.
This enables the unit operators to exclude the subsidies from the bid cal-
culations, thereby contributing to an efficient operation of the redispatch
market.

An important factor limiting the efficiency of any market design is the
effect of market power, which has not been explicitly considered in the
articles forming this thesis. The assumption that total costs can serve
as a proxy for efficiency, stated at the beginning of this section, rests
on the further assumption that all relevant factors are considered in the
model. As it stands, the statements regarding efficiency must be limited
to comparisons where the effects of market power can be expected to
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be comparable, i.e., different designs of zonal pricing. Regarding the
possible market power of RES in flexibility markets, Chapter 2 suggests
the implementation of price caps to ensure that the system costs of the
flexibility market do not exceed the costs under the alternative command
and control strategy.

Regarding mechanism designs for the efficient operation of zonal elec-
tricity markets with congestion management, the following key findings
may be derived from the articles in this thesis:

1. Artificially increasing cross-border capacities beyond the physical
realities, such as practiced with the minRAM policy, can reduce the
efficiency of the overall market design.

2. Adding nodal features such as the consideration of potential redis-
patch measures into the zonal market clearing algorithm can de-
crease costs (thereby increasing overall efficiency) while increasing
overall trade.

3. The mechanism for allocating the costs of redispatch should not
hinder the coordination of redispatch, which would make redispatch
less efficient.

4. Subsidies for renewables must be considered when designing redis-
patch markets, for example, by introducing side payments.
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