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Abstract

We formulate an equivariant version of Greenberg’s p-adic Artin conjecture for smoothed
equivariant p-adic Artin L-functions in the context of an arbitrary one-dimensional admissible
p-adic Lie extension of a totally real number field. As opposed to existing work on this matter,
we do not assume that the underlying Galois group G is the direct product of a finite group and
a profinite group isomorphic to Zp. We study the conjecture by investigating the Wedderburn
decomposition of the total ring of quotients of the Iwasawa algebra Λ(G). From this, we deduce
validity of the conjecture in several interesting cases.

Zusammenfassung

Wir formulieren eine äquivariante Fassung von Greenbergs p-adischer Artin-Vermutung für
geglättete äquivariante p-adische Artinsche L-Funktionen für beliebige eindimensionale p-adische
Lie-Erweiterungen eines total reellen Zahlkörpers. Im Gegensatz zu vorherigen Arbeiten wird
nicht vorausgesetzt, dass die zugrunde liegende Galoisgruppe ein direktes Produkt einer endlichen
Gruppe und einer proendlichen Gruppe isomorph zu Zp ist. Die Vermutung wird mithilfe der
Wedderburnschen Zerlegung des totalen Quotientenrings der Iwasawa-Algebra Λ(G) studiert.
Dies erlaubt uns die Verifizierung der Vermutung in etlichen interessanten Fällen.
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Introduction

Historical overview and recent developments

Integrality questions have accompanied the study of p-adic Artin L-functions since its inception.
Indeed, in the seminal works of Pi. Cassou-Noguès [Cas79] resp. Deligne and Ribet [Rib79; DR80],
it was shown that in the case of a linear totally even p-adic Artin character χ with open kernel,
the associated p-adic L-function can be expressed as a power series Gχ(T ) divided by an explicit
polynomial.

These results of Cassou-Noguès and Deligne–Ribet were generalised to arbitrary p-adic Artin
characters with open kernel by Greenberg [Gre83], employing the method of Brauer induction.
This inevitably led to a weakening of the integrality property above, with Gχ(T ) now being a
fraction of two power series. In response to this, Greenberg posited two conjectures, namely the
p-adic Artin conjecture and a strengthening of it, which assert that Gχ(T ) is contained in the ring
of power series over a certain ring of integers, possibly up to a constant factor. These conjectures
are now theorems: the p-adic Artin conjecture follows from the main conjecture proven by Wiles
[Wil90], and its strengthening was proven by Ritter and Weiss [RW04].

L+
∞

K∞ L+

K

Q

G

Zp ≃ Γ

H

Let us now set the scene. Let G be the Galois group of an admis-
sible one-dimensional p-adic Lie extension L+

∞/K, where L+/K is the
maximal totally real subextension of a finite CM extension L/K such
that L contains a primitive pth root of unity, and L+

∞ is the cyclotomic
Zp-extension of L+. Let S be a finite set of places of K containing all
places ramifying in L+

∞/K and all infinite places. The group G is iso-
morphic to the semidirect product H⋊Γ where H is a finite group and
Γ ≃ Zp. The results cited above are valid for any p-adic Artin charac-
ter χ : G → Cp with open kernel, and the associated p-adic L-function
Lp,S(χ, s) can be expressed as a fraction Gχ,S(T ) of two power series
divided by an explicit polynomial.

As we have seen, integrality of characterwise p-adic L-functions is settled. Strides towards
integrality in an equivariant setting were made by Nichifor and Palvannan [NP19]. Their work
concerns extensions cut out by mod p characters, with the assumption that G is a direct product
of H and Γ. They considered the equivariant p-adic Artin L-function, seen as a collection of
Greenberg’s p-adic L-functions modified by some local Euler factors; this is an element in z(Q(G))
where z(−) denotes the centre and Q(G) = Quot(Λ(G)) is the total ring of quotients of the
Iwasawa algebra Λ(G), which is obtained from Λ(G) by inverting all central regular elements.
Assuming the main conjecture, this equivariant p-adic Artin L-function is the reduced norm of
an element in K1(Q(G)). Under the assumption that the relevant Iwasawa module has a free
resolution of length one, they proved that this element in K1(Q(G)) has a representative that is
a 1× 1 matrix over a maximal order in Q(G). A key step in the proof is a dimension reduction
statement involving Dieudonné determinants of matrices.
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The assumption on G being a direct product makes the representation theory of Q(G) rather
straightforward: indeed, in this case, the Wedderburn decomposition of Q(G) is directly deter-
mined by that of Qp[H]. The relevance of this fact is that the reduced norm map is defined Wed-
derburn componentwise. Also, the maximal order in Nichifor–Palvannan’s theorem is induced by
the unique maximal orders in each of the skew fields in the Wedderburn decomposition. There-
fore, when extending the results to G which are semidirect products, one first needs to describe
Wedderburn components of Q(G). In the case of pro-p groups G, this task was carried out by
Lau [Lau12a]. The difference between Wedderburn decompositions of Qp[H] and Q(G) can be
substantial: for instance, when G is pro-p, all Schur indices for Qp[H] are 1 due to a theorem of
Schilling [CR87, (74.15)], whereas Q(G) can have nontrivial Schur indices.

The result of Nichifor and Palvannan is valid away from the trivial character. Indeed, the
relevant Iwasawa module does not admit a free resolution of length one in the case of the trivial
character. A possible way to remedy this is the introduction of a nonempty smoothing set T
disjoint from S (satisfying a certain torsion freeness condition), and adjusting the p-adic L-
function by a modified Euler factor at primes in T . In recent work of Johnston and Nickel
[JN19], an (S, T )-modified Iwasawa module Y TS was introduced, along with a corresponding
(S, T )-modified equivariant p-adic L-function and a main conjecture relating them. The module
Y TS admits a free resolution of length one. One may formulate a main conjecture relating the class
of Y TS in K0(Λ(G),Q(G)) to a T -smoothed version ΦTS of Ritter–Weiss’s equivariant p-adic Artin
L-function, postulating the existence of a unique element ζTS ∈ K1(Q(G)) such that nr(ζTS ) = ΦTS
and ζTS is mapped to the negative of the class of Y TS under the connecting homomorphism of
relative K-theory; see Conjecture 1.4.4.

The question of integrality as well as the idea behind smoothing have their origins in the
global setup. In this context, the Artin conjecture asserts that for all nontrivial irreducible
Artin characters χ of Gal(L/K), the complex Artin L-function LS(χ,−) is holomorphic on C.
For T a finite set of places disjoint from S, one defines the (S, T )-modified Artin L-function
LTS (χ,−); the corresponding equivariant object is the Stickelberger element ΘTS ∈ C[Gal(L/K)].
A theorem of Siegel states that the specialisation ΘTS (0) is rational, that is, Θ

T
S (0) ∈ Q[Gal(L/K)].

Works of Pi. Cassou-Noguès and Deligne–Ribet show that if L/K is abelian and T satisfies a
torsion freeness condition as mentioned above, then this element is integral, that is, ΘTS (0) ∈
Z[Gal(L/K)].

New results

The main objective of this thesis is extending the results above to new cases. Analogously to
Greenberg’s p-adic Artin conjecture, we posit the following:

Conjecture A (equivariant p-adic Artin conjecture). Let Γ0 := Γp
n0

where n0 is large enough
such that Γ0 is central in G. Let M be a Λ(Γ0)-order in Q(G) containing Λ(G). Then the smoothed
equivariant p-adic Artin L-function ΦTS is in the image of the composite map

M ∩Q(G)× → K1(Q(G)) nr−→ z(Q(G))×

where the first arrow is the natural map sending an invertible element to the class of the 1 × 1
matrix consisting of said element.

Under the assumption of the main conjecture, the statement can also be reformulated in
terms of ζTS (Conjecture 4.1.6).

As noted above, addressing this conjecture requires knowledge about the Wedderburn de-
composition of Q(G). Building on methods of Nickel from [Nic14], we study how indecomposable
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idempotents of Qp[H] behave in Q(G). Before summarising our results, we introduce some no-
tation. Let η resp. χ be irreducible characters of H resp. G with open kernel, and let Qp(η)
resp. Qp,χ be the fields obtained from Qp by adjoining all values of η resp. χ on H. We say
that two irreducible characters η, η′ resp. χ, χ′ of H resp. G with open kernel are equivalent,
denoted η ∼Qp η′ resp. χ ∼Qp χ′, if there exists a Galois automorphism σ ∈ Gal(Qp(η)/Qp)
resp. σ ∈ Gal(Qp,χ/Qp) such that for all h ∈ H, σ(η(h)) = η′(h) resp. σ(resGH χ(h)) = resGH χ

′(h)
holds. Then the semisimple algebras Qp[H] and Q(G) have Wedderburn decompositions

Qp[H] ≃
∏

η∈Irr(H)/∼Qp

Mnη (Dη) and Q(G) ≃
∏

χ∈Irr(G)/∼Qp

Mnχ(Dχ)

where Dη resp. Dχ are skew fields with Schur index sη resp. sχ. Note that the skew fields Dη are
well understood, owing to work of Hasse. Let χ be fixed, and let η be an irreducible constituent
of resGH χ. The extension Qp(η)/Qp,χ is always a cyclic Galois p-extension. Let vχ be the minimal
exponent for which there exists a Galois automorphism τ ∈ Gal(Qp(η)/Qp,χ) such that for all
h ∈ H, the equality η(γvχhγ−vχ) = τ(η(h)) holds—in fact, there is exactly one such τ , and it is a
generator of the Galois group. For the following statements, we make the additional assumption
that Qp(η)/Qp,χ is totally ramified.

Lemma B. If Qp(η)/Qp,χ is totally ramified, then nχ = vχnη and sχ = (Qp(η) : Qp,χ)sη.

The skew fields Dχ are described as follows. Let ODη denote the unique maximal Zp-order in
Dη. The Galois automorphism τ admits a unique extension to a Qp,χ-automorphism of Dη of the
same order. Let ODη

[[X; τ, τ − id]] denote the ring of formal skew power series whose underlying
additive group is the ring ODη

[[X]] of formal power series, and multiplication is defined by
Xr = τ(r)X + (τ(r)− r) for all r ∈ ODη

.

Theorem C. Assume that Qp(η)/Qp,χ is totally ramified. Then the skew field Dχ is isomorphic
to Quot

(
ODη [[X; τ, τ − id]]

)
.

Moreover, the preimage of the formal skew power series ring ODη
[[X; τ, τ − id]] is the unique

maximal order in Dχ. If the total ramification condition holds for all χ and η as above, then the
preimage M(G) ⊆ Q(G) of ∏

χ∈Irr(G)/∼Qp

Mnχ
(ODη

[[X; τ, τ − id]])

is a maximal Λ(Γ0)-order in Q(G).
The methods of Nichifor and Palvannan, which are based on Venjakob’s noncommutative

Weierstraß theory [Ven03], can be extended to the skew power series ring ODη
[[X; τ, τ − id]].

This leads to the following integrality theorem.

Theorem D. Assume that for all irreducible characters χ with open kernel and all irreducible
constituents η | resGH χ, the extension Qp(η)/Qp,χ is totally ramified, and assume the main con-
jecture. Then ζTS is in the image of the natural map M(G) ∩Q(G)× → K1(Q(G)). In particular,
the equivariant p-adic Artin conjecture holds for M = M(G).

These theorems hold whenever indecomposable idempotents of Qp[H] remain indecomposable
in Q(G). This is the case when Qp(η)/Qp,χ is totally ramified, which explains the appearance
of this condition in the statements above. This condition is satisfied, in particular, whenever G
is a pro-p group (Lemma 2.4.10) or when G ≃ H × Γ is a direct product (Lemma 2.4.11). A
natural continuation of this work would be to generalise Theorem 3.3.11 to arbitrary extensions.
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As we will discuss in Section 2.4.2.2, unramified pieces of the extension significantly affect de-
composability of idempotents, meaning that the machinery used to derive the above results on
the Wedderburn decomposition would need further refinement, an enterprise which lies beyond
the scope of this thesis, and constitutes the subject of future work.

Knowledge of the Wedderburn decomposition of Q(G) has another important application:
it can be used to study the kernel SK1(Q(G)) of the reduced norm map nr : K1(Q(G)) →
z(Q(G))×. Vanishing of SK1(Q(G)) is a special case of a conjecture of Suslin, and it is equivalent to
uniqueness in the equivariant main conjecture. Reduction steps towards vanishing of SK1(Q(G))
were proven by Ritter–Weiss [RW05] and Johnston–Nickel [JN20, §12]. In the case when G is a
pro-p-group, Lau utilised the theory of higher local fields to study SK1 of completed localisations
[Lau12a, §3]. In Chapter 5, we extend these results to the context of Theorem 3.3.11, ultimately
proving that SK1 of equal characteristic completed localisations vanishes.

We stated the equivariant p-adic Artin conjecture for all Λ(Γ0)-orders M in Q(G) containing
Λ(G). The smaller M is, the stronger this statement becomes, the extreme being M = Λ(G).
While proving this in general seems to be out of reach at the present juncture, it can be proven
in the so-called p-abelian case, in which it is an easy corollary of a theorem of Johnston and
Nickel [JN20].

Corollary E. If p does not divide the order of the commutator subgroup of G, then ΦTS ∈ z(Λ(G)).
Moreover, Conjecture 4.1.3 holds with M = Λ(G).

Outline

The thesis is structured as follows.

Chapter 0 is preliminary in nature, its purpose being to recall some of the machinery used
in later chapters; all results therein can be considered to be well-known (under an appropriate
definition of this adjective).

In Chapter 1, we introduce smoothed equivariant p-adic Artin L-functions, following Johnston
and Nickel, and formulate the corresponding version of the equivariant Iwasawa main conjecture.

In Chapter 2, we investigate the ring structure of Q(G); this is independent of Chapter 1. We
consider an indecomposable idempotent f of Qp[H]: then fQp[H]f is one of the skew fields Dη,
and it can be endowed with a canonical Galois action. We describe the ring structure of fQ(G)f
and relate this to the aforementioned Galois action. We conclude that under certain assumptions,
the ring fQ(G)f is isomorphic to Dχ.

Chapter 3 continues the work of determining the Wedderburn decomposition of Q(G). Under
the assumptions of Chapter 2, we realise Dχ as a cyclic algebra. We also identify Dχ with the
total ring of quotients of a formal skew power series ring as in Theorem 3.3.11 above.

Chapter 4 brings all of the above together. Building on the work of Nichifor and Palvannan,
we prove a dimension reduction statement, which we then use to prove the integrality result
Theorem 4.4.1.

Finally, in Chapter 5 we place the study of Dχ into the context of 2-dimensional higher local
fields, following the approach of Lau. This allows us to make certain steps in the direction of
Suslin’s conjecture on the vanishing of the reduced Whitehead group SK1(Dχ).
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Dependencies between the individual chapters are visualised in the following diagram.

0

1 2

3

4 5
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Chapter 0

Preliminaries

In this chapter, we fix some notation, and recall some well-known results. We claim no originality.
No proofs will be given; we provide references instead.

0.1 Standing assumptions and notation

Here we collect some general notation used throughout the text. A list of specific notation can
be found on page 93.

The letter p always stands for an odd prime number. The word ‘ring’ is short for ‘not nec-
essarily commutative ring with unity’. A domain is a ring with no zero divisors; in particular,
principal ideal domains (PIDs) and unique factorisation domains (UFDs) are not necessarily
commutative; we will give their respective definitions at the appropriate juncture. The term ‘in-
tegral domain’ is reserved for commutative domains. If R is a ring, Quot(R) stands for the total
ring of quotients of R, which is obtained from R by inverting all central regular elements; when
R is an integral domain, this is the field of fractions, and to emphasise this, we use the notation
Frac(R) instead.

We will abuse notation by writing ⊕ for a direct product of rings, even though this is not a
coproduct in the category of rings.

For a ring R, the ring of n× n matrices is Mn(R). The n× n identity matrix is 1n. This is
not to be confused with the trivial character, which is denoted by 1.

The centre of a group G resp. a ring R is denoted by z(G) resp. z(R), and the abelianisation
of a group G is Gab. An algebraic closure of a field F is denoted by Fc. Overline means either
topological closure or residue (skew) field, but never algebraic closure. If S is a finite set, then
#S denotes its cardinality.

For n ≥ 1, µn stands for the group of nth roots of unity; µp∞ is the group of all p-power roots
of unity. For a field F, we write µ(F) for the group of all roots of unity in F, or in other words,
the torsion part of F×.

In our notation, we make a clear distinction between rings of power series and completed
group algebras: we use double square brackets for the former and blackboard square brackets for
the latter. E.g. Zp[[T ]] is a ring of power series, and ZpJΓK is a completed group algebra.

Script letters, like G, (not to be confused with calligraphic ones, like G) are used for making
general statements, such as the ones above, or when citing lemmata from other works so as to
avoid clash of notation.

1



Chapter 0. Preliminaries

0.2 Schur indices

A general reference on Schur indices is [CR87, §74]. We also mention the classical book [Yam74].
A good overview is provided in [Ung17].

Let G be a finite group. Then the group algebra Qp[G] is semisimple (Maschke’s theorem),
and its Wedderburn components correspond to irreducible characters of G:

Qp[G] =
⊕

χ∈Irr(G)/∼Qp

Mnχ(Dχ) (0.1)

Here Dχ is a skew field, Irr(G) is the set of Qc
p-valued irreducible characters of G, and two

characers χ, χ′ ∈ Irr(G) are equivalent, denoted χ ∼Qp χ
′, if there exists some σ ∈ Gal(Qp(χ)/Qp)

such that σχ = χ′.
The dimension dimz(Dχ) Dχ is a perfect square, and its square root is called the Schur index

of the irreducible character χ resp. the (Schur) index of the skew field Dχ. In the literature, the
term ‘index’ is often used when one considers skew fields in general, without any reference to
a character; for us, the skew fields at hand arise from Wedderburn decompositions, and so we
deem it reasonable to also refer to their indices as Schur indices.

The Schur index of an arbitrary skew field D is the minimal degree m such that there is a
degree m extension E of z(D) that is a splitting field of D, that is, E⊗z(D)D

∼−→Mn(E) for some
n. In fact, every maximal subfield of D is a splitting field, and its degree over z(D) is the Schur
index, see [Rei03, Theorem 7.15(i)]. Even more is true:

Proposition 0.2.1 ([Rei03, Theorem 28.5(ii)]). Let D be a skew field, and let E/z(D) be a finite
extension. Then there is an embedding of z(D)-algebras

E ↪→Mr(D)

for some r ≥ 1. Let r be minimal with this property. Then E is a splitting field for D if and only
if E is a maximal subfield inside Mr(D) if and only if E is its own centraliser in Mr(D).

Equivalently, one may define the Schur index of a character instead of the skew field associated
with it. Let χ be an absolutely irreducible Qc

p-valued character of G, and let

ψ :=
∑

σ∈Gal(Qp(χ)/Qp)

σ(χ)

be the sum of all of its Galois conjugates, where Qp(χ) := Qp(χ(g) : g ∈ G). Then the Schur
index sχ of χ over Qp is the minimal positive integer such that sχψ is the character of a Qp-
valued representation of G. This definition readily extends to field extensions of Qp; however, in
this work, we always consider Schur indices over Qp. We just remark that for a character χ as
before, its Schur index is the same over Qp and Qp(χ), see [CR81, Theorem 74.5(iii)].

Finally, we shall make frequent use of the following result:

Theorem 0.2.2 ([Wit52, Satz 10]). If G is a finite group, then all Schur indices of skew fields
occurring in the Wedderburn decomposition of Qp[G] divide p− 1.

0.3 Iwasawa algebras, characters and idempotents

Let G be a profinite group. For F/Qp a finite field extension with ring of integers OF, define the
Iwasawa algebra of G over OF as

ΛOF(G) := OF ⊗Zp Λ(G) := OF ⊗Zp ZpJGK = OFJGK

2



§0.3. Iwasawa algebras, characters and idempotents

Let QF(G) := Quot(OFJGK) denote its total ring of quotients. For brevity, we will write Q(G) :=
QQp(G) and Qc(G) := Qc

p ⊗Qp
Q(G).

Let us specialise to the case when G = H ⋊ Γ, where H is a finite group and Γ ≃ Zp is
isomorphic to the additive group of the p-adic integers. Then G is a 1-dimensional p-adic Lie
group.

Let Γ0 := Γp
n0

where n0 is chosen such that Γ0 ⊆ G is central. This is the case when n0 is
large enough: indeed, since G is a semidirect product, failure of Γ to be central comes from the
homomorphism φ : Γ → Aut(H) defining conjugation by elements of Γ not being trivial. However,
since H is finite, so is Aut(H), wherefore φ has open kernel in Γ. All such open subgroups are
of the form Γp

n

for some n ≥ 0. Therefore if ker(φ) = Γp
n

then Γp
n0

is central in G whenever
n0 ≥ n. Let γ0 := γp

n0
.

Fix a topological generator γ of Γ. As in [JN19, §4.2] and in the proof of [RW04, Proposition 5],
the Iwasawa algebra resp. its total ring of quotients admit the following decompositions:

ΛOF(G) =
pn0−1⊕
i=0

ΛOF(Γ0)[H]γi (0.2)

QF(G) =
pn0−1⊕
i=0

QF(Γ0)[H]γi (0.3)

Moreover, QF(G) is a semisimple artinian ring, as shown in [RW04, Proposition 5(1)]. On the
other hand, the Iwasawa algebra ΛOF(G) is never semisimple.

As QF(G) is semisimple, it can be studied further by investigating its Wedderburn decompo-
sition. This can be done by considering characters and their associated idempotents as follows.
By a complex resp. p-adic Artin character we shall mean the trace of a Galois representation of
a finite dimensional vector space over C resp. Qc

p such that the character has open kernel. Let
Irr(G) denote the set of absolutely irreducible Qc

p-valued characters of G with open kernel, and

let χ ∈ Irr(G). Let η | resGH χ be an irreducible constituent of the restriction of χ to H. Define
the fields

Fχ := F(χ(h) : h ∈ H) (0.4)

F(η) := F(η(h) : h ∈ H) (0.5)

Write wχ := (G : St(η)) where St(η) is the stabliliser of η in G; this is a power of p since H
stabilises η. The field F(η) is an extension of Fχ. Furthermore, the field F(η), and thus also the
subfield Fχ, is abelian over F, as it is contained in some cyclotomic extension.

Compliant with the notation of [Nic14, (3)], we have the following idempotents at hand:

e(η) :=
η(1)

#H

∑
h∈H

η(h−1)h ∈ F(η)[H]

eχ :=
∑

g∈G/ St(η)

e(gη) ∈ F(η)[H]

ε(η) :=
∑

σ∈Gal(F(η)/F)

e(ση) ∈ F[H]

εχ :=
∑

σ∈Gal(Fχ/F)

eσχ ∈ F[H]

For g ∈ G and σ ∈ Gal(F(η)/F), the characters gη resp. ση of H are given by gη(h) =
η(ghg−1) resp. ση(h) = σ(η(h)). As in [Nic14, Lemma 1.1], there are irreducible constituents
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η(0), . . . , η(νF
χ−1) of the restriction resGH χ such that there is a decomposition

resGH χ =

νF
χ−1∑
i=0

∑
σ∈Gal(F(η(i))/Fχ)

ση(i) =
∑

g∈G/ St(η)

gη =

wχ−1∑
i=0

γi

η (0.6)

This shows that irreducible constituents of resGH χ are all G-conjugates of one another. Moreover,
it follows that the index wχ depends only on χ. Since H is a normal subgroup, this shows
that for a given χ, the field F(η) does not depend on the choice of η. In particular, all degrees
(F(η(i)) : Fχ) are equal. It follows readily that the number νFχ satisfies

wχ = νFχ · (F(η) : Fχ), (0.7)

In particular, the degree (F(η) : Fχ) is a power of p because wχ is. Note that wχ is independent
of F. The number νFχ depends on χ, but for a fixed χ, it is independent of the choice of η, since
both wχ and (F(η) : Fχ) are.

Two more consequences of (0.6) are the following:

eχ =
χ(1)

#Hwχ

∑
h∈H

χ(h−1)h ∈ Fχ[H]

εχ =

νF
χ−1∑
i=0

ε(η(i))

We return to discussing the semisimple algebra QF(G). In [Nic14, Proposition 1.5], the centre
is described:

z
(
QF(G)

)
≃

⊕
χ∈Irr(G)/∼F

QFχ(Γ′
χ) (0.8)

The equivalence relation ∼F on Irr(G) is defined as follows: two characters χ, χ′ are equivalent
if there is a σ ∈ Gal(Fχ/F) such that σ(resGH χ) = resGH χ

′. Here Γ′
χ ≃ Zp is the profinite group

generated by the element γ′χ introduced in [Nic14, Lemma 1.2], which is a modification of the
Ritter–Weiss element γχ from [RW04, Proposition 5(2)]. We will recall the definition of the
Ritter–Weiss element in (1.3).

Furthermore, in [Nic14, Corollary 1.9], the following information is gathered about the Wed-
derburn decomposition:

QF(G) ≃
⊕

χ∈Irr(χ)/∼F

Mnχ(Dχ)

where Dχ is a skew field with centre QFχ(Γ′
χ), and

χ(1) = nχsχ (0.9)

where sχ is the Schur index of Dχ. In [Nic14, Corollary 1.13], it is shown that if η is as above,
and sη denotes its Schur index, then there are divisibilities

sχ
∣∣ sη (F(η) : Fχ)

η(1)

sη

∣∣∣ nχ
4



§0.4. Skew power series rings

In the case when G is a pro-p group, the Wedderburn decomposition was described by Lau in
[Lau12a, Theorem 1]. The results of that article are based on Schilling’s theorem (also attributed
to Witt and Roquette, see the remark after [CR87, (74.15)]), which states that for a finite p-group
H, the group algebra Qp[H] is the direct sum of matrix algebras over fields. If G is pro-p, then
H is a p-group, and we get that for all η ∈ Irr(H), the skew field Dη is a field, that is, sη = 1.
However, the skew fields Dχ may still have nontrivial Schur indices even when G is pro-p: an
example of this phenomenon was computed by Lau, see [Lau12a, p. 1232ff].

0.4 Skew power series rings

Let R be a noetherian pseudocompact ring, that is, it is a complete Hausdorff noetherian topo-
logical ring with a fundamental system (Li)i∈I of open neighbourhoods of zero such that Li ⊆ R

is a left ideal and each R/Li is a finite length R-module. Let σ ∈ EndR be a ring endomorphism,
and let δ : R → R be a σ-derivation, that is, a homomorphism of additive groups such that for
all r, s ∈ R, δ(rs) = δ(r)s+ σ(r)δ(s). Suppose that δ is σ-nilpotent. We refrain from giving the
definition of σ-nilpotency in general. In the case when σ and δ commute, which is the only case
we shall encounter in this work, this is equivalent to δ being topologically nilpotent, that is, for
all n ≥ 1 there is an m ≥ 1 such that for all k ≥ m, there is an inclusion δk(R) ⊆ (radR)n,
where radR is the Jacobson radical of R.

For such a ring R, endomorphism σ, and derivation δ, one can define the formal skew power
series ring R[[X;σ, δ]] as the ring with underlying additive group R[[X]] and multiplication
defined by Xr = σ(r)X + δ(r) for r ∈ R. Nilpotence of δ is needed to ensure that multiplication
is well-defined, that is, the coefficients of any product converge in R. We refer to [SV06, §§0–1]
for details. In the sequel, we drop the adjective ‘formal’.

Let R be a local ring with maximal ideal m = radR such that R is separated and complete
with respect to the m-adic topology. Then skew power series over R possess a Weierstraß theory,
as exhibited in [Ven03, §3]. For a skew power series f(X) =

∑∞
i=0 aiX

i ∈ R[[X;σ, δ]], let

ordred(f) := inf{i : ai ∈ R×} ∈ Z≥0 ∪ {∞}

be the lowest degree term with an invertible coefficient, called the reduced order of f . Then the
following hold:

Theorem 0.4.1 (Weierstraß division theorem). If f ∈ R[[X;σ, δ]] has finite reduced order, then

R[[X;σ, δ]] = R[[X;σ, δ]]f ⊕
ordredf−1⊕

i=0

R[[X;σ, δ]]Xi

Theorem 0.4.2 (Weierstraß preparation theorem). If f ∈ R[[X;σ, δ]] has finite reduced order,
then there is a unique unit ε ∈ R[[X;σ, δ]]× and a unique distinguished skew polynomial F ∈
R[X;σ, δ] such that f = εF .

Here a monic skew polynomial being distinguished means that all coefficients but the leading
one are contained in the maximal ideal m.

0.5 Algebraic K-theory

We recall the relevant K-groups used in equivariant Iwasawa theory, mostly following the expo-
sition in [JN14, §4.1]. Let R be a noetherian integral domain, A a finite dimensional algebra

5
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over Frac(R), and A an R-order in A. Later we will set these to be R := Λ(Γ0), A := Q(G) and
A := Λ(G).

The groups K0(A) resp. K0(A) are the Grothendieck groups of the abelian categories P(A)
resp. P(A) of finitely generated projective left A- resp. A-modules; see [Suj13, §1] for details.
We let K1(A) resp. K1(A) denote the Whitehead groups of the rings A resp. A, as defined e.g.
in [CR81, §40].

Let Cb(P(A)) be the category of bounded complexes of finitely generated projective A-
modules, and let Cb

tor(P(A)) be the full subcategory of such complexes with R-torsion cohomol-
ogy groups. We define the relative K0-group K0(A,A) to be the abelian group generated by the
objects of Cb

tor(P(A)), with the relations being [C•] = 0 for C• acyclic, and [C•] = [C ′•] + [C ′′•]
for short exact sequences 0 → C ′• → C• → C ′′• → 0 in Cb

tor(P(A)). In fact, Cb
tor(P(A)) is

a Waldhausen category, and K0(A,A) = K0(C
b
tor(P(A))); see [Wei13, II, Definition 9.1.2 and

p. 185].

Remark 0.5.1. The relative K0-group K0(A,A) has several equivalent definitions; the one just
recalled is the one we shall use. A somewhat more explicit definition can be given by defining
K0(A,A) as the abelian group generated by triples (P,φ,Q) where P andQ are finitely generated
projective A-modules and φ : A⊗AP

∼−→ A⊗AQ is an isomorphism of A-modules. The relations
are

(P,φ,Q) + (Q,ψ,R) = (P,ψφ,R)

(P ′, φ′, Q′) + (P ′′, φ′′, Q′′) = (P,φ,Q)

where P ′ ↪→ P ↠ P ′′ and Q′ ↪→ Q↠ Q′′ are exact sequences of A-modules, and the diagram

A ⊗A P
′ A ⊗A P A ⊗A P

′′

A ⊗A Q
′ A ⊗A Q A ⊗A Q

′′

∼ ∼ ∼

is commutative. See [Wei13, II, Definition 2.10] for more on this. An isomorphism between this
group and the one defined above is given by

[(P,φ,Q)] 7→
[
P Q

]
−2 −1

φ
(0.10)

on triples (P,φ,Q) for which φ maps P to Q. Here the complex on the right is concentrated
in degrees −2 and −1. For further details and other definitions, we refer the reader to [Suj13,
§2]. ◦

The aforementioned K-groups are connected by the following exact sequence, termed the
localisation exact sequence of K-theory:

K1(A) → K1(A)
∂−→ K0(A,A) → K0(A) → K0(A) (0.11)

The first resp. last arrows are induced by the inclusion A → A using functoriality of Whitehead
resp. Grothendieck groups. The connecting homomorphism is given as follows: if M ∈ GLn(A),

and M̃ ∈ End(A) such that 1A ⊗ M̃ =M , then

∂([M ]) :=
[
An An

]
−2 −1

M̃
(0.12)
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where the complex is in degrees −2 and −1. Finally, the third arrow sends a complex [P
φ−→ Q]

concentrated in degrees −2 and −1 to [P ]− [Q].
In the case R := Λ(Γ0), A := Q(G) and A := Λ(G), the connecting homomorphism ∂ is

surjective by [Wit11, Corollary 3.8]; see [JN14, §4.1] for further comments on this. Therefore the
localisation sequence takes the following form:

K1(Λ(G)) → K1(Q(G)) ∂−→→ K0(Λ(G),Q(G)) 0−→ K0(Λ(G)) ↪→ K0(Q(G)) (0.13)

Finally, we introduce some derived categorical language, which will make the formulation
of some statements easier. We let D(A) denote the derived category of A-modules. A complex
of A-modules is perfect if, considered as an element of D(A), it is isomorphic to a complex in
Cb(P(A)). The full subcategory of perfect complexes with R-torsion cohomology modules will

be denoted by Dperf
tor (A). These definitions give rise to a well-defined map Dperf

tor (A) → K0(A,A).

In the notation Dperf
tor (A), the domain R is suppressed; in the main body of this work, we will

always have R := Λ(Γ0) and A := Λ(G), so this should not lead to confusion.

0.6 Maximal orders

We record some results on maximal orders; we refer to Reiner’s excellent book [Rei03] for details.
In this section, let R be a noetherian integral domain (commutative), and let K := FracR

be its field of fractions. Let A be a separable K-algebra, that is, a K-algebra such that for any
field extension K′/K, the K′-algebra A ⊗K K′ is semisimple. An R-order ∆ in A is a subring
of A (with the same unity element) such that ∆ is a full R-lattice in A, that is, ∆ is a finitely
generated R-submodule such that

A =

{
n∑
i=1

αixi : αi ∈ K, xi ∈ ∆, n ≥ 0

}

A maximal R-order is an R-order which is maximal with respect to containment.
Maximal orders always exist. An important case when they are unique is the following:

Theorem 0.6.1. Let R be a complete discrete valuation ring (commutative). Let D be a skew
field with centre containing K such that dimK D is finite. Then there is a unique maximal R-order
in D, namely the integral closure of R in D.

Theorem 0.6.1 is fairly general: it applies whenever K is a local field (i.e. when R has finite
residue field) or a higher local field (see Section 0.9). In the case of local fields, the maximal
order can be described even more explicitly, see Section 0.7. A note on terminology: Reiner calls
all fields K as in Theorem 0.6.1 local fields, whereas we reserve this term for the case when R

has finite residue field.
Maximal orders behave well with respect to taking matrix rings or direct sums:

Proposition 0.6.2 ([Rei03, Theorem 8.7]). Let R be a noetherian integrally closed integral
domain with field of fractions K. Then if ∆ is a maximal R-order in a separable K-algebra A,
then the matrix ring Mn(∆) is a maximal R-order in Mn(A) for all n ≥ 1.

Proposition 0.6.3 ([Rei03, Theorem 10.5(ii)]). Suppose that a separable K-algebra A has de-
composition A =

⊕n
i=1 Ai into simple components. Then if for all i = 1, . . . , n, the ring ∆i is a

maximal R-order in Ai, then
⊕n

i=1 ∆i is a maximal R-order in A.

7
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The following two results show that the property of being a maximal order can be checked
locally at height 1 primes or at the (algebraic) completion.

Proposition 0.6.4 ([Rei03, Theorem 11.4]). Let R be a noetherian integrally closed integral
domain with field of fractions K. Let A be a separable K-algebra. Then an R-order ∆ in A is
maximal if and only if ∆ is a reflexive R-module and for each height 1 prime ideal p of R, the
localisation ∆p is a maximal Rp-order in A.

Proposition 0.6.5 ([Rei03, Theorem 11.5]). Let R be a noetherian integrally closed local integral

domain with field of fractions K. Let A be a separable K-algebra. Let R̂ be the completion of R,
let K̂ be its field of fractions, and let ∆̂ := R̂ ⊗R ∆ and Â := K̂ ⊗K A. Then ∆ is a maximal
R-order in A if and only if ∆̂ is a maximal R̂-order in Â.

0.7 Skew fields over local fields

We begin with some generalities on cyclic algebras; see [Rei03, §30] for details. Let L/F be a
finite cyclic Galois extension of fields of degree s, with ς a generator of Gal(L/K). Let a ∈ F×

be a unit. Then the cyclic algebra A := (L/F, ς, a) is defined to be the F-algebra

(L/F, ς, a) :=

s−1⊕
i=0

Lαi (0.14)

where α is a formal sth root of a, and α obeys the multiplication rule αxα−1 = ς(x) for all
x ∈ L. Cyclic algebras need not be skew fields; a criterion for when this is the case is given by
the following theorem of Wedderburn.

Theorem 0.7.1 ([Rei03, (30.7)], [Lam01, (14.9)]). Let L/F be a cyclic Galois extension with
generator ς of degree s. Let A := (L/F, ς, a). Then A is a skew field if a has order s in the
norm factor group F×/NL/F(K

×), that is, when a, a2, . . . , as−1 /∈ NK/F(K
×).

The theory of skew fields over local fields was originally laid out by Hasse in [Has31], a
presentation of which is available in [Rei03, Chapter 3]. We provide a brief review of the results,
some of which are used extensively throughout this work.

Let R be a complete commutative discrete valuation ring, K = FracR its field of fractions.
Let D be a skew field with z(D) = K and Schur index s. By extending the valuation from K to
D, one can show that D contains a unique maximal R-order, which is the integral closure of R
in D: this is Theorem 0.6.1.

Under the additional assumption that the residue field of R is finite, the skew field D can
be described explicitly: see [Rei03, §14]. In this case, K is a (1-dimensional) local field. Write q

for the order of the residue field of R. Let W = K(ω) be the cyclotomic field extension of K
obtained by adjoining a primitive (qs − 1)st root of unity ω. Then W is a maximal subfield of D,
called the inertia field (unique up to conjugacy in D).

Fix a uniformiser π ∈ K. Then there exists a uniformiser πD in the maximal order such
that πs

D = π, and there exists 1 ≤ r ≤ s coprime to s such that πDωπ
−1
D = ωqr . The fraction

r/s ∈ Q/Z is called the Hasse invariant of D. Let σ ∈ Gal(W/K) be the automorphism defined
by σ(ω) = ωqr ; this is a power of the Frobenius and a generator of the Galois group Gal(W/K).
The maximal order in D is generated by πD and ω as an R-algebra. In other words, D is the
cyclic algebra

D =
(
K(ω)/K, σ, πK

)
=

s−1⊕
i=0

K(ω)πiD (0.15)
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§0.8. Reduced norms and the Dieudonné determinant

Since W is a maximal subfield of D, it is also a splitting field. A splitting isomorphism can
be described explicitly as follows.

W ⊗K D
∼−→Ms(W) (0.16)

w ⊗ 1 7→ w1s

1⊗ w 7→ diag
(
w, σ(w), . . . , σs−1(w)

)
1⊗ πD 7→

 0 1
1

...
. . .

1
π ... 0


Here w ∈ W. The image of the subring 1⊗D ⊂ W⊗K D under this map is isomorphic to D (as
rings).

0.8 Reduced norms and the Dieudonné determinant

We recall definitions of the reduced norm map, the Dieudonné determinant, and some of their key
properties. Standard references on reduced norms include [CR81, §7D] and [Rei03, §9]. Caveat:
while our definition of the reduced norm on a central simple algebra agrees with that of [Rei03,
§9a], its extension to semisimple algebras differs from that in [Rei03, §9b] and [CR81, §7D]. For
the Dieudonné determinant, see [Wei13, III§1] and [CR81, pp. 165–166]. A survey with a view
towards Iwasawa algebras is provided in [NP19, pp. 616–617]; we shall follow the exposition there.

Let K be a field. Let A be a central simple K-algebra. Let E/K be a splitting field for A,
meaning that there is an isomorphism

φ : E ⊗K A
∼−→Mn(E)

of E-algebras. A splitting field always exists by [CR81, Proposition 7.25]. The reduced charac-
teristic polynomial of a is defined to be

rcpA/K(a) := cp(φ(1⊗ a))

where cp(φ(1⊗ a)) is the characteristic polynomial of the matrix φ(1⊗ a) over the field E. The
reduced characteristic polynomial does not depend on the choice of the splitting field E.

Recall that over a field F, the determinant of a matrixM ∈Mn(F) is plus-minus the constant
term of its characteristic polynomial, with sign depending on the degree:

detM = (−1)deg cp(M)cp(M)(0)

The reduced norm, which can be seen as a noncommutative generalisation of the determinant,
is defined in analogy with this description of the determinant:

nrA/K(a) := (−1)deg rcpA/K(a)rcpA/K(a)(0)

For every n ≥ 1, the matrix ring Mn(A) is also a central simple K-algebra, and the above
definition provides maps nrMn(A)/K. On invertible matrices, these take values in K×, and they
induce a reduced norm map on the colimit, denoted nr : K1(A) → K×. The kernel of this map
is denoted by SK1(A) := ker(nr).

The following result shows that elements in orders have integral reduced norms.

Proposition 0.8.1 ([Rei03, Theorem 10.1]). Let R be a noetherian integrally closed integral
domain, K = Frac(R) its field of fractions, A a central simple K-algebra, and ∆ an R-order in
A. Then the reduced characteristic polynomial of an element in ∆ has coefficients in R.

9
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The notion of a reduced norm extends to arbitrary semisimple K-algebras as follows: if
A =

∏n
i=1 Ai, where each Ai is a central simple algebra with centre Ki, then there is a reduced

norm map nrAi/Ki
in each component, and their product defines a homomorphism

nrA/z(A) :=

n∏
i=1

nrAi/Ki
: A → z(A) =

n∏
i=1

Ki

Remark 0.8.2. In the case A = Q(G), a special case of a conjecture attributed to Suslin predicts
that nr : K1(Q(G)) → z(Q(G))× is injective, or in other words, that SK1(Q(G)) = 1. See [Mer94,
p. 250] for the conjecture on SK1, and [RW04, Remark (E)] for why it is applicable in this case.

The conjecture was originally formulated by Suslin in [Sus06, p. 125]. This original version
concerns a homomorphism φ from SK1 of a division algebra to a certain quotient of the 4th étale
cohomology group of its centre with values in µ⊗3

s2 where s is the Schur index. Suslin proved that
φ is an isomorphism when s = 2, and conjectured it to be injective for s an arbitrary prime. If
the centre has cohomological dimension at most 3, the aforementioned étale cohomology group
vanishes, and injectivity of φ would then force SK1 to vanish as well.

Triviality of SK1(Q(G)) implies uniqueness in the equivariant Iwasawa main conjecture, see
Section 1.4. Progress towards vanishing of SK1(Q(G)) has been made in [RW05, Corollary,
p. 167], [Lau12a, §3], [Lau12b], and most recently in [JN20, §12]. See also Proposition 5.3.2
and Lemma 5.4.1. ◦

There is another generalisation of the usual determinant: the Dieudonné determinant. Let R
be a semilocal ring (that is, R/ radR is semisimple artinian). Define the subgroup W (R) ≤ R×

as
W (R) := {(1 + rs)(1 + sr)−1 : (1 + rs) ∈ R×}

Then the Dieudonné determinant det : GLn(R) → R×/W (R) is the homomorphism charac-
terised by the following two properties:

1. Elementary matrices have Dieudonné determinant 1. An elementary matrix is a matrix
which differs from the identity matrix by a single off-diagonal entry.

2. If r ∈ R and M ∈ GLn(R) then det(diag(r, 1, . . . , 1)M) = r det(M).

In particular, the Dieudonné determinant of a(n upper or lower) triangular matrix is the product
of the elements in its diagonal. This makes sense since the Dieudonné determinant is only defined
up toW (R), which contains the commutator subgroup of R×. (This is not obvious; consult either
[Bre68, Theorem 3.7] or [Wei13, III, Lemma 1.3.3 and Exercise 1.1] for a proof.)

We indicate how to compute detA for A ∈ Mn(R). We say that an n × n matrix is a
permutation matrix if it is obtained from the identity matrix 1n by swapping two of its columns.
This is the terminology used in [NP19]; some authors also call a product of such matrices a
permutation matrix. Suppose that we can write A = UBV where B is diagonal, and U and
V are products of elementary, permutation and scalar matrices. In this case it is said that A
admits a diagonal reduction via elementary operations. As explained above, we can compute the
Dieudonné determinant of any diagonal matrix, and the same goes for elementary and scalar
matrices. Permutation matrices have order at most 2, hence their Dieudonné determinants are
second roots of unity.

Jacobson’s elementary reduction theorem provides an important class of rings for which there
is such a decomposition A = UBV . We say that R is a PID if all left ideals and all right ideals are
principal, see [Jac43, Chapter 3, §1]. Then the elementary reduction theorem states the following:

Theorem 0.8.3 ([Jac43, Chapter 3, Theorem 16]). If R is a PID, then every square matrix
over R admits a diagonal reduction via elementary operations.

10
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In the colimit, the Dieudonné determinant naturally extends to a homomorphism K1(R) →
R×/W (R). Due to results of Vaserstein, there is an isomorphism R×/W (R) ≃ (R×)ab whenever
R is a local ring or 2 ∈ R×, see [Wei13, III, Example 1.3.7]. Moreover, [Vas05, Theorem 2] states
that in this case, the Dieudonné determinant provides an isomorphism

K1(R)
∼−→ (R×)ab (0.17)

The ring Q(G) is semisimple and therefore semilocal. The Iwasawa algebra Λ(G) is finitely gen-
erated as a module over the commutative local ring Λ(Γ0), hence it is semilocal, see [CR81,
Proposition 5.28(ii)]. Therefore the Dieudonné determinant is defined for both Q(G) and Λ(G).

IfR = D is a skew field, then the Dieudonné determinant is a homomorphism det : GLn(D) →
(D×)ab, and the reduced norm factors over it, see [CR81, (7.42)]

GLn(D) z(D)×

(D×)ab

nrMn(D)/z(D)

det nrD/z(D)

(0.18)

We will sometimes talk about reduced norms of elements in Λ(G). In this case, the map
is understood to be the reduced norm map nrQ(G)/z(Q(G)), as the ring Λ(G) is not necessarily
semisimple but it is contained in the semisimple ring Q(G). In particular, the reduced norm of
such an element need not lie in Λ(G), but see Corollary 4.6.5 for a special case in which this is
true.

0.9 Higher local fields

We recall basics of the theory of higher local fields. A survey of this can be found in [Mor12];
for a more comprehensive overview, we refer to [FK00], where further references to the original
articles are provided. Many results in [Ser80] are formulated not just for usual local fields but
for any (complete) discretely valued field, and hence are valid for higher local fields as well.

The notion of a higher dimensional local field is defined recursively. A 0-dimensional local
field is a finite field. For n ≥ 1, an n-dimensional local field is a complete discretely valued field
whose residue field is an (n− 1)-dimensional local field. In particular, 1-dimensional local fields
are precisely the usual local fields. The highest dimension we shall encounter in this work is 2.

As explained in [Mor12, §6], higher local fields can be constructed by successive localisation
and completion. In the 2-dimensional regular case, this goes as follows. Let A be a 2-dimensional
regular local commutative ring with maximal ideal m, and assume that it is essentially of finite
type over Z, that is, A is the localisation of a finitely generated Z-algebra. Let p ⊂ A be a
prime ideal of height 1 such that A/p is regular. First complete A in the m-adic topology, then
localise at the prime ideal p̂ obtained from p, and finally complete with respect to p̂. The field

of fractions of the ring
̂̂
Ap̂ so obtained is a 2-dimensional local field.

Example 0.9.1. Let A := Z[t](p,t) be the ring of polynomials in one variable t over Z localised
at the ideal generated by p and t. This is a 2-dimensional regular local commutative ring with
maximal ideal m = (p, t)A. The ring Z[t] is a finitely generated Z-algebra, and A is a localisation
thereof, hence A is essentially of finite type over Z. Its completion in the m-adic topology is
Â = Zp[[t]].

Let p := tZ[t](p,t). This is a prime ideal of height 1, and A/p ≃ Z(p), the localisation of Z at

p. This is a regular local commutative ring (it is a DVR). Localising Â at p̂, then completing,

11
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and taking the field of fractions, we obtain the 2-dimensional local field Qp((t)), the field of
Laurent series in one variable over Qp. The details of the argument are laid out in [Mor12,
Example 6.10(i)(a)]. ◦

Besides the construction of Laurent series one encounters in the 1-dimensional case, the
higher dimensional theory also involves fields of doubly infinite convergent power series, defined
as follows. Let F be a complete discretely valued field with valuation vF. Then define

F{{T}} :=

{ ∞∑
i=−∞

aiT
i : ai ∈ F, inf{vF(ai) : i ∈ Z} > −∞, lim

i→−∞
ai = 0

}

The ring structure is defined in the obvious way, and there is a valuation vF{{T}} on F{{T}}
given by vF{{T}}(

∑
aiT

i) := inf{vF(ai) : i ∈ Z}. The ring F{{T}} turns out to be a complete
discretely valued field with respect to this valuation.

Example 0.9.2. As in Example 0.9.1, let A := Z[t](p,t), but choose p := pZ[t](p,t) this time. This
is a height 1 prime ideal, and the quotient A/p ≃ Fp[t](t) is regular. Applying the process above,
we obtain the 2-dimensional local field Qp{{t}}. ◦

We give one last example, this one in characteristic p. As the classificiation theorem below
shows, these together cover all prototypical instances of 2-dimensional higher local fields.

Example 0.9.3. Let F be a finite field, and let A := F[t1, t2](t1,t2) be the localisation of the ring
of polynomials in two variables t1, t2 at the ideal generated by t1 and t2. Then m = (t1, t2)A is
a maximal ideal, and p = (t2) is a height 1 prime ideal. The conditions above are satisfied, and
the resulting 2-dimensional local field is F((t1, t2)). ◦

Higher local fields possess a classification theorem. For 2-dimensional local fields, this takes
the following form (the higher dimensional statement is completely analogous and shall not be
needed).

Theorem 0.9.4. Let F be a 2-dimensional local field with residue field F, and let F denote the
finite field that is the residue field of the 1-dimensional local field F. Then one of the following
is true.

• If F is of (equal) positive characteristic (and hence so are all successive residue fields),
then F ≃ F((T1))((T2)).

• If F is of equal characteristic zero (that is, charF = charF = 0), then F ≃ F((T )).

• If F is of mixed characteristic (that is, charF = 0 and charF > 0), then F is isomorphic
to a finite extension of Qp,F{{T}} where Qp,F is the unique unramified extension of Qp with
residue field F.

Fields of the form F((T1))((T2)), F((T )), and Qp,F{{T}} (but not their finite extensions) are
referred to as standard 2-dimensional local fields.

12



Chapter 1

Smoothed equivariant p-adic
Artin L-functions

We begin this chapter by introducing the setup of our work (Section 1.1). Then we recall the
definitions of characterwise resp. equivariant p-adic Artin L-functions, and introduce a smoothed
version of the latter (Section 1.2). Subsequently, we recall the module Y TS of Johnston and Nickel
(Section 1.3), and relate these analytic resp. algebraic objects to each other by a smoothed
equivariant main conjecture (Section 1.4).

1.1 Setup: Galois extensions and sets of places

This section details the standing assumptions that shall be kept in place for the rest of this work.
In case milder assumptions also suffice, this will be noted. Some results on changing this setup
can be found in Section 4.2.

As before, let p be an odd prime. Let L be a CM number field containing ζp, that is, L is
quadratic over its maximal totally real subfield L+. Let K ⊆ L+ be a totally real number field
such that L/K is a finite Galois extension. In other words, L/K is a finite Galois CM extension.

Let K∞/K be the cyclotomic Zp-extension of K, and let L∞ = K∞L be the composite.
Under Leopoldt’s conjecture, the only Zp-extension of a totally real field is the cyclotomic one,
so—at least conjecturally—focusing on the cyclotomic Zp-extension is not actually a restriction.

L∞

L+
∞ L

K∞ L+

K

Q

G
Zp ≃ Γ

H

G̃

∋ ζp

13



Chapter 1. Smoothed equivariant p-adic Artin L-functions

Let L+
∞ be the maximal totally real subfield of L∞. Define the Galois groups G̃ := Gal(L∞/K),

G := Gal(L+
∞/K), Γ := Gal(K∞/K) ≃ Zp, and H := Gal(L+

∞/K∞). Since the extension L/K is
finite, H is also a finite (not necessarily abelian) group. Then G ≃ H⋊Γ is a semidirect product.

In the sequel, we will mostly work with the totally real extension L+
∞/K. However, for some

constructions—most notably that of Y TS introduced in Section 1.3—we do need p-power roots of
unity, and thus L∞. The setup described above agrees with that of §5.2 and §8 of [JN19], which
is where the module Y TS showing up in the main conjecture (Conjecture 1.4.4 below) was first
defined.

Let S be a finite set of places of K containing all places ramifying in L∞/K. In particular, S
contains all p-adic places, since these ramify in the Zp-extension K∞/K, and all infinite places,
since K is totally real whereas L∞ is totally complex.

Let T be another nonempty finite set of places of K such that S ∩ T = ∅. Moreover, we
assume that ⋂

w∈T (L)

{
x ∈ µ(L) : x ≡ 1 (mod w)

}
= {1} (1.1)

where T (L) is the set of places of L above those in T , and µ(L) denotes the group of roots of
unity in L. This is a torsion freeness condition: it means that the group of S-units has no element
other than 1 congruent to 1 modulo all places above T . We will refer to T as the smoothing set.

Remark 1.1.1. In other words, the sets S and T satisfy condition Hyp(S, T ) of [JN19, §3.4]. Some
special cases when (1.1) is satisfied are listed in [JN19, Remark 3.1].

Note that assumption (1.1) is indeed necessary for the definition of Y TS from [JN19] to be
valid. Indeed, the assumption is used in the finite-level statement Proposition 7.6, which in turn
is used in the infinite-level Proposition 8.2 and its Corollary 8.3, which in turn are needed for
the construction of Y TS in Proposition 8.5. ◦

We will also use the letter T to denote a variable in power series rings, but this should not
lead to confusion. The smoothing set T will usually appear as a superscript, e.g. as in Y TS .

1.2 p-adic Artin L-functions

In this section, we recall definitions of Artin L-functions in the complex, characterwise p-adic, and
equivariant p-adic settings. We then introduce a smoothed version and study its basic properties.

The statements of this section are valid without assuming either one of the assumptions
ζp ∈ L, T ̸= ∅ or (1.1).

1.2.1 Definitions

First, let us recall the classical definition of complex Artin L-functions for the extension L+
∞/K;

mutatis mutandis, the same definition works for L∞/K.

Definition 1.2.1 ([Neu99, Definition VII.10.1]). Let χ be an irreducible complex character of
G with open kernel (i.e. G/ kerχ is finite). Define the S-truncated Artin L-function as

LS(χ, s) :=
∏
v/∈S

det
(
1− φw∞N(v)−s

∣∣Vχ)−1

where

• for all v we fix a place w∞ of L+
∞ above it;

14
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• Vχ is the representation affording χ, that is, Vχ is a simple C[G/ kerχ]-module with char-
acter χ; in other words, Vχ is a C-vector space, ρχ : G ↠ G/ kerχ → AutVχ an Artin
representation, and χ = Tr ρχ;

• φw∞ is the Frobenius at w∞ (this makes sense since v is unramified).

Here N(v) denotes the absolute norm of v. The definition is independent of the choices for
the places w∞: changing w∞ leads to replacing φw∞ by a conjugate, and the determinant is
conjugation invariant.

The function LS(χ, s) is absolutely convergent for Re s > 1, and has a meromorphic conti-
nuation to the complex plane. ◦

Let χcyc : Gal(K(µp∞)/K) → Z×
p be the cyclotomic character. The decomposition Z×

p ≃
µp−1 × (1 + pZp) gives rise to characters

ω : Gal(K(µp∞)/K) → Gal(K(ζp)/K) → µp−1

κ : Gal(K(µp∞)/K) → Gal(K∞/K) → 1 + pZp

Here ω is the Teichmüller character.

The construction of p-adic Artin L-functions for linear characters was given by Pi. Cassou-
Noguès resp. Deligne–Ribet in [Cas79] resp. [DR80].

Theorem 1.2.2. For each linear character χ : G → C×
p with open kernel, there exists a unique

continuous function (called the S-truncated p-adic Artin L-function associated with χ)

Lp,S(χ,−) : Zp → Cp for χ ̸= 1

Lp,S(1,−) : Zp − {1} → Cp

satisfying the interpolation property

Lp,S(χ, 1− n) = LS(χω
−n, 1− n) ∀n ≥ 1

Moreover, there exist power series Gχ,S(T ) ∈ OQp(χ)[[T ]] such that

Lp,S(χ, 1− s) =
Gχ,S(u

s − 1)

Hχ(us − 1)

where γ is the fixed topological generator of Γ, and it corresponds to 1 + T under the (non-
canonical) isomorphism OQp(χ)JΓK ≃ OQp(χ)[[T ]], u := κ(γ), and

Hχ(T ) :=

{
χ(γ)(1 + T )− 1 if H ⊆ kerχ

1 otherwise

The construction of p-adic Artin L-functions was extended to not necessarily linear Artin
characters via Brauer induction by Greenberg in [Gre83]. This, however, weakens the above
statement, with Gχ,S(T ) now being a quotient of two power series. The interpolation property
is also weakened from n ≥ 1 to n ≥ 2. Both of these weakenings are due to possibly negative
coefficients in the Brauer induction theorem. In a recent preprint, Ellerbrock and Nickel verified
the interpolation property at n = 1, see [EN22, Corollary 6.3].
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Theorem 1.2.3. Let χ : G → Cp be a nontrivial character with open kernel. There exists a
unique continuous function

Lp,S(−, χ) : Zp → Cp

satisfying the interpolation property

Lp,S(1− n, χ) = LS(1− n, χω−n) ∀n ≥ 2

Moreover, there exists a fraction Gχ,S(T ) ∈ Quot(OQp(χ)[[T ]]) of power series such that

Lp,S(1− s, χ) =
Gχ,S(u

s − 1)

Hχ(us − 1)
(1.2)

where u, T and Hχ(T ) are as in Theorem 1.2.2.

Ritter and Weiss defined equivariant p-adic Artin L-functions as follows; see [RW04, §§3–4]
for the original version and [JN19, §§4.4, 4.8] for the formulation used here.

Definition 1.2.4 ([RW04, Theorem 8]). Let Rp(G) be the additive group generated by Qc
p-valued

characters of G with open kernel. Let Hom∗(Rp(G),Qc(Γ)×) denote the group of homomorphisms
f : Rp(G) → Qc(Γ)× satisfying the following transformation properties:

• for all characters ρ such that resGH ρ = 1 (so-called type W characters): f(χ⊗ρ) = ρ♯(f(χ))
where ρ♯ ∈ Aut(Qc(Γ)) is the automorphism induced by ρ♯(γ) = ρ(γ)γ on the fixed topo-
logical generator γ of Γ;

• for all σ ∈ Gal(Qc
p/Qp): f(σχ) = σ(f(χ)). ◦

Theorem 1.2.5 ([RW04, Proof of Theorem 8]). There is an isomorphism

z(Q(G))× ∼−→ Hom∗(Rp(G),Qc(Γ)×
)

We give a brief description of the isomorphism in Theorem 1.2.5. Ritter and Weiss proved
that there exists a unique element

γχ ∈ z (Qc(G)eχ) (1.3)

which acts trivially on the space Vχ and it is of the form γχ = gχcχ, where gχ ∈ G is mapped to
γwχ ∈ Γ under the projection G ↠ Γ, and cχ ∈ (Qc

p[H]eχ)
×; see [RW04, Proposition 5(2)]. We

will refer to γχ as the Ritter–Weiss element. In fact, this construction also works over a sufficiently
large finite extension of Qp instead of Qc

p, see [JN19, §4.4]. Let Γχ denote the procyclic group
generated by γχ. Then z(Qc(G)eχ) ≃ Qc(Γχ), which gives rise to a group homomorphism

jχ : z (Qc(G)) ↠ z(Qc(G)eχ) ≃ Qc (Γχ)
γχ 7→γwχ

−−−−−−→ Qc (Γ)

Then the isomorphism of Theorem 1.2.5 is given by

z 7→ (χ 7→ jχ(z)) (1.4)

Characterwise p-adic Artin L-functions satisfy the transformation properties listed in Defini-
tion 1.2.4, see [RW04, Proposition 11]. Therefore they can be seen as elements on the right hand
side of the isomorphism of Theorem 1.2.5, so the following definition makes sense:

16



§1.2. p-adic Artin L-functions

Definition 1.2.6 ([JN19, §4.8]). Let LL+
∞/K,S ∈ Hom∗(Rp(G),Qc(Γ)×) be defined by the as-

signment

LL+
∞/K,S : χ 7→ Gχ,S(γ − 1)

Hχ(γ − 1)

The S-truncated equivariant p-adic Artin L-function ΦS(L
+
∞/K) ∈ z(Q(G))× is the correspond-

ing element under the isomorphism of Theorem 1.2.5. ◦

We are now ready to define a smoothed version of the equivariant p-adic Artin L-function,
following [JN19, §8.3]. The element ΨS,T there differs from our ΦTS by a twist by the cyclotomic
character, which is in line with the fact that ΨS,T corresponds to the CM extension L∞/K
whereas ΦTS corresponds to the totally real extension L+

∞/K.

Definition 1.2.7. For each v ∈ T fix a place w∞ of L+
∞. Define

ΦTS (L
+
∞/K) := ΦS(L

+
∞/K) ·

∏
v∈T

nr
(
1− φw∞

)
Here the reduced norm map is applied to the class of the map

Λ(G) 1−φw∞−−−−−→ Λ(G)

in K1(Q(G)). Note that φw∞ makes sense since T only contains unramified places. If there is no
risk of confusion, we will omit the field extension from the notation and simply write ΦTS . ◦

It would have been possible to introduce smoothing already in the complex L-function, as is
done in [MG22, (0.20) and Footnote 4]. Instead, we make the following:

Definition 1.2.8. Let LT
L+

∞/K,S
denote the element of Hom∗(Rp(G),Qc(Γ)×) corresponding to

ΦTS under the isomorphism of Theorem 1.2.5. ◦

1.2.2 Functoriality

We describe how LT
L+

∞/K,S
and ΦTS (L

+
∞/K) transform under replacing G by a quotient. Such prop-

erties are available for non-smoothed equivariant p-adic Artin L-functions, see [RW04, Proposi-
tion 12]. These go back to corresponding statements for non-equivariant p-adic Artin L-functions,
see [Gre83], and ultimately to non-equivariant complex Artin L-functions, see [Neu99, Proposi-
tion VII§10.4(iii, iv)].

Let L/L′/K be a tower of fields such that L′/K satisfies the same conditions as imposed upon
L/K. Then all notions defined for L/K are also defined for L′/K. We shall distinguish the objects
associated with L′/K from those defined for L/K by a prime symbol, e.g. G′ := Gal(L′+

∞/K). Note
that Γ′ = Γ. We choose the places relevant to the construction of smoothed p-adic L-functions
such that they remain compatible with the non-primed versions, that is, we require w∞ | w′

∞.
In particular, there is a natural map π : G ↠ G′ sending φw∞ to φw′

∞
. The natural projection π

induces surjective maps Λ(G) ↠ Λ(G′) and Q(G) ↠ Q(G′), which we will, by abuse of notation,
also denote by π. Functoriality ofK-groups induces a morphismK1(π) : K1(Q(G)) → K1(Q(G′)).

Lemma 1.2.9. The elements LT
L+

∞/K,S
and ΦTS (L

+
∞/K) satisfy the following transformation

properties: in the setup above,

LT
L+

∞/K,S
◦ infGG′ = LT

L′+
∞/K,S

π
(
ΦTS (L

+
∞/K)

)
= Φ′T

S (L′+
∞/K)
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Proof. For T = ∅, this is [RW04, Proposition 12]. It remains to verify compatibility of the
smoothing factors (1− φw∞) on both sides.

There is a commutative diagram:

K1(Q(G)) Hom∗(Rp(G),Qc(Γ)×)

z(Q(G))×

K1(Q(G′)) Hom∗(Rp(G′),Qc(Γ)×)

z(Q(G′))×

K1(π)

nr

−◦infGG′

∼

nr ∼

π
(1.5)

The square containing K1-groups and Hom∗-groups is [RW04, Lemma 9] for deflation maps, and
the two triangles are [JN19, (4.4)], originally formulated in [RW04, p. 558]. The left front square
is obviously commutative.

Commutativity of the right front square can be seen from the definition of the northeast-
pointing arrows: these are given by (1.4). In this proof, we write γ′χ for the Ritter–Weiss element
of the quotient extension. This notation is unfortunate, and shall not be used elsewhere: the
element γ′χ here is not the same as the element in (0.8). For commutativity of the square, one
only needs to check that π maps γχ to γ′χ, which follows from the uniqueness property of γχ, as
shown in [MG22, Lemma 3.3.1(iii)].

Finally, the left vertical arrow sends (1−φw∞) to (1−φw′
∞
) because the places w∞ and w′

∞
were chosen compatibly. The claims follow.

In Section 4.2.2, these properties will be used to establish functoriality for integrality of ΦTS
under the assumption of the main conjecture.

Remark 1.2.10. One may also consider replacing G by an open subgroup G′. Then in the statement
of Lemma 1.2.9, one can replace inflation by induction, as done in [RW04, Proposition 12]. See
also [MG22, §3.3.2]. This, however, does not directly lead to a functoriality statement as for
quotients, the crux being the definition of a map Q(G)× → Q(G′)×. ◦

1.3 The module Y T
S

Let us now return to the setup introduced in Section 1.1.
Let j ∈ G̃ denote complex conjugation. Every Λ(G̃)-module M decomposes as M+ ⊕M−,

where j acts as +1 resp. −1 on M+ resp. M−. Let

Λ
(
G̃
)
− := Λ

(
G̃
)/

(1 + j)

The Λ(G̃)-module structure on M induces Λ(G)- resp. Λ(G̃)−-module structures on the direct
summand M+ resp. M−.

For a Λ(G̃)-module M and r ∈ Z, let M(r) denote the rth Tate twist, which has the same
underlying abelian group as M with group action twisted by the rth power of the cyclotomic
character: g ⋆ m := χcyc(g)

r · g ∗m where g ∈ G and m ∈ M , “⋆” is the new action and “∗” is

the old one. We note two properties of Λ(G̃)-modules which shall be used in the sequel.
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Lemma 1.3.1. Let M be a Λ(G̃)-module. Then (M(−1))−(1) =M+.

Proof. Since χcyc(j) = −1, we have (M(−1))−(1) = (M(−1)(1))+ =M+.

Lemma 1.3.2. There is an isomorphism Λ(G) ≃ Λ(G̃)−(1) of Λ(G̃)-modules.

Proof. The ring Λ(G̃)− has a natural Λ(G̃)-module structure via the natural projection Λ(G̃) ↠
Λ(G̃)−. It follows that Λ(G̃)− as a Λ(G̃)-module is generated by a single element m ∈ Λ(G̃)−:

⟨m⟩Λ(G̃) = Λ(G̃)−

Taking Tate twists, we get

⟨m(1)⟩Λ(G̃) = Λ(G̃)−(1) (1.6)

The element j ∈ G̃ acts as −1 on Λ(G̃)− = Λ(G̃)/(1+ j). Since χcyc(j) = −1, this means that

after a Tate twist, j acts trivially on Λ(G̃)−(1). Since G = G̃/⟨j⟩, it follows that the action of

Λ(G̃) on Λ(G̃)− factors through Λ(G).
Consequently, (1.6) can be sharpened to ⟨m(1)⟩Λ(G) = Λ(G̃)−(1), which means that there is

a surjection of Λ(G)-modules

Λ(G) ↠ Λ(G̃)−(1) (1.7)

The group Γ0 is a central open subgroup both in G and in G̃, and the ranks of Λ(G) and Λ(G̃)−(1)
as Λ(Γ0)-modules agree. Therefore (1.7) is an isomorphism.

Let XS denote the S-ramified Iwasawa module associated with L∞. More explicitly, XS is
the Galois group of the maximal abelian pro-p extension of L∞ unramified outside S over L∞.
The maximal j-invariant submodule of XS is the S-ramified Iwasawa module X+

S associated with
L+
∞. This is a finitely generated torsion Λ(Γ0)-module by [NSW20, Proposition 11.3.1].

Theorem 1.3.3 ([JN19, Proposition 8.5, Lemma 8.6]). In the setup of Section 1.1, there exists

a Λ
(
G̃
)
−-module Y TS (−1) sitting in an exact sequence of Λ(G̃)−-modules

0 → X+
S (−1) → Y TS (−1) →

(⊕
v∈T

indG̃G̃w∞
Zp(−1)

)−

→ Zp(−1) → 0 (1.8)

Moreover, Y TS (−1) has projective dimension ≤ 1 over Λ(G̃)−, and it is torsion over Λ(Γ0).

Since the module Y TS (−1) has a projective resolution of length one over Λ(G̃)−, there exist a

projective Λ
(
G̃
)
−-module P and an integer n ≥ 0 such that there is an exact sequence

0 → P −→
(
Λ
(
G̃
)
−

)n
→ Y TS (−1) → 0 (1.9)

Since Y TS (−1) is torsion over Λ(Γ0), the difference of the K0-classes over Λ(G̃)− of the first two

terms in this short exact sequence becomes zero over the ring of quotients Q(G̃)−:

K0

(
Λ
(
G̃
)
−

)
↪→ K0

(
Q
(
G̃
)
−

)
[
Λ
(
G̃
)n
−

]
− [P ] 7→ 0
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Here the map is injective by a result of Witte, see (0.13). Hence the first two terms of the

projective resolution (1.9) are stably isomorphic over Λ(G̃)−. That is, there is a projective Λ(G̃)−-
module Q such that Λ

(
G̃
)n
− ⊕Q ≃ P ⊕Q. Since projective modules are direct summands of free

modules, by possibly enlarging Q, there are isomorphisms Λ
(
G̃
)m
− ≃ Λ

(
G̃
)n
− ⊕ Q ≃ P ⊕ Q for

some m ≥ 0. Consequently, there is a projective resolution

0 →
(
Λ
(
G̃
)
−

)m
−→
(
Λ
(
G̃
)
−

)m
→ Y TS (−1) → 0

Twist by (+1), using Lemma 1.3.2:

0 → Λ(G)m α−→ Λ(G)m → Y TS → 0 (1.10)

where α is somem×m matrix. This allows us to associate with Y TS a class in the relativeK-group
K0(Λ(G),Q(G)): considering [Y TS ] as a complex concentrated in degree 0, the resolution (1.10)
shows that in the derived category D(Λ(G)), this is isomorphic to[

Y TS
]
=
[
Λ(G)m Λ(G)m

]
−1 0

α

where the complex on the right is concentrated in degrees −1 and 0. In particular, [Y TS ] is in

Dperf
tor (Λ(G)), and thus it defines a class in K0(Λ(G),Q(G)).

1.4 Smoothed equivariant Iwasawa main conjecture

Let us first recall the equivariant Iwasawa main conjecture (EIMC) with uniqueness and without
smoothing, as formulated in [JN19, Conjecture 4.3] and [JN20, Conjecture 4.7].

Definition 1.4.1. Consider the following complex:

C•
S(L

+
∞/K) := RHom

(
RΓét

(
SpecOL+

∞,S ,Qp/Zp
)
,Qp/Zp

)
where OL+

∞,S is the ring of S-integers of L+
∞, consisting of elements of L+

∞ with non-negative
valuation away from S, and Qp/Zp is a constant sheaf. ◦

The nonzero cohomology groups of C•
S(L

+
∞/K) are

H−1(C•
S(L

+
∞/K)) ≃ X+

S and H0(C•
S(L

+
∞/K)) ≃ Zp

Thus C•
S(L

+
∞/K) is a complex in Dperf

tor (Λ(G)). In particular, it defines a class in K0(Λ(G),Q(G)).

Conjecture 1.4.2 (non-smoothed EIMC with uniqueness). Let L/K be any finite Galois CM
extension with S a finite set of places as above. There exists a unique element ζS(L

+
∞/K) ∈

K1(Q(G)) such that nr (ζS(L
+
∞/K)) = ΦS(L

+
∞/K). Moreover, ∂ (ζS(L

+
∞/K)) = −[C•

S(L
+
∞/K)],

where [C•
S(L

+
∞/K)] is the class of C•

S(L
+
∞/K) in K0(Λ(G),Q(G)).

K1

(
Q(G)

)
K0(Λ(G),Q(G))

∃! ζS(L+
∞/K) − [C•

S(L
+
∞/K)]

ΦS(L
+
∞/K) z(Q(G))×

∂

nr
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Remark 1.4.3. It is known that the boundary homomorphism is surjective, see (0.13). Vanishing
of SK1(Q(G)) is equivalent to the uniqueness part of the conjecture. ◦

According to [JN19, Proposition 8.5], the middle two terms of (1.8), considered as 0th resp.
(−1)st terms of a complex, represent C•

S(L
+
∞/K)(−1):

[
Y TS (−1)

(⊕
v∈T

indG̃G̃w∞
Zp(−1)

)−]
−1 0

=
[
C•
S(L

+
∞/K)(−1)

]
∈ K0

(
Λ
(
G̃
)
−,Q

(
G̃
)
−

)

Tate twisting this by +1 yields the following, using Lemmata 1.3.1 and 1.3.2:

[
Y TS

(⊕
v∈T

indG̃G̃w∞
Zp

)+]
−1 0

=
[
C•
S(L

+
∞/K)

]
∈ K0 (Λ(G),Q(G)) (1.11)

Furthermore, [JN19, Equation (8.3)] provides the following short exact sequence of left Λ(G̃w̃∞)-
modules:

0 → Λ
(
G̃w̃∞

)
1−χcyc(φw̃∞ )φw̃∞−−−−−−−−−−−−→ Λ

(
G̃w̃∞

)
→ Zp(−1) → 0 (1.12)

where the labelled arrow is right multiplication by (1− χcyc(φw̃∞)φw̃∞) and for all v ∈ T , w̃∞
is a fixed place of L∞ lying above w∞. Taking (−)−-parts and Tate twisting by (+1) as above,
we find that these factors correspond exactly to those by which we perturbed the analytic p-adic
L-function in Definition 1.2.7.

In light of this, we posit the following smoothed version of Conjecture 1.4.2:

Conjecture 1.4.4 (smoothed EIMC with uniqueness). Let L/K, S and T satisfy the as-
sumptions of Section 1.1. Then there is a unique element ζTS (L

+
∞/K) ∈ K1(Q(G)) such that

nr
(
ζTS (L

+
∞/K)

)
= ΦTS . Moreover, ∂

(
ζTS (L

+
∞/K)

)
= [Y TS ].

K1

(
Q(G)

)
K0(Λ(G),Q(G))

∃! ζTS
[
Y TS
]

ΦTS (L
+
∞/K) z(Q(G))×

∂

nr

Lemma 1.4.5. Let the extension L/K and the sets of places S and T satisfy the assumptions
of Section 1.1. Then Conjecture 1.4.2 is equivalent to Conjecture 1.4.4.

Proof. The ingredients of the proof are all contained in the paragraphs preceding Conjecture 1.4.4;
it remains to put them together.

We first deal with the existence and ‘moreover’ parts of the two main conjectures. Assume
that Conjecture 1.4.2 holds. Then let

ζTS := ζS ·
∏
v∈T

[(1− φw∞)] ∈ K1(Q(G))

21



Chapter 1. Smoothed equivariant p-adic Artin L-functions

Its reduced norm is

nr(ζTS ) = nr(ζS) ·
∏
v∈T

nr(1− φw∞) = ΦS ·
∏
v∈T

nr(1− φw∞) = ΦTS

as desired. The image under the boundary homomorphism ∂ is

∂
(
ζTS
)
= ∂ (ζS) +

∑
v∈T

∂ (1− φw∞)

= −
[
C•(L+

∞/K)
]
+
∑
v∈T

∂ (1− φw∞)

The equality (1.11) in K0(Λ(G),Q(G)) lets us rewrite the first term as the complex represented

by Y TS →
(⊕

v∈T indG̃G̃w∞
Zp
)+

. The free resolution (1.10) allows us to replace Y TS by α:

= −

[
Λ(G)m Λ(G)m

(⊕
v∈T

indG̃G̃w∞
Zp

)+]
−2 −1 0

α
+
∑
v∈T

∂ (1− φw∞)

By the definition of ∂ and the isomorphism (0.10), the summation becomes

= −

[
Λ(G)m Λ(G)m

(⊕
v∈T

indG̃G̃w∞
Zp

)+]
−2 −1 0

α
+
∑
v∈T

[
Λ(G) Λ(G)

]
−2 −1

1−φw∞

Twisting the exact sequence (1.12) by +1 and taking plus parts, we find that the two summations
cancel each other out. Therefore ∂

(
ζTS
)
is

= −
[
Λ(G)m Λ(G)m

]
−2 −1

α
=
[
Y TS
]

as desired. In conclusion, Conjecture 1.4.2 implies Conjecture 1.4.4 without uniqueness. By the
same computation, Conjecture 1.4.4 implies Conjecture 1.4.2 without uniqueness by setting

ζS := ζTS ·
∏
v∈T

[(1− φw∞)]
−1 ∈ K1(Q(G))

Lastly we show that the two uniqueness statements are equivalent. Assume Conjecture 1.4.2,
and let ζTS , ζ

′T
S ∈ K1(Q(G)) both satisfy Conjecture 1.4.4 without uniqueness. Then

ζTS ·
∏
v∈T

[(1− φw∞)]
−1

and ζ ′TS ·
∏
v∈T

[(1− φw∞)]
−1

both satisfy Conjecture 1.4.2, and therefore must be equal; hence so are ζTS and ζ ′TS . The converse
implication is proven using the same argument.

Remark 1.4.6. An even quicker way to show that the two uniqueness statements are equivalent
is to use the fact that they are both equivalent to SK1(Q(G)) = 1. ◦
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§1.4. Smoothed equivariant Iwasawa main conjecture

Finally, we show that the ‘maximal order main conjecture’ (a theorem) admits a smoothed
version. We first recall the statement in the non-smoothed case.

Theorem 1.4.7 ([RW04, Theorem 16, Remark (H)], [JN14, §4.5]). Let M be a maximal Λ(Γ0)-
order in Q(G) containing Λ(G). If xS ∈ K1(Q(G)) is such that ∂(xS) = − [C•

S(L
+
∞/K)], then

nr(xS)Φ
−1
S ∈ z(M)×.

Corollary 1.4.8 (smoothed maximal order main conjecture). Let M be a maximal Λ(Γ0)-order
in Q(G) containing Λ(G). If xTS ∈ K1(Q(G)) is such that ∂(xTS ) =

[
Y TS
]
, then nr(xTS )(Φ

T
S )

−1 ∈
z(M)×.

Proof. The proof is by reduction to the non-smoothed version using the same techniques as for
establishing equivalence of smoothed and non-smoothed main conjectures (Lemma 1.4.5). In the
proof, we omit the extension from the notation LT

L+
∞/K,S

.

There is a commutative diagram

K1(Q(G))

z(Q(G))× Hom∗(Rp(G),Qc(Γ)×)

Detnr

∼
z 7→(χ 7→jχ(z))

(1.13)

Here the horizontal arrow is the same as in Theorem 1.2.5. We omit the definition of the homo-
morphism Det, and refer to [JN14, §4.3] instead. The horizontal arrow maps ΦS to LS and ΦTS
to LTS . Using the commutativity of the triangle, this yields

LTS = LS ·
∏
v

Det(1− φw∞)

Let xTS be as in the statement, and let

xS := xTS ·
∏
v

[(1− φw∞)]−1

Then ∂(xS) = − [C•
S(L

+
∞/K)] by the computation in the proof of Lemma 1.4.5. Consequently,

Det
(
xTS
) (

LTS
)−1

= Det (xS)L
−1
S

Let Zc
p be the integral closure of Zp in Qc

p, and let Λc(Γ) := Zc
p⊗ZpΛ(Γ). Ritter and Weiss showed

that Det(xS)L
−1
S is contained in Hom∗(Rp(G),Λc(Γ)×), see [RW04, Theorem 16]. Moreover, they

showed that the horizontal arrow in (1.13) identifies z(M)× with this Hom∗-group, see [RW04,
Remark (H)]. The assertion now follows from commutativity of the diagram.
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Chapter 2

Ring structure of Wedderburn
components of Q(G)

In this chapter and the next one, we will investigate the Wedderburn decomposition of the
semisimple ring Q(G). This will later be used to examine the reduced norm map, which is defined
Wedderburn componentwise, and apply this to the study of integrality properties of ΦTS .

The Wedderburn decomposition of the group ring Qp[H] is well understood: the skew fields
occurring can be described explicitly. Therefore the same holds for Q(Γ0)[H]. A fundamental
idea is that together with the decomposition (0.3), this provides a way to attack Q(G).

We first consider parts of the Wedderburn decomposition associated with an irreducible char-
acter ofH (Section 2.1). We extend the Galois action from the centre to the skew fields themselves
(Section 2.2), and then compare this to the action of Γ (Section 2.3). We then describe the ring

structure on subrings f
(j)
η Q(G)f (j)η ofQ(G) cut out by indecomposable idempotents f

(j)
η of Qp[H].

Finally, we restrict our attention to the case when these idempotents remain indecomposable in
Q(G) (Section 2.4). We verify this in the case when Qp(η)/Qp,χ is totally ramified. If this holds,
then the aforementioned rings are in fact skew fields, and they can be identified with Dχ. This
relationship will be studied in Chapter 3.

2.1 Wedderburn decompositions and their skew fields

The group ring Qp[H] is semisimple by Maschke’s theorem. Consider its Wedderburn decompo-
sition

Qp[H] =
∏

η∈Irr(H)/∼Qp

Mnη (Dη)

where the equivalence relation is as in (0.1), and each Dη is a finite dimensional skew field over
its centre Qp(η). In particular, the statements in Section 0.7 apply to Dη. Let ODη

denote the
unique maximal Zp-order in Dη.

We introduce some notation, to be used extensively in the sequel. Fix a uniformiser πη of
Qp(η), and write πDη

resp. ωη for the elements πD resp. ω of Section 0.7. Then πη = π
sη
Dη

, and ωη

is a root of unity of order q
sη
η , where qη is the order of the residue field of Qp(η), and sη denotes

the Schur index of η. Recall the well-known relationship

η(1) = sηnη (2.1)

25



Chapter 2. Ring structure of Wedderburn components of Q(G)

between degree, Schur index and the size of the matrix ring; see e.g. [CR87, Remark 74.10(ii)].
The Wedderburn decomposition of Qp[H] induces the following decomposition of Q(Γ0)[H]:

Q(Γ0)[H] = Q(Γ0)⊗Qp
Qp[H]

=
∏

η∈Irr(H)/∼Qp

Mnη

(
Q(Γ0)⊗Qp Qp(η)⊗Qp(η) Dη

)
=

∏
η∈Irr(H)/∼Qp

Mnη

(
QQp(η)(Γ0)⊗Qp(η) Dη

)
=

∏
η∈Irr(H)/∼Qp

Mnη

(
D̃η

)
where D̃η := QQp(η)(Γ0)⊗Qp(η) Dη.

Lemma 2.1.1. D̃η is a skew field with centre z(D̃η) = QQp(η)(Γ0) and Schur index sη.

Proof. The ring D̃η is a simple algebra with centre z(D̃η) = QQp(η)(Γ0) by [Rei03, Theorem 7.6].

We now prove that D̃η is a skew field; the argument is essentially the same as in [NP19,
Lemma 2.10]. Let S denote the image of the embedding

ΛOQp(η)(Γ0)− {0} ↪→ ΛOQp(η)(Γ0)⊗OQp(η)
ODη

Then S is a multiplicatively closed subset, it is central in D̃η, and contains no zero divisors.

Moreover, D̃η is the localisation of ΛOQp(η)(Γ0) ⊗OQp(η)
ODη

at S. Therefore by the previously

listed properties of S, the localisation D̃η is a skew field if and only if ΛOQp(η)(Γ0)⊗OQp(η)
ODη

is a domain. Fix an isomorphism Λ(Γ0) ≃ Zp[[T ]] sending γ0 7→ (1 + T ). This extends to an
isomorphism

ΛOQp(η)(Γ0)⊗OQp(η)
ODη

≃ ODη
[[T ]]

The ring of formal power series over a domain is a domain. Hence D̃η is a skew field.

To show the assertion on the Schur index, consider the subfield QQp(η)(ωη)(Γ0) of D̃η. Using
the fact that Qp(η)(ωη) is a splitting field for Dη, a routine computation shows that this is a

splitting field for D̃η:

D̃η ⊗QQp(η)(Γ0)
QQp(η)(ωη)(Γ0) =

(
Dη ⊗Qp(η) Q

Qp(η)(Γ0)
)
⊗QQp(η)(Γ0)

QQp(η)(ωη)(Γ0)

= Dη ⊗Qp(η) Q
Qp(η)(ωη)(Γ0)

= Dη ⊗Qp(η) Qp(η)(ωη)⊗Qp(η) Q
Qp(η)(Γ0)

=Msη (Qp(η)(ωη))⊗Qp(η) Q
Qp(η)(Γ0)

=Msη

(
QQp(η)(ωη)(Γ0)

)
The Schur index can be read off from the size of the matrix ring.

The algebra Q(G) is semisimple artinian: we write

Q(G) ≃
∏

χ∈Irr(G)/∼Qp

Mnχ
(Dχ)

for its Wedderburn decomposition. Let sχ denote the Schur index of Dχ: then analogously to
(2.1), we have χ(1) = sχnχ, see (0.9).
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Remark 2.1.2. The notions introduced above can be defined more generally over a finite ex-
tension F of Qp, with Dη resp. Dχ coming from the Wedderburn decomposition of F[H] resp.
QF(G). This is the path taken by Nickel in [Nic14], and we refer there for this treatment. We
opted to work over Qp instead, for the following reasons. Firstly, this case already contains the
information needed to study the general context: indeed, the Wedderburn components of QF(G)
emerge from those of Q(G) by tensoring with F over Qp, although depending on Dχ and F, the
splitting behaviour may be nontrivial. Secondly, note that some but not all relevant invariants
depend on the ground field—for instance, sF does, but wχ doesn’t—hence working over F would
have necessitated either constantly carrying this datum around in the notation or suppressing
it, risking confusion over what depends on what. We have made one exception to this: in Sec-
tion 2.3.1, we prove cyclicity of F(η)/Fχ, and relate this to the invariants sF and vFχ for general
F, as this is a result that is directly relevant to those of [Nic14] but not present in that paper. ◦

Definition 2.1.3. For 1 ≤ j ≤ nη, let f
(j)
η be the element corresponding to the nη × nη matrix

with zeros everywhere but in the jth entry of the diagonal and 1 there, under the isomorphism

ε(η)Qp[H] ≃Mnη (Dη)

f (j)η ↔



j

0
. . .

j 1
. . .

0

 (2.2)

We shall refer to these elements of the group ring by the name of f -idempotents; note that this
is not standard terminology. ◦

These are indecomposable, not necessarily central idempotents, and the following identities
hold: (

f (j)η

)2
= f (j)η = f (j)η ε(η), ε(η) =

nη∑
j=1

f (j)η

The last equality holds because the matrices corresponding to the f
(j)
η s sum up to the iden-

tity matrix in Mnη
(Dη), which in turn corresponds to the identity element ε(η) in ε(η)Qp[H].

Furthermore,

Dη ≃


0

. . .
1

. . .
0

Mnη
(Dη)


0

. . .
1

. . .
0

 ≃ f (j)η Qp[H]ε(η)f (j)η = f (j)η Qp[H]f (j)η (2.3)

Indeed, multiplying an n×n matrix by the matrix corresponding to f
(j)
η from both left and right

just means picking the jth diagonal element.
The above constructions also work in the group ring Q(Γ0)[H], that is, after tensoring with

Q(Γ0):

D̃η ≃ f (j)η Q(Γ0)[H]f (j)η (2.4)

Here we tacitly identify f
(j)
η with 1 ⊗ f

(j)
η , and we shall continue to do so in the sequel. These

f -idempotents were used to study Wedderburn decompositions of Iwasawa algebras in [Nic14,
Theorem 1.11] and in [Lau12a, Theorem 1].
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Analogously, one can define f
(j)
χ as

εχQ(G) ≃Mnχ
(Dχ)

f (j)χ ↔


0

. . .
1

. . .
0


The relationship between f -idempotents f

(j)
χ resp. f

(j′)
η associated with χ resp. η, where η is an

irreducible constituent of resGH χ, will be studied in Section 3.1.

2.2 Extending Galois action to skew fields

This section is concerned with the question of extending a Galois automorphism of the centre of a
finite dimensional skew field over a local field to the entire skew field, under certain assumptions.
Our treatment of this question is fairly general; the application to keep in mind is extending
the Galois action of Qp(η)/Qp,χ to Dη (and subsequently to D̃η): this will be discussed in
Section 2.3.1.

Let K be a local field, i.e. a finite extension of either Fp((t)) or Qp. Fix a uniformiser πK of
K, and let Fq be the residue field of K, with q a power of p. Let D be a skew field with centre K
and index s. Recall the cyclic algebra description of D from (0.15): let ω be a primitive (qs−1)st
root of unity, and let σ ∈ Gal(K(ω)/K) be the Galois automorphism defined by σ(ω) := ωqr ,
where r/s is the Hasse invariant of D. Note that σ is a generator of this Galois group. Then

D =
(
K(ω)/K, σ, πK

)
=

s−1⊕
i=0

K(ω)πiD (2.5)

where πs
D = πK and πDω = σ(ω)πD .

Let K/k be a Galois p-extension of local fields, and let τ ∈ Gal(K/k) be a Galois automor-
phism of order d (necessarily a p-power). The situation is described by the following diagram;
uniformisers are on the left, residue field orders are on the right.

D

πK K(ω) qs πD K(πD) q

πK K q

πτ K⟨τ⟩ qτ

k

⟨σ⟩
s

⟨τ⟩d

Furthermore, assume that the index s | (qτ − 1); in particular, s is coprime to p. Our objective
is to extend τ to an automorphism of D with the same order d as τ : this will be accomplished
in Proposition 2.2.8.
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Lemma 2.2.1. The extension K(πD)/K is a cyclic Galois extension, totally ramified of degree
s.

Proof. Indeed, πD has minimal polynomial Xs − πK ∈ K[X], which is Eisenstein, hence the
extension is totally ramified. Let ζs be a primitive sth root of unity: this is contained in K⟨τ⟩ ⊆
K because s | (qτ − 1). The roots of Xs − πK are of the form ζisπD , which are therefore all
contained in K(πD). Hence the extension is Galois, and a generator of the Galois group is given
by πK 7→ ζsπK.

The automorphism τ preserves the valuation of K, wherefore

τ(πK) = ε · πK (2.6)

for some ε ∈ O×
K. Under the decomposition O×

K = µq−1 × U1
K, we can write ε = ζ · u where

ζ ∈ µq−1 and u ∈ U1
K. Let us write N⟨τ⟩(−) for the norm map from K to K⟨τ⟩.

Lemma 2.2.2. The elements ε, ζ and u all have norm 1 in K⟨τ⟩:

1 = N⟨τ⟩(ε) = N⟨τ⟩(ζ) = N⟨τ⟩(u)

Proof. Apply N⟨τ⟩ to (2.6):
N⟨τ⟩(πK) = N⟨τ⟩(ε)N⟨τ⟩(πK)

It follows that
1 = N⟨τ⟩(ε) = N⟨τ⟩(ζ) ·N⟨τ⟩(u) (2.7)

Since u is a 1-unit, so is its norm, that is, N⟨τ⟩(u) ≡ 1 (mod πτ ). Then (2.7) shows that N⟨τ⟩(ζ)
must also be a 1-unit. On the other hand, ζ is a root of unity of order prime to p, and thus so is
its norm. The groups of 1-units resp. roots of unity in O×

K⟨τ⟩ have intersection the p-power roots
of unity. Therefore N⟨τ⟩(ζ) = 1, which forces N⟨τ⟩(u) = 1 as well.

Lemma 2.2.3. The element ζ ∈ µq−1 has order dividing q−1
qτ−1 , that is, ζ ∈ µ(q−1)/(qτ−1).

Proof. By definition, the cokernel of the norm map N⟨τ⟩(−) on µq−1 is the 0th Tate cohomology
group:

µq−1

N⟨τ⟩(−)
−−−−−→ µ

⟨τ⟩
q−1 = µqτ−1 ↠ Ĥ0

(
⟨τ⟩, µq−1

)
Since ⟨τ⟩ is a p-group, and µq−1 has order prime to p, this cohomology group vanishes, so N⟨τ⟩(−)
is surjective on roots of unity.

It follows that the kernel of the norm map N⟨τ⟩(−) has order

#µq−1

#µqτ−1
=

q− 1

qτ − 1

Since µq−1 is a cyclic group, the kernel is the unique subgroup of this order, which is µ(q−1)/(qτ−1).
Lemma 2.2.2 finishes the proof.

Remark 2.2.4. Lemma 2.2.3 can also be shown from Lemma 2.2.2 via an explicit computation,
without using Tate cohomology. This can be done by writing K/K⟨τ⟩ as an unramified extension
Ku/K⟨τ⟩ followed by a totally ramified extension K/Ku.

1 = NK/K⟨τ⟩(ζ)

= NKu/K⟨τ⟩
(
NK/Ku(ζ)

)
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= NKu/K⟨τ⟩

(
ζ(K:Ku)

)

=

(Ku:K⟨τ⟩)−1∏
i=0

φi(ζ)


(K:Ku)

= ζ
(K:Ku)

(
1+qτ+q2τ+...+q

(Ku:K⟨τ⟩)−1

τ

)

= ζ(K:Ku)· q−1
qτ−1

Here φ denotes the Frobenius, which sends ζ to ζq. We used that the group of roots of unity of
order prime to p remains the same in a totally ramified extension, and that the Galois group of
an unramified extension is generated by the Frobenius. Now the degree (K : Ku) is a p-power,
but ζ has order coprime to p, and hence

1 = ζ
q−1
qτ−1

as claimed. ◦

Lemma 2.2.5. The Galois automorphism τ ∈ Gal(K/k) admits an extension to an element of
Autk (K(πD)).

Proof. Extending τ to K(πD) means defining τ(πD). For valuation reasons, this must be of the
form εD ·πD for some εD ∈ O×

K(πD)
, and it has to satisfy τ(πs

D) = τ(πD)
s. The latter is equivalent

to requiring εsD ·πK = ε ·πK, that is, εsD = ε. So extending τ to K(πD) means finding an sth root
of ε.

Let us once again use the decomposition ε = ζ ·u coming from O×
K = µq−1×U1

K. The situation
is described by the following diagram.

µs

O×
K µq−1 U1

K

(
O×

K

)s
µ(q−1)/s U1

K

∼

(−)s ∼

∼

×

×

Since s is coprime to p by assumption, the sth-power-map is bijective on 1-units, so u has an sth
root. Moreover, we know that ζ ∈ µ(q−1)/(qτ−1) and that s | qτ − 1, whence ζ ∈ µ(q−1)/s, which
implies that ζ also has an sth root.

In conclusion, there exists an εD with the desired properties; in fact, the diagram above shows
that such an εD is contained in K. It is easily seen that this gives rise to an k-automorphism of
K(πD) extending τ .

A priori, the extension of τ to K(πD) as given in Lemma 2.2.5 is not unique: there is a choice
of a root of ε involved. However, if we stipulate that the extension must have the same order d
as the original τ , then the extension becomes unique.

Lemma 2.2.6. The Galois automorphism τ ∈ Gal(K/k) admits a unique extension to an ele-
ment τ̃ ∈ Autk (K(πD)) of order d.
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§2.2. Extending Galois action to skew fields

Proof. As we have seen in the proof of Lemma 2.2.5, an extension of τ to K(πD) is determined
by an element εD ∈ O×

K such that
εsD = ε (2.8)

Since τd(πD) = N⟨τ⟩(εD)πD , this extension has order d if and only if

N⟨τ⟩(εD) · πD = πD (2.9)

We first show uniqueness. Suppose εD , ε
′
D ∈ O×

K satisfy both (2.8) and (2.9). Comparing (2.8)
for εD and ε′D , we find that (ε′D/εD)

s = 1. Hence ε′D = ξεD for some ξ ∈ µs(K). From (2.9) it
then follows that N⟨τ⟩(ξ) = 1. Since s | (qτ − 1), all sth roots of unity are already contained in

K⟨τ⟩, that is, we have µs(K) = µs(K
⟨τ⟩). In particular, ξ ∈ K⟨τ⟩, and so N⟨τ⟩(ξ) = ξd. The dth

power map is bijective on µs(K), hence ξ = 1, which proves uniqueness.
Now we turn to existence. Let εD ∈ O×

K be an element satisfying (2.8); the existence of such
an element is guaranteed by Lemma 2.2.5. From Lemma 2.2.2 we have that

1 = N⟨τ⟩(ε) = N⟨τ⟩(εD)
s (2.10)

Therefore N⟨τ⟩(εD) = ζas for some a. Since d is coprime to s, the dth power map is bijective on

µs(K), and so there exists a unique sth root of unity ζ̃ ∈ µs(K
⟨τ⟩) such that ζ̃d = ζas . Then

N⟨τ⟩

(
ζ̃−1 · εD

)
= ζ̃−d · ζas = 1

Replacing the given εD by ζ̃−1 · εD , we get the unique root of ε which makes (2.9) hold.

Lemma 2.2.7. K(πD)/K
⟨τ⟩ is a Galois extension.

Proof. On the one hand, the extension τ̃ defined in Lemma 2.2.6 generates a subgroup

⟨τ̃⟩ ⊆ AutK⟨τ⟩ (K(πD))

of order d, which is a p-power. The subgroup

Gal(K(πD)/K) ⊆ AutK⟨τ⟩ (K(πD))

has order s, which is coprime to p. Consequently, the intersection of these two subgroups is
trivial. An automorphism in Gal(K(πD)/K) maps πD 7→ ζisπD for some i. By the assumption
s | qτ − 1, ζs ∈ K⟨τ⟩, so it is fixed by τ . Moreover, as noted in the proof of Lemma 2.2.5, we
also have εD ∈ K. As a consequence of these last two facts, it follows that τ̃ commutes with all
automorphisms of the extension K(πD)/K. We conclude that there is an embedding

⟨τ̃⟩ ×Gal (K(πD)/K) ↪→
{
K(πD) ↪→ Cp : K⟨τ⟩-invariant homomorphisms

}
The latter set of homomorphisms has order(

K(πD) : K
⟨τ⟩
)
=
(
K : K⟨τ⟩

)
· (K(πD) : K)

= #⟨τ̃⟩ ·#Gal (K(πD)/K)

Therefore the embedding above is surjective, and the claim follows.

Proposition 2.2.8. Let K/k be a Galois p-extension of local fields, and let τ ∈ Gal(K/k) have
order d. Let D be a skew field with centre K and Schur index s, and assume that s | (qτ − 1).
Then there is a unique extension of τ to an element τ ∈ Autk(D) of order d.
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Proof. The field extensionK(ω)/K is unramified of degree s. Since s is coprime to d, the extension

arises from the unique unramified extension K
⟨τ⟩
ur(s) of K

⟨τ⟩ of the same degree s by base change.

K(ω)

K K
⟨τ⟩
ur(s)

K⟨τ⟩

s

d s

Moreover, the extensionsK(ω)/K andK/K⟨τ⟩ have coprime degrees, so the two lower extensions
in the diagram above must be disjoint over K⟨τ⟩, and there is an isomorphism

Gal
(
K(ω)/K⟨τ⟩

)
≃ Gal (K(ω)/K)×Gal

(
K/K⟨τ⟩

)
(2.11)

We let τ̂ be the Galois automorphism corresponding to the pair (id, τ). Note that this does not
mean that τ̂ acts trivially on ω.

Define an extension τ of τ to D by setting

τ(ω) := τ̂(ω)

τ(πD) := τ̃(πD) = εDπD

We check that this is indeed a homomorphism, that is, it is compatible with the noncommutativity
rule πDω = σ(ω)πD :

τ (πDω) = εDπD · τ̂(ω) = εD · στ̂(ω) · πD
†
=στ̂(ω) · εD · πD

τ (σ(ω)πD) = τ̂σ(ω) · εDπD
‡
=στ̂(ω) · εDπD

In † we used that εD ∈ K, which is the centre of the skew field. In ‡ we used that the group
Gal(K(ω)/K⟨τ⟩) is abelian: indeed, we have seen in (2.11) that it is the direct product of two
cyclic groups.

It is clear from the definition and Lemma 2.2.6 that τ has the prescribed order and that it is
unique.

2.3 Galois action and Γ-action

In this section, we will first use the results of Section 2.2 to endow Dη and D̃η with a Galois
action (Section 2.3.1). We will then explore the relation between this Galois action and the action
of Γ (Section 2.3.2). After a brief interlude on how Γ acts on f -idempotents (Section 2.3.3), we

will use these results to describe the ring structure of f
(1)
η Q(G)f (1)η (Section 2.3.4).

2.3.1 Extending Galois action to Dη and D̃η

As before, let F be a finite extension of Qp. We begin this section by describing the Galois group
of F(η)/Fχ in more detail: we show that it is cyclic with a certain generator which can be seen
as ‘canonical’ with respect to the group action of Γ.
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§2.3. Galois action and Γ-action

Definition 2.3.1. Let vFχ be the minimal positive exponent such that γv
F
χ acts as a Galois

automorphism on η:

vFχ := min
{
0 < i ≤ wχ : ∃τ ∈ Gal(F(η)/F), γ

i

η = τη
}

We write vχ := v
Qp
χ when F = Qp. ◦

Note that vFχ | wχ since γ
wχ
η = η by definition of wχ.

Remark 2.3.2. The number vχ was introduced in [Lau12a, p. 1223]. There is a typo in that
definition: if i = 0 would be allowed then τ = id would satisfy the conditions, and vχ would
always be zero. ◦

Proposition 2.3.3. The Galois group Gal(F(η)/Fχ) is cyclic of order wχ/v
F
χ , and ν

F
χ = vFχ .

Any τ ∈ Gal(F(η)/F) such that γ
vF
χ
η = τη is a generator of Gal(F(η)/Fχ), and in fact, there is

exactly one such τ .

In the sequel, the symbol τ shall be reserved to denote this unique automorphism (or an
extension of it, as constructed later in this section).

Remark 2.3.4. Proposition 2.3.3 is an improvement upon [Nic14, Lemma 1.1], where it was shown
that wχ = νFχ (F(η) : Fχ). Furthermore, it is a direct consequence of Proposition 2.3.3 that the
fixed field L occurring in Lau’s description of the centre of Dχ is in fact Qp,χ; see Proposition 1
and Theorem 1 of [Lau12a]. ◦

Proof. Let τ ∈ Gal(F(η)/F) be as in the definition of vFχ . We first show that it is in fact in the
subgroup Gal(F(η)/Fχ).

 

Suppose that this is not the case, that is, τ does not preserve some
element of Fχ = F(χ(h) : h ∈ H). It follows that

τ(resGH χ) ̸= resGH χ

Notice that the character on the left hand side contains τη as a summand since η | resGH χ, and
that the right hand side contains γ

vF
χ
η as a summand since resGH χ =

∑wχ−1
i=0

γi

η. We now exploit
these observations:

resGH χ =

wχ−1∑
i=0

γi

η

=

wχ−1∑
i=0

γi

(
γ
vF
χ
η

)
shifting i by vFχ modulo wχ

=

wχ−1∑
i=0

γi

(τη) γ
vF
χ
η = τη

= τ

(
wχ−1∑
i=0

γi

η

)
γi

(τη) = τ
(
γi

η
)

= τ
(
resGH χ

)
This contradicts τ(resGH χ) ̸= resGH χ,  hence τ ∈ Gal(F(η)/Fχ). In the penultimate step, the
statement that the actions of τ and Γ on η commute follows directly from their definitions:
indeed, for all γ ∈ Γ and h ∈ H,

(γ (τη)) (h) = (τη)
(
γhγ−1

)
= τ

(
η
(
γhγ−1

))
= τ (γη(h)) = (τ (γη)) (h)
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Consider the characters γ
k

η for 0 ≤ k < vFχ . These are all in separate Gal(F(η)/F)-orbits:

that is, for any ψ ∈ Gal(F(η)/F) and 0 ≤ k, k′ < vFχ distinct, we have

γk

η ̸= ψ(γ
k′

η) (2.12)

 

Indeed, suppose the contrary γk

η = ψ(γ
k′

η). Without loss of generality, we may assume k > k′,

and then γk−k′

η = ψη because the γ- and Galois actions commute. But 0 < k − k′ ≤ k < vFχ ,

which contradicts minimality in the definition of vFχ .  
We will now play the two decompositions of resGH χ off against each other:

νF
χ−1∑
j=0

∑
ψ∈Gal(F(η)/Fχ)

ψη(j) = resGH χ =

wχ−1∑
i=0

γi

η =

vFχ−1∑
k=0

wχ

vF
χ
−1∑

ℓ=0

τℓ
(
γk

η
)

(2.13)

where τ is still as in the definition of vFχ , and η(j) was defined in (0.6). Observe that the summands
on the right hand side are all different, that is,

τℓ

(γ
k

η) ̸= τℓ′

(γ
k′

η) unless ℓ = ℓ′ and k = k′

Indeed, for k ̸= k′, this is (2.12). For k = k′, this is because τℓ

(γ
k

η) = τℓ′

(γ
k

η) is equivalent to

η = τℓ′−ℓ

η, which means that τ ℓ
′−ℓ fixes F(η), that is, it is the identity automorphism, and so

ℓ′ = ℓ. (In fact, the same argument shows that if ψ,ψ′ ∈ Gal(F(η)/F) then ψ(γ
k

η) ̸= ψ′
(γ

k′

η)
unless ψ = ψ′ and k = k′.)

On the left hand side of (2.13), we have full Galois orbits, so this must also be true on the

right hand side. It follows that νFχ = vFχ , and we may assume η(k) = γk

η up to renumbering.

Moreover, Gal(F(η)/Fχ) is generated by τ ; in particular, it is cyclic of order wχ/v
F
χ .

Finally, we show that there is only one τ ∈ Gal(F(η)/Fχ) for which
γ
vF
χ
η = τη. As we have

already seen, any such element is a generator of the Galois group Gal(F(η)/Fχ). The Galois
group is a p-group, therefore generators are of the form τn with p ∤ n, n a positive integer. The
condition in the definition of vFχ reads

τn

η = γ
vF
χ
η

The left hand side here is equal to γ
nvF

χ
η, thus the ns satisfying this condition are precisely the

ones for which nvFχ ≡ vFχ mod wχ, or equivalently n ≡ 1 mod wχ/v
F
χ . Since the Galois group has

order wχ/v
F
χ , this proves uniqueness.

Remark 2.3.5. Proposition 2.3.3 also shows that vFχ does not depend on the choice of the topo-

logical generator γ: indeed, vFχ = wχ/(F(η) : Fχ), and neither the index wχ = (G : St(η)) nor
the degree (F(η) : Fχ) depend on the choice of γ. ◦
Remark 2.3.6. We describe how τ changes upon choosing a different topological generator of Γ.
Let γ′ be another topological generator of Γ, and let τ ′ be the automorphism associated with it
by Proposition 2.3.3. Then γ′ = γz for some z ∈ Z×

p . Using the defining property of τ and τ ′

and the fact that vFχ does not depend on the choice of a topological generator (Remark 2.3.5),
we have the following sequence of equalities:

τ ′
η = (γ′)

vF
χ
η = (γz)

vF
χ
η =

(
γ
vF
χ

)z

η = τz

η

The uniqueness part of Proposition 2.3.3 shows that τ ′ = τz. ◦
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Let F := Qp from now on. Write rη/sη for the Hasse invariant of Dη. We apply the results
of Section 2.2 with D := Dη and K := Qp(η), πK := πη, q := qη, s := sη, r := rη, ω := ωη, and
k := Qp,χ. The extension Qp(η)/Qp,χ is a Galois p-extension: its degree divides the p-power wχ,
as shown in [Nic14, Lemma 1.1]; moreover, it was shown in Proposition 2.3.3 that it even turns
out to be cyclic, and K⟨τ⟩ = Qp,χ. Let τ be the unique generator described there. The condition
on the Schur index is satisfied by Theorem 0.2.2: we have divisibilities

sη | (p− 1) | (qτ − 1)

So the extension process is applicable.
To avoid confusion, we distinguished between various extensions of τ in Section 2.2. In light of

Proposition 2.2.8, these distinctions are no longer necessary, and we shall, by abuse of notation,
write τ for τ. Finally, we extend τ from Dη to D̃η by letting τ(γ0) := γ0.

Remark 2.3.7. In the case of Dη, the discussion in Section 2.2 simplifies, as the fixed field
K⟨τ⟩ = Qp(η)⟨τ⟩ coincides with the base field k = Qp,χ. Above we allowed τ to be any Galois au-
tomorphism, since the extension process still works in this more general case, and this exposition
may be useful for eventual generalisations. ◦

2.3.2 δγ and δτ

Consider the abstract Wedderburn isomorphism of the central simple Qp(η)-algebras

Qp[H]ε(η) ≃Mnη
(Dη) (2.14)

Upon tensoring with Q(Γ0), this gives rise to the following isomorphism of central simple
QQp(η)(Γ0)-algebras

Q(Γ0)[H]ε(η) ≃Mnη
(D̃η) (2.15)

On the left hand side, we have an action of conjugation by γvχ . This is because H is a normal
subgroup of G, and γvχe(ση)γvχ = e(τση) for all σ ∈ Gal(Qp(η)/Qp), so conjugation by γvχ acts
simply transitively on the summands e(ση) of ε(η).

Remark 2.3.8. Note that vχ is the minimal positive integer for which conjugation by γvχ acts
on Qp[H]ε(η). Indeed, in the proof of Proposition 2.3.3 we have seen that for 0 ≤ k < vχ and

ψ,ψ′ ∈ Gal(F(η)/F), we have ψ(γ
k

η) ̸= ψ′
(γ

k′

η) unless ψ = ψ′ and k = k′. Hence conjugation
by γk does not preserve Qp[H]ε(η). ◦

On the right hand side of (2.15), there is an entry-wise action of τ . We shall now relate
these two actions. Let x resp. X be elements corresponding to each other under the Wedderburn
isomorphism (2.15):

Q(Γ0)[H]ε(η) ≃Mnη
(D̃η)

x↔ X

We adopt the convention of denoting elements corresponding to each other by the same letter,
lowercase on the left and uppercase on the right.

To emphasise where each action is coming from, we introduce the following notation. We write
γvχxγ−vχ = γvχ

x for the γvχ-conjugate on the left, and δγ(X) for the corresponding element on
the right. Similarly, on the right hand side we write τ(X) for the matrix obtained from X by
applying τ entry-wise, and let δτ (x) be the corresponding element on the left hand side. This
defines automorphisms on the both sides of (2.15):

δγ ∈ Aut(Mnη
(D̃η)), δτ ∈ Aut(Q(Γ0)[H]ε(η))
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Remark 2.3.9. Caveat: one could also let τ act coefficient-wise on the left hand side, but since
all coefficients are in Qp, this would just be the trivial action. This is not the same as δτ , and
we shall not use this action. ◦
Remark 2.3.10. Everything in this section really takes place over finite groups. Indeed, since
χ has open kernel in G, the action factors through a finite quotient of G containing H as a
normal subgroup. Conjugation by γvχ acts the same as conjugation by the image of γvχ in
this quotient group. Moreover, we could have avoided tensoring by Q(Γ0): indeed, since Γ0 is
central, conjugation acts trivially, and τ was extended so that τ(γ0) = γ0. We nevertheless state
everything in terms of Q(Γ0)-tensored algebras, as this is the form in which results of this section
will be used in the sequel. ◦

Proposition 2.3.11. The two actions just defined agree on the respective centres. In formulæ:
on the group ring side,

γvχ
(−)
∣∣
z(Q(Γ0)[H]ε(η))

= δτ
∣∣
z(Q(Γ0)[H]ε(η))

and equivalently on the matrix ring side,

δγ
∣∣
z(Mnη (D̃η)) = τ

∣∣
z(Mnη (D̃η))

Proof. By definition of δτ and δγ , the two statements are equivalent, so it is enough to prove one
of them: we shall prove the former. In the proof, we will work over the group ring Qp[H] instead
of Q(Γ0)[H], which is permissible by Remark 2.3.10.

Consider the following commutative diagram, which we explain below.

Qp[H]ε(η) Mnη (Dη)

Qc
p[H]ε(η)

⊕
σ∈Gal(Qp(η)/Qp)

Mη(1)(Qc
p)

⊕
σ∈Gal(Qp(η)/Qp)

Qc
p[H]e(ση)

⊕
σ∈Gal(Qp(η)/Qp)

Mη(1)(Qc
p)E(ση)

∼

∼

∼⊕
σ ρση

The first row is the Wedderburn isomorphism (2.14). The second row is obtained by extending
scalars to Qc

p, i.e. tensoring with Qc
p over Qp. It’s clear what happens on the left hand side. On

the right hand side, recall that Qc
p is a splitting field for Dη over its centre Qp(η), so there is an

isomorphism Qc
p ⊗Qp(η) Dη ≃ Msη (Qc

p); also recall that η(1) = nηsη. Since the tensor product
is taken over Qp and not over Qp(η), we get a component for each Galois automorphism in
Gal(Qp(η)/Qp), or in other words, for each embedding Qp(η) ↪→ Qc

p. The vertical map on the
left is inclusion. On the right, the map is induced by entry-wise application of the embedding

Dη ↪→ Dη ⊗Qp(η) Q
c
p ≃Mη(1)(Qc

p)

x 7→ x⊗ 1

in each component.
The third row of the diagram is induced from the second row by the decomposition of ε(η)

into components e(ση). Let E(ση) denote the image of e(ση) under the isomorphism in the second
row; then E(ση) is the identity in the σ-component and zero elsewhere. We write

ρση : Qc
p[H]e(ση)

∼−→Mη(1)(Qc
p)E(ση)

∼−→Mη(1)(Qc
p)
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for the σ-part of the map in the third row. On H, this is a representation with character ση.

Let z ∈ z(Qp[H]ε(η)) be a central element. Then for all σ ∈ Gal(Qp(η)/Qp),

ρση(z) =
1

η(1)
Tr (ρση(z)) · E (ση) =

1

η(1)
ση(z) · E (ση)

where by abuse of notation, ση denotes the Qc
p-linear extension of the character ση : H → Qc

p to
the group ring Qc

p[H].

A central element of Mnη (Dη) is of the form Zα = α1nη where α ∈ z(Dη) = Qp(η). Let
zα ∈ z(Qp[H]ε(η)) be the corresponding central element in the group ring under the top horizontal
map. By commutativity of the diagram, the images of Zα and zα in the bottom right corner
coincide: ∑

σ∈Gal(Qp(η)/Qp)

σ (Zα)E (ση) =
∑

σ∈Gal(Qp(η)/Qp)

1

η(1)
ση(zα)E (ση) (2.16)

We compute the image of γ
vχ
zα:∑

σ∈Gal(Qp(η)/Qp)

1

η(1)
ση
(
γvχ

zα

)
E (ση) =

∑
σ∈Gal(Qp(η)/Qp)

1

η(1)
στη(zα)E (ση)

=
∑

σ∈Gal(Qp(η)/Qp)

1

η(1)
τση(zα)E (ση)

=
∑

σ∈Gal(Qp(η)/Qp)

τ(σ(Zα))E (ση)

=
∑

σ∈Gal(Qp(η)/Qp)

σ
(
Zτ(α)

)
E (ση) (2.17)

In this sequence of equations, the first step is applying the definition of τ . The second equality
holds because Qp(η)/Qp is abelian (it is contained in some cyclotomic extension). The third
equality is (2.16), and the last one is by definition of Zα and abelianity of Qp(η)/Qp.

The expression (2.17) is the image of Zτ(α). The corresponding group ring element is zτ(α),
which, by definition of δτ , is the same as δτ (zα). This concludes the proof.

The automorphism δ−1
τ ◦ γvχ

(−) of the central simple QQp(η)(Γ0)-algebra Q(Γ0)[H]ε(η) is
therefore trivial on the centre. Pursuant to the Skolem–Noether theorem, see [CR81, Theo-
rem 3.62], there is a unit yη ∈ Q(Γ0)[H]ε(η)× such that for all x ∈ Q(Γ0)[H]ε(η),

δ−1
τ

(
γvχ

x
)
= yηxy

−1
η

Equivalently we may write

γvχ
x = δτ (yη)δτ (x)δτ (y

−1
η ) (2.18)

The corresponding equations for matrices also hold: if Yη ∈ GLnη (D̃η) denotes the element

corresponding to yη under (2.15), then for all X ∈Mnη (D̃η),

δγ(X) = τ(Yη)τ(X)τ(Y −1
η ) (2.19)
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As pointed out in Remark 2.3.10, everything takes place over Qp[H], so in fact we may assume
yη ∈ Qp[H]ε(η)× and Yη ∈ GLnη (Dη). It should be noted that the Skolem–Noether theorem
only determines the units yη and Yη up to central units in their respective ambient rings. By
induction, (2.18) and (2.19) admit the following generalisations: for all vχ | i,

γi

x = δτ (yη) · · · δi/vχτ (yη) · δi/vχτ (x) · δi/vχτ (y−1
η ) · · · δτ (y−1

η ) (2.20)

δi/vχγ (X) = τ(Yη) · · · τ i/vχ(Yη) · τ i/vχ(X) · τ i/vχ(Y −1
η ) · · · τ(Y −1

η ) (2.21)

We shall write
Ai/vχ := τ(Yη) · · · τ i/vχ(Yη) ∈ GLnη

(Dη)

for the conjugating element in (2.21), and

ai/vχ := δτ (yη) · · · δi/vχτ (yη) ∈ Qp[H]ε(η)×

for the corresponding element in (2.20). It follows from the definitions that if vχ | i, j, then

Ai/vχ · τ i/vχ(Aj/vχ) = A(i+j)/vχ (2.22)

and similarly
ai/vχ · δi/vχτ (aj/vχ) = a(i+j)/vχ (2.23)

The element apn0/vχ is central in Q(Γ0)[H]ε(η). Indeed, for all x ∈ Q(Γ0)[H]ε(η):

x = γ0x = γpn0

x = apn0/vχδ
pn0/vχ
τ (x)a−1

pn0/vχ
= apn0/vχxa

−1
pn0/vχ

(2.24)

Definition 2.3.12. Let γ′′η := a−1
1 γvχ = δτ (y

−1
η )γvχ , and let Γ′′

η be the procyclic group generated
by γ′′η . ◦

Remark 2.3.13. The element γ′′η plays a rôle not dissimilar to the element γχ of Ritter–Weiss resp.
γ′χ of Nickel, see [RW04, Proposition 5] resp. [Nic14, Lemma 1.2], hence the notation. In analogy
with the Ritter–Weiss construction, one may then define an element γ′′χ whose ε(η)-component
is γ′′η .

Nickel showed that the centre of Dχ is isomorphic to QQp,χ(Γ′
χ), where Γ′

χ is the procyclic
group generated by γ′χ, see [Nic14, Proposition 1.5]. In Corollary 3.2.3, we will see that under

appropriate assumptions, the centre is isomorphic to QQp,χ((Γ′′
η)
wχ/vχ). This naturally raises the

question of how γ′χ is related to γ′′η . In particular, since the definition of γ′′η depends on the choice

of yη, one may ask whether this can be chosen such that γ′χ = (γ′′η )
wχ/vχ . We shall not address

these questions in this work. ◦

Lemma 2.3.14. For j ≥ 1, we have (γ′′η )
j = a−1

j γjvχ .

Proof. Use induction and (2.23):

(γ′′η )
j = a−1

1 γvχa−1
j−1γ

(j−1)vχ = a−1
1 δτ (a

−1
j−1)γ

jvχ = a−1
j γjvχ

2.3.3 Conjugating f-idempotents

Later it will be necessary to keep track of what happens to f -idempotents under conjugation.

To ease notation, we restrict our attention to delineating the behaviour of f
(1)
η with respect to

conjugation: the general case of f
(j)
η is completely analogous.
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We shall need the following observation from linear algebra. Let D be a skew field, and let
n ≥ 1. Let Π :Mn(D) → D be the map sending an n×n matrix (xi,j) to its (1, 1)-entry x1,1. The
map Π is additive and D-linear: in other words, it is a D-vector space homomorphism, where D

acts on Mn(D) by left multiplication. Note that Π fails to be multiplicative in general.
Consider the identity( 1

0

. . .
0

)( x1,1 ... x1,n

...
. . .

...
xn,1 ... xn,n

)( 1
0

. . .
0

)
=

 x1,1

0

. . .
0


On the subspace of n× n matrices of this form, Π becomes a D-vector space isomorphism with
respect to left D-multiplication:

Π :

( 1
0

. . .
0

)
Mn(D)

( 1
0

. . .
0

)
∼−→ D (2.25)

On this subspace, Π is also multiplicative: indeed, the product of two such matrices is again a
matrix of this shape with the (1, 1)-entries multiplied. That is, Π is a ring isomorphism on this
subspace.

Lemma 2.3.15. Let A,B ∈ GLn(D). Then there is an isomorphism of z(D)-vector spaces

ΠA,B : A

( 1
0

...
0

)
A−1Mn(D)B

( 1
0

...
0

)
B−1 ∼−→ D

A

( 1
0

...
0

)
A−1XB

( 1
0

...
0

)
B−1 7→ Π

(( 1
0

...
0

)
A−1XB

( 1
0

...
0

))

Remark 2.3.16. The source of ΠA,B is a subset of Mn(D), but it need not be a sub-D-vector
space. It is, however, a z(D)-vector space with respect to left multiplication. Different matrices
X can lead to the same element on the left, but the map ΠA,B is still well-defined. ◦

Proof of Lemma 2.3.15. The assertion is clear from (2.25): the map ΠA,B is Π precomposed with
left multiplication by A and right multiplication by B−1.

Lemma 2.3.17. Let A,B,C ∈ GLn(D). Then there is the following multiplication rule: for all
X,Y ∈Mn(D),

ΠA,B

(
A

(
1

...
0

)
A−1XB

(
1

...
0

)
B−1

)
·ΠB,C

(
B

(
1

...
0

)
B−1Y C

(
1

...
0

)
C−1

)
=

= ΠA,C

(
A

(
1

...
0

)
A−1XB

(
1

...
0

)
B−1 ·B

(
1

...
0

)
B−1Y C

(
1

...
0

)
C−1

)
Remark 2.3.18. On the right hand side, one could cancel B−1 and B and one of the two idem-
potents diag(1, 0, . . . , 0) in the middle. The formula is presented in this way because this is the
form in which it will be applied. ◦

Proof. The first formula in the statement is, by definition of ΠA,B resp. ΠB,C ,

Π

((
1

. . .
0

)
A−1XB

(
1

. . .
0

))
·Π

((
1

. . .
0

)
B−1Y C

(
1

. . .
0

))
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As seen in (2.25), Π is multiplicative on these matrices, hence this is equal to the following:

Π

((
1

. . .
0

)
A−1XB

(
1

. . .
0

)
B−1 ·B

(
1

. . .
0

)
B−1Y C

(
1

. . .
0

))
This, in turn, is equal to the second formula by definition of ΠA,C , and the equality is thus
established.

Let us now specialise to the case D := D̃η. Passing through the Wedderburn isomorphism
(2.15), the ring isomorphism Π in (2.25) gives rise to a ring isomorphism

π : f (1)η Q(Γ0)[H]ε(η)f (1)η = f (1)η Q(Γ0)[H]f (1)η
∼−→ D̃η (2.26)

Let a, b ∈ Q(Γ0)[H]ε(η)× be two units corresponding to A,B ∈ GLn(D̃η). By pre- resp.
postcomposing ΠA,B with the Wedderburn isomorphism (2.15) resp. its inverse, we define maps

πa,b. These are z(D̃η)-vector space isomorphisms (Lemma 2.3.15) satisfying a multiplication rule
analogous to Lemma 2.3.17.

Regarding the conjugation action studied in Section 2.3.2, we thus have the following:

Lemma 2.3.19. Let vχ | i, j. Then there are z(D̃η)-vector space isomorphisms

Πi,j : δ
i/vχ
γ

(( 1
0

...
0

))
·Mnη

(D̃η) · δj/vχγ

(( 1
0

...
0

))
∼−→ D̃η

πi,j :
γi

f (1)η · Q(Γ0)[H]ε(η) · γ
j

f (1)η
∼−→ D̃η

Moreover, Π = Π0,0 and π = π0,0.

Proof. Let Πi,j := ΠAi/vχ ,Aj/vχ
and apply Lemma 2.3.15. The isomorphism πi,j is then obtained

via the Wedderburn isomorphism (2.15).

Remark 2.3.20. The conjugate γ
ℓ

f
(j)
η = γℓf

(j)
η γ−ℓ is also an indecomposable idempotent, but it

need not be of the form f
(k)
η for some k. As illustrated by the following example, this is not even

the case for matrices, so there is no reason why it should hold for f -idempotents.

( 2 3
1 2 ) (

1 0
0 0 ) (

2 3
1 2 )

−1
= ( 2 3

1 2 ) (
1 0
0 0 )

(
2 −3
−1 2

)
=
(
4 −6
2 −3

)
◦

2.3.4 Ring structure of f
(1)
η Q(G)f (1)

η

The module f
(1)
η Q(G)f (1)η is a ring: indeed, if x, y ∈ Q(G) then addition and multiplication rules

in f
(1)
η Q(G)f (1)η are as follows:

f (1)η xf (1)η + f (1)η yf (1)η = f (1)η (x+ y)f (1)η

f (1)η xf (1)η · f (1)η yf (1)η = f (1)η

(
xf (1)η y

)
f (1)η

The unity element is f
(1)
η . We will now describe the multiplication rule in more detail.

Under the decomposition (0.3), an element x ∈ Q(G) can be written as

x =

pn0−1∑
ℓ=0

xℓγ
ℓ, xℓ ∈ Q(Γ0)[H] (2.27)

and similarly for y. When considering f
(1)
η xf

(1)
η , we may, without loss of generality, restrict the

summation to indices ℓ divisible by vχ. This is parallel to [Lau12a, p. 1224] and [Nic14, p. 610].
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Lemma 2.3.21. We have f
(1)
η xℓγ

ℓf
(1)
η = 0 whenever vχ ∤ ℓ. Therefore

f (1)η xf (1)η =

pn0−1∑
ℓ=0

f (1)η xℓγ
ℓf (1)η =

pn0−1∑
ℓ=0
vχ|ℓ

f (1)η xℓγ
ℓf (1)η

Proof. The ε-idempotents of Qp[H] are orthogonal; consequently, the definitions of ε(η) and

vχ imply that ε(γ
i

η) · ε(γj

η) = 0 whenever i ̸≡ j (mod vχ). Assume that vχ ∤ ℓ, and use this
observation:

f (1)η xℓγ
ℓf (1)η = f (1)η ε(η)xℓγ

ℓε(η)f (1)η f (1)η ε(η) = f (1)η = ε(η)f (1)η

= f (1)η xℓε(η)γ
ℓε(η)f (1)η centrality of ε(η)

= f (1)η xℓε(η)ε(
γℓ

η)γℓf (1)η

= 0

This concludes the proof.

Lemma 2.3.21 allows us compute products in f
(1)
η Q(G)f (1)η : since all powers of γ occurring in

the sum are divisible by vχ, conjugation by them acts as some power of δτ .

f (1)η xf (1)η · f (1)η yf (1)η (2.28)

=

pn0−1∑
ℓ=0
vχ|ℓ

f (1)η xℓγ
ℓf (1)η


pn0−1∑

ℓ′=0
vχ|ℓ′

f (1)η yℓ′γ
ℓ′f (1)η


=

pn0−1∑
ℓ,ℓ′=0
vχ|ℓ,ℓ′

f (1)η · xℓ · γ
ℓ

f (1)η · γ
ℓ

f (1)η · γ
ℓ

yℓ′ · γ
ℓ+ℓ′

f (1)η · γℓ+ℓ
′

Expand the conjugation action by using (2.20). Since τ acts trivially on diag(1, 0 . . . , 0), the

corresponding automorphism δτ also acts trivially on f
(1)
η by definition.

=

pn0−1∑
ℓ,ℓ′=0
vχ|ℓ,ℓ′

f (1)η · xℓ · aℓ/vχf
(1)
η a−1

ℓ/vχ
· aℓ/vχf

(1)
η a−1

ℓ/vχ
· (2.29)

· aℓ/vχδ
ℓ/vχ
τ (yℓ′)a

−1
ℓ/vχ

· a(ℓ+ℓ′)/vχf
(1)
η a−1

(ℓ+ℓ′)/vχ
· γℓ+ℓ

′

=

pn0−1∑
ℓ,ℓ′=0
vχ|ℓ,ℓ′

f (1)η xℓaℓ/vχf
(1)
η · f (1)η δℓ/vχτ (yℓ′)δ

ℓ/vχ
τ (aℓ′/vχ)f

(1)
η · a−1

(ℓ+ℓ′)/vχ
· γℓ+ℓ

′
(2.30)

=

pn0−1∑
ℓ,ℓ′=0
vχ|ℓ,ℓ′

π−1
(
π
(
f (1)η xℓaℓ/vχf

(1)
η

)
· π
(
f (1)η δℓ/vχτ (yℓ′)δ

ℓ/vχ
τ (aℓ′/vχ)f

(1)
η

))
· a−1

(ℓ+ℓ′)/vχ
· γℓ+ℓ

′

(2.31)

In the penultimate step (2.30), we used (2.23). Note that the first multiplication sign in (2.30) is

multiplication in Q(Γ0)[H], while multiplication of the πs in (2.31) is multiplication in D̃η, these
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being equivalent due to Lemma 2.3.17. Writing π−1 makes sense because π is a ring isomorphism,
see (2.26).

Remark 2.3.22. Upon first glance, it may be unclear that the expression in (2.30) is in the ring

f
(1)
η Q(G)f (1)η . However, since f

(1)
η is an idempotent, nothing changes if we multiply (2.28) by f

(1)
η

on the right. Therefore we may multiply all subsequent expressions by f
(1)
η on the right, thus

ending up with an element of the form f
(1)
η zf

(1)
η . ◦

Remark 2.3.23. The last step (2.31) may appear tautological: indeed, it is just an application of
the ring isomorphism π and its inverse. Our reason for stating the multiplication rule in this way
is the following. In Section 2.4.1, we will use the multiplication rule in our search for an inverse

of a nonzero element in f
(1)
η Q(G)f (1)η . Writing the element sought as in (2.27), the multiplication

rule will provide equations for each coefficient. We will then be able to remove the a-factor on
the right, thus ending up with linear equations over the skew field D̃η. ◦

In (2.31), we have a description of the general multiplication rule of the ring f
(1)
η Q(G)f (1)η .

Notice that this is controlled by the automorphism δτ . The element γ′′η , which we have already
singled out in Definition 2.3.12, plays a special rôle:

Lemma 2.3.24. Conjugation by γ′′η acts as δτ on f
(1)
η Q(Γ0)[H]f

(1)
η .

Proof. Let y0 ∈ Q(Γ0)[H]. Compute the action of conjugation by γ′′η on f
(1)
η y0f

(1)
η using (2.18):

γ′′η · f (1)η y0f
(1)
η · (γ′′η )−1 = a−1

1 γvχ · f (1)η y0f
(1)
η · γ−vχa1

= a−1
1 · γ

vχ
f (1)η · γ

vχ
y0 · γ

vχ
f (1)η · γvχγ−vχ · a1

= a−1
1 · a1f (1)η a−1

1 · a1δτ (y0)a−1
1 · a1f (1)η a−1

1 · a1
= f (1)η δτ (y0)f

(1)
η

2.4 Zero divisors in f
(j)
η Q(G)f (j)

η

The elements f
(j)
η(i) are indecomposable idempotents in the group ring Qp[H], and thus

f (j)η(i)
Qp[H]f (j)η(i)

≃ Dη(i)

as witnessed by (2.3). Here the η(i) are the characters from (0.6). In this section, we study the

question of whether f
(j)
η(i) remains indecomposable in Q(G). This is equivalent to the following:

Condition 2.4.1. For all i and j, the algebra f
(j)
η(i)Q(G)f (j)η(i) is a skew field.

Without loss of generality, we may restrict our attention to the case j = 1. Furthermore, we
shall suppress the index i of η(i).

We will first reformulate the condition in linear algebraic terms (Section 2.4.1), which in
turn will be translated to the language of cyclic algebras (Section 2.4.2). We then proceed to
verify Condition 2.4.1 in the case when Qp(η)/Qp,χ is totally ramified (Section 2.4.2.1), and offer
further remarks on the general case (Section 2.4.2.2), in particular showing that there are cases
in which the condition does not hold.

The point of considering Condition 2.4.1 is that in this case, the skew fieldDχ can be described
rather explicitly: this is the objective of Chapter 3.
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2.4.1 Translating the question to linear algebra

Condition 2.4.1 means that every nonzero element of f
(1)
η Q(G)f (1)η admits a left and right inverse.

Since the two are equivalent, we shall work with left inverses, and move powers of γ to the right:
this will make the formulæ arising from the multiplication rule slightly more palatable. Let

x ∈ Q(G) be such that f
(1)
η xf

(1)
η ̸= 0. We seek a y ∈ Q(G) such that f

(1)
η yf

(1)
η is a left inverse of

f
(1)
η xf

(1)
η .

In other words, we study the question whether the following equation admits a solution:

f (1)η yf (1)η · f (1)η xf (1)η = f (1)η

(
1 · γ0 + 0 · γ1 + . . .+ 0 · γp

n0−1
)
f (1)η = f (1)η (2.32)

Under the decomposition (0.3), the elements x resp. y can be written as

x =

pn0−1∑
ℓ′=0

xℓ′γ
ℓ′ resp. y =

pn0−1∑
ℓ=0

yℓγ
ℓ, xℓ′ , yℓ ∈ Q(Γ0)[H] (2.33)

In f
(1)
η xf

(1)
η resp. f

(1)
η yf

(1)
η , these summations restrict to indices ℓ′ resp. ℓ divisible by vχ, pursuant

to Lemma 2.3.21. Using the multiplication rule (2.30), the equation (2.32) can be rewritten as

pn0−1∑
ℓ,ℓ′=0
vχ|ℓ,ℓ′

(
f (1)η yℓaℓ/vχf

(1)
η

)
·
(
f (1)η δℓ/vχτ (xℓ′aℓ′/vχ)f

(1)
η

)
· a−1

(ℓ+ℓ′)/vχ
· γℓ+ℓ

′
= f (1)η γ0f (1)η (2.34)

Equation (2.34) is equivalent to the collection of the following equations for 0 ≤ k < pn0 and
vχ | k:

pn0−1∑
ℓ,ℓ′=0

ℓ+ℓ′≡k (mod pn0 )
vχ|ℓ,ℓ′

(
f (1)η yℓaℓ/vχf

(1)
η

)
·
(
f (1)η δℓ/vχτ (xℓ′aℓ′/vχ)f

(1)
η

)
· a−1

(ℓ+ℓ′)/vχ
· γt0γk = f (1)η δ0,kγ

kf (1)η

Here δ0,k is the Kronecker delta, and t = t(k, ℓ) is defined by the equation ℓ+ ℓ′ = k+ pn0t, that
is, t = 1 if k < ℓ (or equivalently k < ℓ′) and zero otherwise. On the level of coefficients, we have
an equation for each k:

pn0−1∑
ℓ,ℓ′=0

ℓ+ℓ′≡k (mod pn0 )
vχ|ℓ,ℓ′

(
f (1)η yℓaℓ/vχf

(1)
η

)
·
(
f (1)η δℓ/vχτ (xℓ′aℓ′/vχ)f

(1)
η

)
· a−1

(k+pn0 t)/vχ
· γt0 = δ0,kf

(1)
η

Consider the factor a−1
(k+pn0 t)/vχ

: using (2.23), it can be rewritten as δ
k/vχ
τ (apn0 t/vχ)a

−1
k/vχ

. The

factor a−1
k/vχ

depends only on k, and thus can be removed by multiplying the kth equation by

ak/vχ . For k = 0, this is just 1, and for k ̸= 0, the right hand side is zero: in either case, the right

hand side does not change. The factor δ
k/vχ
τ (apn0 t/vχ) is central in Qp(η)[H]ε(η) by (2.24), so it

may be moved inside the second factor in brackets.

In conclusion, applying the multiplication rule (2.31), we find that (2.32) is equivalent to the
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following system of linear equations over D̃η, with indeterminates π(f
(1)
η yℓaℓ/vχf

(1)
η ):

pn0−1∑
ℓ,ℓ′=0

ℓ+ℓ′≡k (mod pn0 )
vχ|ℓ,ℓ′

π
(
f (1)η yℓaℓ/vχf

(1)
η

)
︸ ︷︷ ︸

∈D̃η

·π
(
f (1)η δℓ/vχτ (xℓ′aℓ′/vχ)δ

k/vχ
τ (apn0 t/vχ)

−1f (1)η

)
︸ ︷︷ ︸

dk,ℓ∈D̃η

γt0 = δ0,k

(2.35)
Here k runs over the numbers 0 ≤ k < pn0 such that vχ | k. The two factors in the summation

are both in D̃η due to Lemma 2.3.19, with the product operation being the one of D̃η (see
Lemma 2.3.17). Note that the second factor inside the summation, denoted by dk,ℓ, depends
only on k and ℓ, since ℓ′ and t are determined by these two.

Lemma 2.4.2. Equation (2.32) admits a solution if and only if the system of linear equations

(2.35) over D̃η, with 0 ≤ k < pn0 and vχ | k, has a solution.

Proof. It is clear from the discussion above that if y ∈ Q(G) is a solution to (2.32), then the

equations (2.35) will be satisfied. Conversely, assume that there are υℓ ∈ D̃η given such that they
satisfy (2.35), that is,

pn0−1∑
ℓ,ℓ′=0

ℓ+ℓ′≡k (mod pn0 )
vχ|ℓ,ℓ′

υℓ · π
(
f (1)η δℓ/vχτ (xℓ′aℓ′/vχ)δ

k/vχ
τ (apn0 t/vχ)

−1f (1)η

)
γt0 = δ0,k

Define yℓ via the Wedderburn isomorphism as follows:

Mnη
(D̃η) ≃ Q(Γ0)[H]ε(η)

υℓ ·

(
1
0

. . .

)
↔ yℓa

−1
ℓ/vχ

Since ε(η) ∈ Qp[H], the element yℓ can be viewed as an element in Q(Γ0)[H]. Let

y :=

pn0−1∑
ℓ=0
vχ|ℓ

yℓγ
ℓ ∈ Q(G)

Then by the multiplication rule (2.31), we have υℓ = π
(
f
(1)
η yℓaℓ/vχf

(1)
η

)
, and thus the equations

(2.35) are satisfied, so f
(1)
η yf

(1)
η is a left inverse.

Let n := pn0/vχ, and let M be the n× n matrix whose (i, j)th entry is

d(i−1)vχ,(j−1)vχγ
t((i−1)vχ,(j−1)vχ)
0 =

{
d(i−1)vχ,(j−1)vχγ0 if i < j

d(i−1)vχ,(j−1)vχ if i ≥ j

The existence of a solution to the system of linear equations (2.35) is thus equivalent to the
matrix M being nonsingular.

Given a pair (ℓ, k) in the summation in (2.35), the number ℓ′ is uniquely determined. More-
over, the pairs (ℓ, k) and (ℓ+ vχ, k+ vχ) yield the same ℓ′, since ℓ+ ℓ′ ≡ k (mod pn0). Therefore

dk,ℓ = π
(
f (1)η δℓ/vχτ (xℓ′aℓ′/vχ)δ

k/vχ
τ (apn0 t/vχ)

−1f (1)η

)
(2.36)

dk+vχ,ℓ+vχ = π
(
f (1)η δ(ℓ+vχ)/vχτ (xℓ′aℓ′/vχ)δ

(k+vχ)/vχ
τ (apn0 t/vχ)

−1f (1)η

)
(2.37)
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Recall that δτ comes from the entry-wise τ -action via the Wedderburn isomorphism, and that
π comes from the map Π via the Wedderburn isomorphism. Thus (2.36) and (2.37) allow us to
deduce that

τ(dk,ℓ) = dk+vχ,ℓ+vχ (2.38)

where the indices are understood modulo pn0 .

Let us write mi := d0,ivχ for 0 ≤ i < n. The condition f
(1)
η xf

(1)
η ̸= 0 implies that at least

one of these mis is not zero. Indeed, at least one f
(1)
η xℓ′f

(1)
η is nonzero, and this is left unaltered

by the application of the automorphism δτ or multiplication by the unit a−1
pn0 t/vχ

. Then using

(2.38), we find that M ∈Mn(D̃η) is of the following shape; recall that τ acts trivially on γ0:

M =



m0 m1γ0 m2γ0 · · · mn−2γ0 mn−1γ0

τ(mn−1) τ(m0) τ(m1)γ0
. . . τ(mn−3)γ0 τ(mn−2)γ0

τ2(mn−2) τ2(mn−1) τ2(m0)
. . . τ2(mn−4)γ0 τ2(mn−3)γ0

...
...

...
. . .

. . .
...

τn−2(m2) τn−2(m3) τn−2(m4) · · · τn−2(m0) τn−2(m1)γ0
τn−1(m1) τn−1(m2) τn−1(m3) · · · τn−1(mn−1) τn−1(m0)


(2.39)

We conclude that Condition 2.4.1 is the special case of the following:

Condition 2.4.3. Let M ∈Mn(D̃η) be as in (2.39), with at least one of m0, . . . ,mn−1 not zero.
Then M is nonsingular.

In fact, since the as are units and π from (2.26) is an isomorphism, any such matrix M arises
from some x, and thus Condition 2.4.3 is equivalent to Condition 2.4.1.

2.4.2 Reduction to Wedderburn’s theorem

In this section, we reformulate Condition 2.4.3 further. Let us write m′
i := τ i(mn−i) where

0 ≤ i < n and n − i is understood modulo n (that is, to be 0 when i = 0). Then the transpose
of M is

M⊤ =



m′
0 m′

1 m′
2 · · · m′

n−2 m′
n−1

τ(m′
n−1)γ0 τ(m′

0) τ(m′
1)

. . . τ(m′
n−3) τ(m′

n−2)

τ2(m′
n−2)γ0 τ2(m′

n−1)γ0 τ2(m′
0)

. . . τ2(m′
n−4) τ2(m′

n−3)
...

...
...

. . .
. . .

...
τn−2(m′

2)γ0 τn−2(m′
3)γ0 τn−2(m′

4)γ0 · · · τn−2(m′
0) τn−2(m′

1)
τn−1(m′

1)γ0 τn−1(m′
2)γ0 τn−1(m′

3)γ0 · · · τn−1(m′
n−1)γ0 τn−1(m′

0)


(2.40)

Of course, M is nonsingular if and only if M⊤ is, and the condition in Condition 2.4.3 translates
to at least one m′

i not being zero.
Consider the following algebra: let

A :=

n−1⊕
i=0

D̃η

(
γ
1/n
0

)i
as a left D̃η-module. Make A an algebra by mandating the multiplication rule γ

1/n
0 d = τ(d)γ

1/n
0

for all d ∈ D̃η. The algebra A has a basis over D̃η given by powers of γ
1/n
0 . In this basis, right
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multiplication by the nonzero element
∑n−1
i=0 m

′
i(γ

1/n
0 )i is given by the matrix M⊤ in (2.40). It

follows that Condition 2.4.3 is equivalent to A being a skew field.

Remark 2.4.4. In the definition of A, we consider γ
1/n
0 as a formal nth root of γ0. By fiat, this has

the same conjugation action as γvχ does on η. However, since n = pn0/vχ, the identity γ
1/n
0 = γvχ

holds in Γ. Therefore it behooves us to identify γ
1/n
0 with γvχ for the rest of this section, with the

tacit understanding that this is purely formal, and that things do not take place in Γ or G. ◦
Notice that A looks like a cyclic algebra, except for the fact that this terminology is reserved

for the case when D̃η is a field. We will show that A is in fact a cyclic algebra over an appropriate
field; this will allow us to utilise the well-developed theory of cyclic algebras in this case.

To this end, let

D̂η := Dη ⊗Qp(η) Q
Qp(η)

(
Γ

wχ
vχn

0

)
= Dη ⊗Qp(η) Q

Qp(η) (Γwχ)

Recall the cyclic algebra description of Dη:

Dη =

sη−1⊕
ℓ=0

Qp(η)(ωη)πℓDη

with multiplication rule πDηωη = σ(ωη)πDη where σ is some power of the Frobenius (it acts as

σ(ωη) = ω
q
rη
η
η where rη/sη is the Hasse invariant ofDη). This provides a cyclic algebra description

for D̂η:

D̂η =

sη−1⊕
ℓ=0

QQp(η)(ωη) (Γwχ)πℓDη

Therefore we may write A as

A =

n−1⊕
i=0

D̃η(γ
1/n
0 )i =

wχ
vχ

−1⊕
j=0

D̂η(γ
1/n
0 )j =

wχ
vχ

−1⊕
j=0

sη−1⊕
ℓ=0

QQp(η)(ωη) (Γwχ)πℓDη
(γvχ)

j
(2.41)

Conjugation by πDη acts as σ whereas conjugation by γvχ acts as τ .

Lemma 2.4.5. Combining the two direct sums into one, we get the following cyclic algebra
description:

A =

wχ
vχ
sη−1⊕
k=0

QQp(η)(ωη) (Γwχ)
(
πDηγ

vχ
)k

(2.42)

Conjugation by πDη
γvχ acts as στ , and(

πDηγ
vχ
)wχ

vχ
sη

= NQp(η)/Qp,χ
(πη)γ

wχsη

Remark 2.4.6. In the conjugation action, it matters not whether we write στ or τσ, as the two
automorphisms commute. Indeed, both are defined by extending Galois automorphisms of the
abelian extension Qp(η)(ωη)/Qp,χ to act trivially on γwχ . ◦

Proof. Consider the algebra

wχ
vχ
sη−1∑
k=0

QQp(η)(ωη) (Γwχ)
(
πDηγ

vχ
)k

(2.43)
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It is clear that this is contained in the double sum in (2.41), since expanding (πDη
γvχ)k gives

an element of QQp(η)(ωη) (Γwχ) times πkDη
γvχk. We will show that the converse containment also

holds.
According to Lemma 2.2.5, τ acts on πDη as multiplication by a unit in O×

Qp(η)
. Therefore if

we expand (πDη
γvχ)sη by moving all γvχs to the right, we get(

πDηγ
vχ
)sη

= uπ
sη
Dη

(γvχ)
sη

for some u ∈ O×
Qp(η)

. Then uπ
sη
Dη

∈ Qp(η)×, and so (γvχ)sη is contained in (2.43). Since wχ is

a p-power whereas sη is coprime to p, there exists an integer tη such that sηtη ≡ 1 mod wχ/vχ.
Hence

(γvχ)
sηtη = γvχ · (γwχ)

e

for some e ≥ 0. We conclude that γvχ is contained in (2.43).
Similarly, there is a unit u′ ∈ O×

Qp(η)
such that(

πDηγ
vχ
)wχ/vχ

= u′π
wχ/vχ
Dη

γwχ

Again using coprimality of sη to p, an argument similar to the previous one shows that πDη is
contained in (2.43).

Therefore the double direct sum in (2.41) is equal to (2.43). Both algebras have dimension
sηwχ/vχ over QQp(η)(ωη)(Γwχ). Hence the sum in (2.43) is actually direct.

Finally, let us expand the product
(
πDη

γvχ
)wχ

vχ
sη

by gathering the γvχ terms to the right. We
get (

πDηγ
vχ
)wχ

vχ
sη

=
(
πDη · τ(πDη ) · · · τ

wχ
vχ

−1
(πDη )

)sη
γwχsη γvχ acts via τ

=
(
π
sη
Dη

· τ
(
π
sη
Dη

)
· · · τ

wχ
vχ

−1
(
π
sη
Dη

))
γwχsη

=
(
πη · τ (πη) · · · τ

wχ
vχ

−1
(πη)

)
γwχsη π

sη
Dη

= πη

= NQp(η)/Qp,χ
(πη)γ

wχsη ⟨τ |Qp(η)⟩ = Gal(Qp(η)/Qp,χ)

The proof is concluded.

The fixed field of the automorphism στ of Qp(η)(ωη) is Qp,χ. Hence the centre of A is
QQp,χ (Γwχ). Therefore in the usual notation of cyclic algebras, Lemma 2.4.5 means that A is of
the form

A =
(
QQp(η)(ωη) (Γwχ)

/
QQp,χ (Γwχ) , στ,NQp(η)/Qp,χ

(πη) · γwχsη
)

Fix an isomorphism ZpJΓwχK ≃ Zp[[T ]] with γwχ corresponding to (1 + T ). Under this iso-
morphism, we have

QQp(η)(ωη)(Γwχ) ≃ Frac(OQp(η)(ωη)[[T ]]) =: K

QQp,χ(Γwχ) ≃ Frac(OQp,χ
[[T ]]) =: F (2.44)

The element NQp(η)/Qp,χ
(πη) · γwχsη ∈ QQp,χ(Γwχ) is then identified with

a := NQp(η)/Qp,χ
(πη)(1 + T )sη ∈ F

Wedderburn’s theorem (Theorem 0.7.1) gives a sufficient (but not necessary) condition as to
whether a cyclic algebra is a skew field: in this case, it states that A is a skew field whenever
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a has order
wχ

vχ
sη in the norm factor group F×/NK/F(K

×). Since sη and wχ/vχ are coprime, in

order to be able to apply Wedderburn’s theorem, it suffices to show that the order of a is divisible
by both of them.

Lemma 2.4.7. The order of a in the norm factor group is divisible by sη.

Proof. Recall the augmentation exact sequence:

0 → TOQp(η)(ωη)[[T ]] → OQp(η)(ωη)[[T ]]
aug−−→ OQp(η)(ωη) → 0

T 7−−→ 0

Localising at the kernel, which is a prime ideal, allows us to extend the augmentation map to

aug : OQp(η)(ωη)[[T ]](T ) → Qp(η)(ωη)

As the Galois action is trivial on T , the augmentation map is compatible with the norm maps,
that is, for all x ∈ OQp(η)(ωη)[[T ]](T ),

aug
(
NK/F(x)

)
= NQp(η)(ωη)/Qp,χ

(aug(x))

Suppose that there is an α ∈ K such that NK/F(α) = ai. Since T ∤ ai, such an element α is in
fact contained in OQp(η)(ωη)[[T ]](T ). Thus the augmentation map is defined on α, and

NQp(η)(ωη)/Qp,χ
(aug(α)) = aug(ai) (2.45)

Using the definition of a as well as transitivity of norms in a tower of extensions, we get

NQp(η)/Qp,χ

(
NQp(η)(ωη)/Qp(η)(aug(α))

)
= NQp(η)/Qp,χ

(πiη) (2.46)

In particular, the two sides of (2.46) have the same valuation in Qp,χ. Recall the fact that if
K/Qp is a finite field extension and L/K is a finite Galois extension, and x, y ∈ L such that the
valuations |NL/K(x)|K = |NL/K(y)|K agree, then |x|L = |y|L: indeed, this is a direct consequence
of the fact that units have absolute value 1. Applying this fact to (2.46), we find that

ordπη
NQp(η)(ωη)/Qp(η)(aug(α)) = i

The extension Qp(η)(ωη)/Qp(η) is unramified of degree sη, therefore ordπη
NQp(η)(ωη)/Qp(η)(−)

has image in sηZ. In particular, sη | i.

Therefore Condition 2.4.3 holds if (but not necessarily only if) wχ/vχ also divides the order
of a. The extensions Qp(η)/Qp,χ and Qp,χ(ω)/Qp,χ have coprime degrees wχ/vχ resp. sη, and
their compositum is Qp(η)(ωη). Write

L := Frac(OQp(η)[[T ]]) and L′ := Frac(OQp,χ(ωη)[[T ]]) (2.47)

Then L/F and L′/F also have the same coprime degrees, and their compositum is K. Therefore
the norm factor group of K/F decomposes as follows, see [Mot15, Theorem 1(ii)]:

F×/NK/F(K
×) ≃ F×/NL/F(L

×)× F×/NL′/F(L
′×)

Therefore a has order divisible by wχ/vχ in F×/NK/F(K
×) if its image has order divisible by

wχ/vχ in F×/NL/F(L
×).
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2.4.2.1 Proof in the totally ramified case

We prove that Condition 2.4.3 holds in the case when Qp(η)/Qp,χ is totally ramified. Remarks
on the general case will be made in Section 2.4.2.2.

Lemma 2.4.8. Suppose that Qp(η)/Qp,χ is totally ramified. Then the order of a in the norm
factor group is divisible by wχ/vχ.

Proof. In the norm factor group F×/NL/F(L
×), the class of a agrees with that of (1 + T )sη . So

suppose that (1 + T )sηi is the norm of some α(T ) ∈ L.
We first show that without loss of generality, we may assume α(T ) ∈ OQp(η)[[T ]]. Indeed, the

Weierstraß preparation theorem allows us to write

α(T ) = πℓη ·
F (T )

G(T )

where ℓ ∈ Z and F (T ) ∈ OQp(η)[[T ]] and

G(T ) =

k∏
j=0

Pj(T ) ∈ OQp(η)[T ]

is a product of distinguished irreducible polynomials Pj(T ). The norm of α(T ) is the product of
its Galois conjugates; it follows that ℓ = 0. Moreover, since (1 + T )sηi has no denominator and
since each Pj(T ) is irreducible, for each j there exists a Galois conjugate P̃j(T ) of Pj(T ) such

that P̃j(T ) | F (T ). Then

α(T ) ·
k∏
j=1

Pj(T )

P̃j(T )
∈ OQp(η)[[T ]]

has the same norm as α(T ). From now on, we assume that α(T ) ∈ OQp(η)[[T ]].
Since α has integral coefficients, it is convergent at every element x of the maximal ideal mχ

of Qp,χ. Moreover, since the Galois action is trivial on T as well as on Qp,χ, for all x ∈ mχ we
have

NL/F(α(T ))
∣∣
T=x

= NQp(η)/Qp,χ
(α(x)) = (1 + x)sηi (2.48)

For totally ramified cyclic extensions of local fields, all Tate cohomology groups of the unit
group are cyclic of order equal to the degree, see [EN16, Corollary 2.11]. In particular,

Ĥ0
(
Gal(Qp(η)/Qp,χ),O×

Qp(η)

)
≃ Z

/wχ

vχ
Z (2.49)

The left hand side is the unit norm factor group O×
Qp,χ

/
NQp(η)/Qp,χ

O×
Qp(η)

. If #Qp,χ denotes the

order of the residue field of Qp,χ, then there is a decomposition

O×
Qp,χ

≃ µ#Qpχ−1 × U1
Qp,χ

The group of roots of unity here has order coprime to p, while wχ/vχ is a p-power. Therefore
the isomorphism (2.49) on the unit norm factor group descends to principal units:

U1
Qp,χ

/
NQp(η)/Qp,χ

(
U1
Qp(η)

)
≃ Z/wχ

vχ
Z

Let u ∈ U1
Qp,χ

be a principal unit whose image in this factor group is a generator. Then usη is

also a generator, since sη is coprime to p. Evaluating (2.48) at T := u− 1, we get that usηi is a
norm. Therefore wχ/vχ | i, as was to be shown.
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The work done in this section is summarised in the following result.

Theorem 2.4.9. If Qp(η)/Qp,χ is totally ramified, then Condition 2.4.1 holds, that is, fηQ(G)fη
is a skew field.

The proof of Condition 2.4.1 given above works whenever Qp(η)/Qp,χ is totally ramified.
This is the case, for instance, when G is a pro-p-group: indeed, in this case, Qp(η) is contained in
some cyclotomic field Qp(ζpm), which is totally ramified over Qp. In particular, the results above
constitute a generalisation of those in [Lau12a, §2]. In fact, even more is true:

Lemma 2.4.10. Suppose H is such that p ∤ q− 1 holds for every prime factor q | #H. Then for
every χ ∈ Irr(G) and every irreducible constituent η | resGH , the extension Qp(η)/Qp,χ is totally
ramified.

Proof. For any given χ and η, the values of η are contained in Qp(ζ#H). Let us write #H =

pa
∏k
i=1 q

ai
i where the qis are pairwise distinct prime numbers distinct from p. The extension

Qp(
∏k
i=1 ζqiai )/Qp is unramified of degree dividing

∏k
i=1(qi − 1)qai−1

i , which is prime to p by
assumption. On the other hand, the extensionQp(ζpa)/Qp is totally ramified of degree (p−1)pa−1.
These extensions are disjoint over Qp, and their compositum is the field Qp(ζ#H). Consequently,
the inertia group I(Qp(ζ#H)/Qp) of Qp(ζ#H)/Qp maps onto that of Qp(ζpa)/Qp, and for degree
reasons, must in fact have order (p− 1)pa−1.

Qp(ζ#H)

Qp
(∏k

i=1 ζqai
i

)
Qp(ζpa) Qp(η)

Qp,χ

Qp

unramified

prime to p

totally

ramified

(p−1)pa−1

p-power

The extension Qp(η)/Qp,χ in question is a subquotient of Qp(ζ#H)/Qp, and therefore its
inertia group is a homomorphic image of a subgroup of I(Qp(ζ#H)/Qp). Moreover, the extension
Qp(η)/Qp,χ has p-power degree. The assertion follows.

Finally, we note that Theorem 2.4.9 encompasses the direct product case:

Lemma 2.4.11. If G ≃ H × Γ is a direct product, then for all χ ∈ Irr(G) and all irreducible
constituents η | resGH χ, the fields Qp(η) and Qp,χ coincide. In particular, Condition 2.4.1 holds.

Proof. Irreducible characters of G with open kernel are of the form χ = η × χ′ where η resp. χ′

are irreducible characters of H resp. Γ with open kernel: this is [Isa76, Theorem 4.21]. Therefore
resGH χ = η, and Qp(η) = Qp,χ follows. In particular, the extension Qp(η)/Qp,χ is totally ramified,
and thus Theorem 2.4.9 is applicable.

2.4.2.2 Remarks on the general case

The argument in the proof of Lemma 2.4.8 does not generalise to not necessarily totally ramified
extensions, because (2.49) may fail. The following counterexample shows two things. One, that
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the extension is not always totally ramified, so the above discussion does not cover all cases. And
two, that this is not a mere technical difficulty: there are extensions for which Condition 2.4.1
fails.

Example 2.4.12. Let p = 3, H ≃ C7 and G ≃ C7 ⋊Z3. The action of Z3 on C7 is the action that
factors through Z3 ↠ Z3/3Z3 ≃ C3 such that conjugation by the generator (1+3Z3) acts as the
4th power map on C7. Consider a 3-dimensional irreducible character χ of G factoring through
C7 ⋊ C3; see [Gn, C7:C3] for the character table. There are two such characters, both of them
with image {3, 12 (−1±

√
−7)} on H. Therefore Q3,χ = Q3(

√
−7) is a quadratic extension of Q3.

Looking at the character table of the cyclic group H, it is easily verified that the restriction
of each of these two χs to H can be expressed as the sum of three nontrivial characters of
C7. Indeed, if ζ7 denotes a primitive 7th root of unity, then ζ7 + ζ27 + ζ47 = 1

2 (−1 +
√
−7) and

ζ37 + ζ57 + ζ67 = 1
2 (−1 −

√
−7). Each of these characters η have Q3(η) = Q3(ζ7), the unique

unramified sextic extension of Q3.
Therefore the extension Q3(η)/Q3,χ is unramified of degree 3: in particular, it is not totally

ramified.
The commutator subgroup G′ ≃ C7 has order coprime to p. A result of Johnston and Nickel

stated in Theorem 4.6.3 then shows that all skew fields in the Wedderburn decomposition of Q(G)
are fields, that is, sχ = 1. However, the upcoming Corollary 3.1.3 states that Condition 2.4.1
implies sχ = (Qp(η) : Qp,χ)sη. Therefore Condition 2.4.1 cannot hold in this case. ◦

In light of Example 2.4.12, one may consider generalisations of Condition 2.4.1 which also
account for the unramified part of Qp(η)/Qp,χ.
Remark 2.4.13. It should be noted that the condition in Wedderburn’s theorem (Theorem 0.7.1)
is sufficient but not necessary. One may ask whether a more direct proof of Condition 2.4.3—at
least in the totally ramified case—is possible, exploiting the special shape of the matrix M .

In the realm of linear algebra over fields, if a matrix can be written as a polynomial of another
matrix (with coefficients in the field), then the eigenvalues of the first matrix can be obtained
from the eigenvalues of the second matrix by applying the polynomial to these.

The matrix M can indeed be written as a polynomial of a certain ‘nice enough’ matrix, but
two obstacles arise: first, everything happens over skew fields now, and second, the coefficients
of the polynomial are not scalars but diagonal matrices of the form diag(m, τ(m), . . . , τn−1(m)).
The first obstacle can be done away with by using splitting maps, but the second one does not
seem to have a solution unless τ = 1. ◦
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Chapter 3

Description of the Wedderburn
decomposition of Q(G)

In this chapter, we study the Wedderburn components Mnχ(Dχ) of Q(G), assuming Condi-
tion 2.4.1. We provide formulæ for the dimensions nχ as well as for the Schur indices sχ (Sec-
tion 3.1), and describe Dχ explicitly as a cyclic algebra (Section 3.2). Furthermore, we study
formal skew power series rings over ODη

, and realise Dχ as the total ring of quotients of such a
ring (Section 3.3). Both of these descriptions of Dχ are in terms of the skew fields Dη, which in
turn were described in Section 0.7.

Our results generalise those of Lau in [Lau12a, §2], which focused on the case when G is a
pro-p group. Progress towards the case of general G was made by Nickel in [Nic14, §1].

3.1 Schur indices and dimensions of Mnη(Dη) and Mnχ(Dχ)

In [Nic14, Corollary 1.13], Nickel proved the following divisibilities:

sχ | sη(Qp(η) : Qp,χ) (3.1)

nη | nχ (3.2)

In this section, we determine the missing factor in the second inequality under the assumption
of Condition 2.4.1, and deduce that the first divisibility is sharp in this case.

Our first statement is a mere reformulation of a divisibility in Nickel’s proof of (3.2), the only
new ingredient being the fact that (Qp(η) : Qp,χ) = wχ/vχ from Proposition 2.3.3, which is not
present in [Nic14].

Lemma 3.1.1. There is a divisibility nηvχ | nχ (without the assumption of Condition 2.4.1).

Proof. Nickel showed that

wχnηsη = wχη(1) = χ(1) = nχsχ
∣∣nχsη(Qp(η) : Qp,χ) = nχsη

wχ
vχ

The assertion follows.

In particular, we have an inequality vχnη ≤ nχ. This is sharp whenever Condition 2.4.1 holds:

Lemma 3.1.2. Assume that Condition 2.4.1 holds. Then vχnη = nχ.
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Proof. On the one hand, we may express the primitive central idempotent εχ of Q(G) as

εχ =

vχ−1∑
i=0

ε(η(i)) =

vχ−1∑
i=0

nη(i)∑
j=1

f (j)η(i)
(3.3)

where the η(i)s are as in (0.6), and we used that ν
Qp
χ = vχ, see Proposition 2.3.3. The skew

field Dη(i) has centre Qp(η(i)) = Qp(η), which is the same for every i (see Section 0.3). The η(i)s
are all G-conjugates of one another, see (0.6), so in particular, the dimensions η(i)(1) all agree.
Moreover, it is clear from the character-based description of the Schur index in Section 0.2 that
G-conjugate characters have the same Schur index, so sη(i) = sη. Therefore

dimQp(η)Mnη(i)
(Dη(i)) = s2η(i)n

2
η(i)

= η(i)(1)
2 = η(1)2 = s2ηn

2
η

It follows that nη(i) = nη is the same for all i. So (3.3) is an expression of εχ as a sum of
vχnη idempotents. These are indecomposable by Condition 2.4.1. Equivalently, all right ideals

f
(j)
η Q(G) are simple right modules by [CR81, (3.18.iii)]. This gives rise to a strictly descending
chain of submodules of Q(G)εχ of length vχnη, with the factor modules being simple: in other
words, this is a composition series for Q(G)εχ.

On the other hand,

εχ =

nχ∑
i=1

f (j)χ (3.4)

is another decomposition of εχ. The idempotents f
(j)
χ are indecomposable in Q(G), so there is

a composition series of length nχ. Since any two composition series have the same length by
[CR81, (3.9)], the assertion follows.

As a consequence of Lemma 3.1.2, we obtain that the divisibility (3.1) is sharp:

Corollary 3.1.3. Assume that Condition 2.4.1 holds. Then sχ = (Qp(η) : Qp,χ)sη.

Proof. One just needs to combine the information on the objects at hand.

sχ =
wχsηnη
nχ

shown in the proof of [Nic14, Corollary 1.13]

=
wχsη
vχ

Lemma 3.1.2

= (Qp(η) : Qp,χ)sη by (0.7)

The assertion follows.

Using these results, we can identify the skew field f
(j)
η Q(G)f (j)η studied in Section 2.4 with

the skew field Dχ in the χ-component of the Wedderburn decomposition of Q(G). More practical
descriptions of Dχ will be given in Sections 3.2 and 3.3.

Corollary 3.1.4. Assume that Condition 2.4.1 holds. Then for every irreducible constituent
η | resGH χ and 1 ≤ j ≤ nη, there is an isomorphism of rings

Dχ ≃ f (j)η Q(G)f (j)η

In particular, the right hand side is independent of the choice of η and j.
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Proof. The χ-part of the Wedderburn decomposition of Q(G) is

εχQ(G)εχ ≃Mnχ(Dχ)

and since εχ is an idempotent, we can also write

εχQ(G)εχ = ε2χQ(G)ε2χ ≃ εχMnχ(Dχ)εχ (3.5)

As noted in the proof of Lemma 3.1.2, we have the following decomposition:

εχ =

vχ∑
i=1

nη∑
j=1

f (j)η(i)

where the η(i)s are as in (0.6). Use this decomposition to expand the εχs on the right hand side

of (3.5). Since the idempotents f
(j)
η(i) are indecomposable, the submodules

f (j)η(i)
Q(G)f (j)η(i)

are simple, and Q(G)εχ is their direct sum because the idempotents f
(j)
η(i) are orthogonal. Hence

these are the composition factors of Q(G)εχ in the first composition series in the proof of
Lemma 3.1.2. On the other hand, the second composition series in that proof, coming from

the idempotents f
(j)
χ , has composition factors isomorphic Dχ. The Jordan–Hölder theorem, see

[CR81, Theorem 3.11], states that any two composition series have the same composition factors

up to reordering, and so f
(j)
η Q(G)f (j)η ≃ Dχ follows.

3.2 Description of Dχ as a cyclic algebra

This section provides a description of Dχ which formally looks like a cyclic algebra as in (0.14),
but with L not necessarily a field, and ς not necessarily a generator of the automorphism group.

Theorem 3.2.1. Assume that Condition 2.4.1 holds. Then Dχ admits the following description:
there is an isomorphism of rings

Dχ ≃
pn0−1⊕
i=0
vχ|i

D̃η · (γ′′η )i/vχ =

pn0
vχ

−1⊕
i=0

D̃η · (γ′′η )i

with conjugation by γ′′η acting as τ on D̃η.

Proof. The second sum is simply a rewriting of the first one. We now establish the first isomor-

phism. The proof uses the ring isomorphism Dχ ≃ f
(1)
η Q(G)f (1)η from Corollary 3.1.4 as well as

our discussion of the multiplication rule in Section 2.3.2.

Dχ ≃ f (1)η Q(G)f (1)η Corollary 3.1.4

≃ f (1)η

(
pn0−1⊕
i=0

Q(Γ0)[H]γi

)
f (1)η by (0.3)

≃
pn0−1⊕
i=0
vχ|i

f (1)η Q(Γ0)[H]γif (1)η Lemma 2.3.21
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≃
pn0−1⊕
i=0
vχ|i

f (1)η Q(Γ0)[H] · γ
i

f (1)η · γi

≃
pn0−1⊕
i=0
vχ|i

f (1)η Q(Γ0)[H] · ai/vχf
(1)
η a−1

i/vχ
· γi by (2.20)

≃
pn0−1⊕
i=0
vχ|i

f (1)η Q(Γ0)[H]f (1)η · a−1
i/vχ

γi ai/vχ is a unit

≃
pn0−1⊕
i=0
vχ|i

f (1)η Q(Γ0)[H]f (1)η · (γ′′η )i/vχ Lemma 2.3.14

≃
pn0−1⊕
i=0
vχ|i

D̃η · (γ′′η )i/vχ by (2.4)

As we have seen in Lemma 2.3.24, conjugation by γ′′η acts as δτ on f
(1)
η Q(Γ0)[H]f

(1)
η , which, by

definition of δτ , becomes the action of τ on D̃η.

The description of Dχ in Theorem 3.2.1 resembles that of a cyclic algebra. Just as in Sec-
tion 2.4.2, we can turn this into an isomorphism with a true cyclic algebra. For this, recall that
D̃η is cyclic:

D̃η =

sη−1⊕
ℓ=0

QQp(η)(ωη)(Γ0)π
ℓ
Dη

with multiplication rule πDη
ωη = σ(ωη)πDη

. Substituting this into the right hand side of the
isomorphism in Theorem 3.2.1 above, and turning the two direct summations into one, we get
the following.

Corollary 3.2.2. Assume that Condition 2.4.1 holds. Then there is a ring isomorphism from
Dχ to the following cyclic algebra:

Dχ ≃

pn0
vχ

sη−1⊕
k=0

QQp(η)(ωη)(Γ0) ·
(
πDηγ

′′
η

)k
with conjugation by πDη

γ′′η acting as στ on D̃η.

Proof. The proof is identical to that of Lemma 2.4.5, with Γwχ , γvχ , and wχ/vχ replaced by Γ0,
γ′′η , and p

n0/vχ, respectively.

We describe the centre in terms of γ′′η .

Corollary 3.2.3. Assume that Condition 2.4.1 holds. Then the centre of Dχ is ring isomorphic
to

z(Dχ) ≃ QQp,χ

(
(Γ′′
η)
wχ/vχ

)
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Proof. Consider the algebra

A :=

pn0−1⊕
i=0
vχ|i

D̃η · (γ′′η )i/vχ

as in Theorem 3.2.1. The element (γ′′η )
wχ/vχ is central in A because τ has order wχ/vχ. The

subfield Qp,χ is central because it is the fixed field of τ . It follows that QQp,χ
(
(Γ′′
η)
wχ/vχ

)
is a

central subfield in A, that is,

QQp,χ

(
(Γ′′
η)
wχ/vχ

)
⊆ z(A) (3.6)

The dimension of A as a QQp,χ
(
(Γ′′
η)
wχ/vχ

)
-vector space is as follows:

dimQQp,χ((Γ′′
η )

wχ/vχ)(A) =
pn0

vχ
· dimQQp,χ((Γ′′

η )
wχ/vχ)

(
D̃η

)
definition of A

=
pn0

vχ
·

dimQQp,χ (Γ0)

(
D̃η

)
dimQQp,χ (Γ0)

(
QQp,χ

(
(Γ′′
η)
wχ/vχ

))
=
pn0

vχ
·
dimQQp,χ (Γ0)

(
D̃η

)
pn0

vχ·
wχ
vχ

(†)

=
wχ
vχ

· dimQp,χ
(Dη) definition of D̃η

=

(
wχ
vχ
sη

)2

= s2χ Corollary 3.1.3

The step marked (†) is due to the fact that (γ′′η )
pn0/vχ differs from γ0 by a central unit apn0/vχ ,

as can be seen from applying Lemma 2.3.14 with j := pn0/vχ and (2.24).
Since A ≃ Dχ by Theorem 3.2.1, the Schur index of A is sχ, meaning that dimz(A)(A) = s2χ.

This together with (3.6) shows that the containment (3.6) is in fact an equality. The proof finishes
by applying the ring isomorphism of Theorem 3.2.1.

In [Nic14, Proposition 1.5], Nickel gave an unconditional description of the centre of Dχ:

z(Dχ) ≃ QQp,χ(Γ′
χ) (3.7)

Here Γ′
χ is a procyclic group generated by an element γ′χ. The element γ′χ was defined in [Nic14,

Lemma 1.2]: it is a Galois equivariant modification of the Ritter–Weiss element γχ from (1.3) by
a 1-unit.

Nickel also showed that if E is a finite field extension of Qp such that one (and hence every)
irreducible constituent η of resGH χ is afforded by an E-representation, then QE(Γ′

χ) is a splitting
field for Dχ, see [Nic14, Theorem 1.11]. The minimal fields over which η is afforded are precisely
the maximal subfields of Dη: this is shown in the proof of [Isa76, Theorem 10.17]. In particular,
η is afforded by a Qp(η)(ωη)-representation. The extension QQp(η)(ωη)(Γ′

χ)/QQp,χ(Γ′
χ) is cyclic,

and we conclude that Dχ is a cyclic algebra even without the assumption of Condition 2.4.1.
For this, recall that if E/F is a field extension, then the relative Brauer group Br(E/F) can be
identified with the group H2(Gal(E/F),E×) of equivalence classes of crossed product algebras,
see [Rei03, Theorem 29.12]; and if E/F is cyclic, then every crossed product algebra is cyclic, see
[Rei03, Theorem 30.3]. We have just proved the following:

Proposition 3.2.4. The skew field Dχ has Brauer class in Br
(
QQp(η)(ωη)(Γ′

χ)/QQp,χ(Γ′
χ)
)
.
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Note that while QQp(η)(ωη)(Γ′
χ) is a splitting field, it need not be a (maximal) subfield of

Dχ. Indeed, if it were, then its degree over the centre would equal sχ, but we have seen a
counterexample of this in Example 2.4.12.

3.3 Description of Dχ via skew power series

In this section, we first study the skew power series ring ODη [[X; τ, δ]] on its own, without
assuming Condition 2.4.1 (Section 3.3.1). Then we will use the description ofDχ in Theorem 3.2.1,
assuming Condition 2.4.1, to identify Dχ with the total ring of quotients of this skew power series
ring (Section 3.3.2). We finish the section by discussing further properties of the skew power series
ring (Section 3.3.3).

3.3.1 Properties of the skew power series ring

First we will check that the relevant skew power series ring is well defined (see Section 0.4),
then proceed by describing its centre, which will be used in establishing the aforementioned
identification in Theorem 3.3.11.

Proposition 3.3.1. Let ODη denote the unique maximal OQp(η)-order in Dη. This is a noethe-
rian pseudocompact ring, and τ is a topological automorphism of it.

Let δ := τ − id. Then δ is a continuous left τ -derivation, it commutes with τ , and it is
τ -nilpotent. Thus the skew power series ring ODη

[[X; τ, δ]] is well-defined.

For the proof of Proposition 3.3.1, we will need the following lemma.

Lemma 3.3.2. For n ≥ 0 and d ∈ ODη
:

δn(d) =

n∑
ℓ=0

(−1)n−ℓ
(
n

ℓ

)
τ ℓ(d)

Proof. The proof is by induction. The assertion is true for n = 0 and n = 1. Assume it has been
proven for n. Then

δn+1(d) = δ (δn(d)) = τ

(
n∑
ℓ=0

(−1)n−ℓ
(
n

ℓ

)
τ ℓ(d)

)
−

n∑
ℓ=0

(−1)n−ℓ
(
n

ℓ

)
τ ℓ(d)

=

n+1∑
ℓ=0

(−1)(n+1)−ℓ
((

n

ℓ

)
+

(
n

ℓ− 1

))
τ ℓ(d)

=

n+1∑
ℓ=0

(−1)(n+1)−ℓ
(
n+ 1

ℓ

)
τ ℓ(d)

Proof of Proposition 3.3.1. The ring ODη is a noetherian ring with unity. It is pseudocompact:
the two-sided ideals Li := ODη

πiDη
for i ≥ 0 form a fundamental system of open neighbourhoods

of zero, and for any i ≥ 0, ODη
/Li is of finite length over ODη

. Indeed,

ODη

/
Li ⊃ ODηπDη

/
Li ⊃ ODηπ

2
Dη

/
Li ⊃ . . . ⊃ ODηπ

i−1
Dη

/
Li ⊃ ODηπ

i
Dη

/
Li = 0

is a finite composition series. The ring ODη is complete with respect to the πDη -adic topology,
and the ideal πDηODη is invariant under τ by construction (cf. Lemma 2.2.5), hence τ is a
topological automorphism.
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The endomorphism (τ − id) is indeed a τ -derivation:

∀x, y ∈ ODη : (τ − id)(xy) = τ(xy)− xy

= τ(x)y − xy + τ(x)τ(y)− τ(x)y

= (τ − id)(x) · y + τ(x) · (τ − id)(y)

It is continuous because τ is.
Write e for the ramification index of Qp(η)(πDη )/Qp, that is, πeDη

is p times a unit in

Qp(η)(πDη
). Let d ∈ ODη

, and apply Lemma 3.3.2 with n := wχ/vχ. Since p is odd, and
wχ/vχ is a power of p, and τ has order wχ/vχ, the first and last terms of the sum cancel out,

and all remaining terms contain
(
wχ/vχ
ℓ

)
for 0 < ℓ < wχ/vχ. Since wχ/vχ is a power of p, these

coefficients are all divisible by p, and therefore πeDη
| δwχ/vχ(d). Using induction and the fact

that both τ and the identity preserve πDη
-adic valuations, we obtain that

πeiDη

∣∣ δiwχ/vχ(d) ∀i ≥ 1 (3.8)

Moreover, we have that

πeiDη

∣∣ δk(d) ∀k ≥ iwχ
vχ

(3.9)

since both τ and the identity preserve πDη -adic valuations.
We use the observations of the previous paragraph to show τ -nilpotence of δ. The ring ODη

has Jacobson radical ODη
πDη

. Since τ and δ commute, τ -nilpotence is equivalent to topological
nilpotence, that is, we need to show that for all n ≥ 1 there is an m ≥ 1 such that for all k ≥ m:
δk(ODη

) ⊆ ODη
πnDη

. Let n be given. If m is chosen to be large enough, or more precisely, chosen

such that m ≥ iwχ/vχ where i is such that ei ≥ n, then the divisibilities (3.8) and (3.9) above
show the claim. Thus τ -nilpotence is established.

As explained in Section 0.4, the skew power series ring ODη [[X; τ, δ]] is then well-defined.

Remark 3.3.3. The statements above form a special case of [SV06, Lemma 1.6], where the proof
is given more generally in the case when τ and δ commute. ◦

The multiplication rule Xd = τ(d)X + δ(d) admits the following generalisation to higher
powers of X.

Lemma 3.3.4. For n ≥ 0 and d ∈ ODη :

Xnd =

n∑
i=0

(
n

i

)
τ iδn−i(d)Xi

Proof. The proof is by induction. For n = 0, the claim is vacuous, and for n = 1, it holds by
definition. Note that τ and δ commute. Now assume that the claim has been proven for n. Then

Xn+1d = X ·Xnd = X

n∑
i=0

(
n

i

)
τ iδn−i(d)Xi

=

n∑
i=0

(
τ

((
n

i

)
τ iδn−i(d)

)
Xi+1 + δ

((
n

i

)
τ iδn−i(d)

)
Xi

)

=

n∑
i=0

((
n

i

)
τ i+1δn−i(d)Xi+1 +

(
n

i

)
τ iδn−i+1(d)Xi

)

59



Chapter 3. Description of the Wedderburn decomposition of Q(G)

=

n+1∑
i=0

((
n

i− 1

)
+

(
n

i

))
τ iδ(n+1)−i(d)Xi

=

n+1∑
i=0

(
n+ 1

i

)
τ iδ(n+1)−i(d)Xi

Proposition 3.3.5. The centre of ODη
[[X; τ, τ − id]] contains OQp,χ

[[(1 +X)wχ/vχ − 1]].

Remark 3.3.6. We will see in Corollary 3.3.8 that this is in fact the full centre. ◦

To tackle the sums of products of binomial coefficients appearing in the proof of Proposi-
tion 3.3.5, we shall need the following lemma.

Lemma 3.3.7 ([Knu97, §I.2.6, (23)]). Let r, n ∈ Z, r ≥ 0, s ∈ R. Then

∑
k∈Z

(−1)r−k

(
r

k

)(
k + s

n

)
=

(
s

n − r

)

Proof of Proposition 3.3.5. The automorphism τ fixes Qp,χ, therefore every element of OQp,χ
is

central. It remains to show that for all d ∈ ODη ,

(1 +X)wχ/vχd = d(1 +X)wχ/vχ

We expand both sides using the binomial theorem, and show that the respective coefficients
agree. The right hand side is

d(1 +X)wχ/vχ =

wχ/vχ∑
i=0

d

(
wχ/vχ
i

)
Xi (3.10)

The left hand side is

(1 +X)wχ/vχd =

wχ/vχ∑
j=0

(
wχ/vχ
j

)
Xjd

=

wχ/vχ∑
j=0

(
wχ/vχ
j

) j∑
i=0

(
j

i

)
τ iδj−i(d)Xi Lemma 3.3.4

=

wχ/vχ∑
i=0

wχ/vχ∑
j=i

(
wχ/vχ
j

)(
j

i

)
τ iδj−i(d)Xi (3.11)

The coefficient of Xi in (3.11) is

wχ/vχ∑
j=i

(
wχ/vχ
j

)(
j

i

)
τ iδj−i(d) =

wχ/vχ∑
j=i

j−i∑
ℓ=0

(−1)j−i−ℓ
(
wχ/vχ
j

)(
j

i

)(
j − i

ℓ

)
τ i+ℓ(d)

=

wχ/vχ−i∑
ℓ=0

wχ/vχ∑
j=i+ℓ

(−1)j−i−ℓ
(
wχ/vχ
j

)(
j

i

)(
j − i

ℓ

) τ i+ℓ(d)
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where we used Lemma 3.3.2 and then exchanged the order of summations. We claim that the
coefficient in the brackets is

wχ/vχ∑
j=i+ℓ

(−1)j−i−ℓ
(
wχ/vχ
j

)(
j

i

)(
j − i

ℓ

)
=

{(
wχ/vχ
i

)
if ℓ = wχ/vχ − i

0 otherwise
(3.12)

For this, recall the following well-known property of binomial coefficients, see e.g. [Knu97, §I.2.6,
(20)]: (

wχ/vχ
j

)(
j

i

)
=

(
wχ/vχ
i

)(
wχ/vχ − i

j − i

)
Using this, and then applying Lemma 3.3.7 with s := 0, we find that the left hand side of (3.12)
is

wχ/vχ∑
j=i+ℓ

(−1)j−i−ℓ
(
wχ/vχ
j

)(
j

i

)(
j − i

ℓ

)
=

(
wχ/vχ
i

)wχ/vχ∑
j=i+ℓ

(−1)j−i−ℓ
(
wχ/vχ − i

j − i

)(
j − i

ℓ

)

=

(
wχ/vχ
i

)(
0

ℓ− (wχ/vχ − i)

)
The second binomial coefficient here is 1 if ℓ = wχ/vχ−i and zero otherwise, which proves (3.12).

Therefore the coefficient of Xi in (3.11) is(
wχ/vχ
i

)
τwχ/vχ(d) =

(
wχ/vχ
i

)
d

where we used that τ has order wχ/vχ. This agrees with the coefficient of Xi in (3.10) for all i.
The proof is concluded.

Corollary 3.3.8. The centre of ODη [[X; τ, τ − id]] is OQp,χ [[(1 +X)wχ/vχ − 1]]. Moreover, the
skew field Quot(ODη [[X; τ, τ − id]]) has Schur index

wχ

vχ
sη.

For the proof, we introduce the following notation.

O := ODη [[X; τ, τ − id]]

D := Quot(O)

OE := OQp(η)(ωη)[[(1 +X)wχ/vχ − 1]]

E := Frac (OE)

L := Frac
(
OQp(η)[[T ]]

)
OF := OQp,χ

[[(1 +X)wχ/vχ − 1]]

F := Frac
(
OQp,χ

[[(1 +X)wχ/vχ − 1]]
)

For brevity, we will write T := (1 +X)wχ/vχ − 1. Then L resp. F are isomorphic to the fields in
(2.47) resp. (2.44).

Proof. First, observe that O is a (noncommutative) domain, because ODη is a domain and τ is
an automorphism: this is [Ven03, Corollary 2.10(i)]. Therefore the total ring of quotients D is
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Chapter 3. Description of the Wedderburn decomposition of Q(G)

a skew field. Proposition 3.3.5 then shows that the square of the Schur index of this skew field
divides the dimension over F. This dimension is

dimF D =

(
wχ
vχ

)
(Dη : Qp,χ) =

(
wχ
vχ

)2

s2η (3.13)

On the other hand, D is a left E-vector space of dimension

dimE D =

(
wχ
vχ

)
(Dη : Qp(η)(ωη)) =

(
wχ
vχ

)
sη (3.14)

Note that E is a subfield ofD. We will show that it is in fact a maximal (self-centralising) subfield.
Assuming this for a moment, we deduce the statement of the Corollary. The dimension dimE D
equals the Schur index of D. This in turn equals dimz(D) E. Since z(D) ⊇ F by Proposition 3.3.5,
the equations (3.13) and (3.14) above show that this containment is in fact an equality, as desired.
The assertion about the Schur index follows.

Consider the composition

φ : Dη → Qp(η)(ωη)⊗Qp(η) Dη
∼−→Msη (Qp(η)(ωη))

d 7→ 1⊗ d

where the second map is the splitting isomorphism of (0.16). As showed in the proof of [Rei03,
Theorem 14.6], this map is an isomorphism onto its image. Moreover, Dη is a vector space over
Qp(η)(ωη) with basis πiDη

for 0 ≤ i < sη, and the image φ(Dη) has Qp(η)(ωη)-basis φ(πiDη
) for

0 ≤ i < sη.
Extending scalars, the map φ gives rise to a homomorphism

φ̂ : Quot
(
ODη [[T ]]

)
→ E⊗L Quot

(
ODη [[T ]]

) ∼−→Msη (E)

by letting φ̂ be the identity on T .
We define an L-vector space homomorphism

Φ : D → E⊗L D →Mwχ
vχ
sη

(E) (3.15)

The first map sends an element d ∈ D to 1 ⊗ d. The second map is the unique E-linear map
determined by the following two properties: for g ∈ Quot(ODη [[T ]]), it maps 1 ⊗ g to the block
diagonal matrix

Φ(g) := diag
(
φ̂(g), τ(φ̂(g)), τ2(φ̂(g)), . . . , τ

wχ
vχ

−1
(φ̂(g))

)
and it maps 1⊗X to

Φ(X) :=



−1sη 1sη

−1sη 1sη

. . .
. . .
. . . 1sη

−1sη 1sη

(1+X)wχ/vχ1sη −1sη

 =


1sη

1sη

. . .
1sη

1sη

(1+X)wχ/vχ1sη

−1wχ
vχ
sη

where 1sη is the sη × sη identity matrix. Since every element G(X) ∈ D can be written as

G(X) =

wχ/vχ−1∑
i=0

gi(T )(1 +X)i
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§3.3. Description of Dχ via skew power series

where gi(T ) ∈ Quot(ODη
[[T ]]), extending these assignments as

Φ(G(X)) :=

wχ/vχ−1∑
i=0

Φ(gi(T ))Φ(1 +X)i (3.16)

indeed defines a homomorphism as in (3.15). Moreover, for all d ∈ Dη, the multiplication rule

Φ(1 +X)Φ(d) = τ(Φ(d))Φ(1 +X)

of skew power series rings is satisfied: indeed,

Φ(1 +X)Φ(d)

=


1sη

1sη

. . .
1sη

(1+X)wχ/vχ1sη



φ(d)

τ(φ(d))

τ2(φ(d))

. . .
τwχ/vχ−1(φ(d))



=


τ(φ(d))

τ2(φ(d))

. . .
τwχ/vχ−1(φ(d))

(1+X)wχ/vχφ(d)



=


τ(φ(d))

τ2(φ(d))

τ3(φ(d))

. . .
φ(d)




1sη

1sη

. . .
1sη

(1+X)wχ/vχ1sη


= τ(Φ(d))Φ(1 +X)

So Φ is an L-algebra homomorphism. Since D is a skew field, the kernel of Φ is either zero or D,
and it is clear from the definition of Φ that it is not the zero map. Hence Φ is injective.

At last, we turn to showing that E is a maximal subfield of D. Since Φ is an isomorphism
onto its image, this is equivalent to showing that Φ(E) is a maximal subfield in Φ(D).

Let α be a primitive element of the field extension Qp(η)/Qp,χ. Then the Galois conjugates
τ j(α) are pairwise distinct for 0 ≤ j < wχ/vχ. Let σ be as in (0.16). Then the elements σi(ωη)
are also pairwise distinct for 0 ≤ i < sη. Since τ and σ have coprime orders, we conclude that
the diagonal matrix Φ(αωη) has pairwise distinct entries in its diagonal.

Suppose A ∈ Φ(D) centralises Φ(E). Then in particular, it commutes with Φ(αωη). By the
previous observation, this forces A to be diagonal. But it is clear from the definition of Φ that
diagonal matrices have preimage in E, hence A ∈ Φ(E), proving that E is a maximal (self-
centralising) subfield of D.

Remark 3.3.9. The above realisation of D through matrices is based on ideas of Hasse, which he
used in his work on skew fields over local fields. See [Has31, Satz 40] for the original proof, or
[Rei03, Theorem 14.6] for a more modern reference. ◦

As the centre of D is now determined by Corollary 3.3.8, we shall use the notation

z(D) = Frac(OQp,χ
[[(1 +X)wχ/vχ − 1]])

Oz(D) := OQp,χ [[(1 +X)wχ/vχ − 1]]

instead of F and OF from now on.
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Chapter 3. Description of the Wedderburn decomposition of Q(G)

Remark 3.3.10. Up to this point, all results is this section are about skew power series rings,
and they are independent of Condition 2.4.1. Note that they could have been stated in a slightly
more general setting: one can replace Dη by any finite dimensional skew field over a local field,
and τ by an extension of a Galois automorphism as in Section 2.2. This justifies suppression of
χ and η from the notations D, O et cetera. ◦

3.3.2 Identification with Dχ

The main result of Section 3.3 is the following:

Theorem 3.3.11. Assume that Condition 2.4.1 holds. Then the algebra from Theorem 3.2.1
is isomorphic (as a ring) to the total ring of quotients of a skew power series ring, and the
centre is isomorphic to the field of fractions of a power series ring, as described by the following
commutative diagram:

Dχ

pn0−1⊕
i=0
vχ|i

D̃η · (γ′′η )i/vχ Quot
(
ODη

[[X; τ, τ − id]]
)
= D

z(Dχ) QQp,χ
(
(Γ′′
η)
wχ/vχ

)
Frac

(
OQp,χ

[[(1 +X)wχ/vχ − 1]]
)
= z(D)

≃ ∼

≃ ∼

The top horizontal map is the identity on ODη
and sends γ′′η 7→ 1 + X. The bottom horizontal

map is the identity on OQp,χ
and sends (γ′′η )

wχ/vχ 7→ (1 +X)wχ/vχ .

Proof. Since γ′′η is sent to (1 + X), the multiplication rule γ′′ηd = τ(d)γ′′η for d ∈ Dη becomes
(1 + X)d = τ(d)(1 + X), which is equivalent to Xd = τ(d)X + (τ − id)(d): this is indeed the
multiplication rule inODη

[[X; τ, τ−id]]. As we have seen in Corollary 3.2.3, the centre is generated

by (γ′′η )
wχ/vχ ; since γ0 is central, the image of γ0 is therefore determined by the image of γ′′η . Ergo

the top horizontal map is well-defined and a ring homomorphism. The lower horizontal map is a
well-defined isomorphism induced by the classical isomorphism between the Iwasawa algebra over
Zp and the ring of formal power series over Zp. Commutativity of the diagram follows directly
from the definition of the arrows within.

It remains to show that the top horizontal map is an isomorphism. It is clearly injective.
Due to Theorem 3.2.1, the crossed product algebra on the left is a left vector space over its

centre, of dimension s2χ. On the right hand side, the ring Quot(ODη
[[X; τ, τ − id]]) is a skew

field with centre Frac(OQp,χ
[[(1 +X)wχ/vχ − 1]]) (Corollary 3.3.8). Since the dimensions agree,

it follows that the top horizontal map must be an isomorphism.

Remark 3.3.12. This argument provides another proof of Corollary 3.3.8. Indeed, from Propo-
sition 3.3.5 we get an inequality for the dimensions, and injectivity of the map shows that this
must be an equality, and therefore the dimension of the skew field Quot(ODη [[X; τ, τ − id]]) over

the field Frac
(
OQp,χ [[(1 +X)wχ/vχ − 1]]

)
equals the square of its Schur index. ◦

We define Σχ to be the preimage of ODη [[X; τ, τ − id]] under the isomorphism in Theo-
rem 3.3.11. Its centre is

z(Σχ) ≃ z
(
ODη

[[X; τ, τ − id]]
)
= OQp,χ

[[(1 +X)wχ/vχ − 1]]

In Lemma 3.3.13 we will see that Σχ is a maximal order in Dχ.
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§3.3. Description of Dχ via skew power series

3.3.3 Further properties of the skew power series ring

We finish this section by a collection of results about the skew power series ring ODη [[X; τ, δ]].
As these only concern the skew power series ring, there is no need to assume Condition 2.4.1. If
one assumes Condition 2.4.1, then these results carry over to (appropriate subrings of) Dχ under
the isomorphism of Theorem 3.3.11.

Lemma 3.3.13. O is a maximal Oz(D)-order in D.

Proof. The statement follows from [Ven03, Corollary 2.10(iii)], which states that if R is a com-
plete local ring with maximal ideal m,A = R[[T ;σ, δ]] a ring of skew power series over R, grm R a
noetherian maximal order in Quot(grm R), and the reduction σ of σ to R/m is an automorphism,
then A is a noetherian maximal order in Quot(A).

We check that the conditions of this Corollary are satisfied. In Venjakob’s notation, R :=
ODη

, m := πDη
ODη

, A := O. The associated graded ring grπDηODη
ODη

is isomorphic to the

polynomial ring ODη [t] where ODη = ODη/πDηODη is the residue field; a priori, this should be

a residue skew field, but seeing that it is the same as Qp(η)(ωη) shows that it is actually a field.
Just as in the commutative case, the isomorphism is given by

grπDηODη
ODη

=

∞⊕
i=0

ODη
πiDη

/ODη
πi+1
Dη

∼−→ Qp(η)(ωη)[t][
πiDη

mod πi+1
Dη

]
7→ ti

The polynomial ring Qp(η)(ωη)[t] is noetherian, and a PID, hence a normal ring (see [Sta23,

Lemma 00GZ]), and thus a maximal order in its field of fractions Qp(η)(ωη)(t).
Moreover, ODη

is indeed complete in the πDη
ODη

-adic topology. Finally, the map τ is an

automorphism, and therefore so is its reduction to the residue field Qp(η)(ωη)[t]. Thus the cited
Corollary is indeed applicable.

Lemma 3.3.14. Let p ⊂ Oz(D) be a prime ideal of height 1. Then there is a unique maximal

Ôz(D),p-order in D̂p, where Ôz(D),p is the ring obtained by first localising Oz(D) at p and then

taking completion in the p-adic topology, and D̂p := Frac(Ôz(D),p)⊗z(D) D.

Proof. The localisation Oz(D),p of Oz(D) at p is a discrete valuation ring, see [Rei03, Theo-

rem 4.25(i)]. Therefore its completion Ôz(D),p is a complete Hausdorff discrete valuation ring.
Then the assertion is a special case of Theorem 0.6.1.

Remark 3.3.15. One can also give a direct proof using Weierstraß theory. Moreover, later in
Lemma 5.1.1 we will see that the field of fractions of Ôz(D),p is a 2-dimensional higher local
field. ◦

Proposition 3.3.16. O is the unique maximal Oz(D)-order in D.

Proof. Let ∆ be a maximalOz(D)-order inD. Then by Propositions 0.6.4 and 0.6.5, the completed

localisation ∆̂p = Ôz(D),p⊗Oz(D)
∆ is a maximal Ôz(D),p-order in D̂p for all height 1 prime ideals

p ⊂ Oz(D).
According to Lemma 3.3.13, O is a maximal Oz(D)-order in D. Lemma 3.3.14 shows that for

all height 1 prime ideals p ⊂ Oz(D),

∆̂p = Ôp

65

https://stacks.math.columbia.edu/tag/00GZ


Chapter 3. Description of the Wedderburn decomposition of Q(G)

where Ôp = Ôz(D),p ⊗Oz(D)
O is the completed localisation of O at p. We conclude that for all

height 1 prime ideals p ⊂ Oz(D),

∆p = D ∩ ∆̂p = D ∩ Ôp = Op

Consequently, we have the following chain of equalities:

∆ =
⋂
p

∆p =
⋂
p

Op = O

The first and the last equalities are due to [Rei03, Theorem 4.25(iv)] and the fact that ∆ and O
are reflexive by Proposition 0.6.4.

Lemma 3.3.17. Let E ⊆ Dη be a maximal subfield. Then Frac
(
OE [[(1 +X)wχ/vχ − 1]]

)
is a

maximal subfield of D. In particular, Frac
(
OQp(η)(ωη)[[(1 +X)wχ/vχ − 1]]

)
resp. its image are

maximal subfields.

Remark 3.3.18. For E = Qp(η)(ωη), this was already shown in the proof of Corollary 3.3.8. ◦

Proof of Lemma 3.3.17. The ring in question is clearly a subfield. Its dimension over the centre
is (E : Qp,χ) = (E : Qp(η))(Qp(η) : Qp,χ) = sη · wχ

vχ
= sχ. The assertion follows from [Rei03,

Corollary 28.10].

As an aside, we state a result regarding O resp. Σχ which shall not be used later. For this, we
need to recall some notions about noncommutative rings. For us, a UFD is a noetherian domain
A such that all height 1 primes p of A are principal, and the quotient ring A/p is a domain.
In the context of the following proof only, a PID will be understood to be a ring whose left and
right ideals are all principal. This is in line with the terminology of [Ven03]; this definition of a
PID is more relaxed than the one used in the rest of the thesis, e.g. in Theorem 0.8.3.

Lemma 3.3.19. O = ODη
[[X; τ, τ − id]] is a UFD.

Proof. The assertion follows directly from [Ven03, Corollary 7.4]. This states that if R is a local
PID with maximal ideal generated by π ∈ R such that R is complete with respect to the π-adic
topology, and if σ is an endomorphism of R such that its reduction to R/πR is an automorphism,
then R[[Y ;σ, δ]] is a UFD for all σ-derivations δ such that the multiplication law is well-defined.

Indeed, this result is applicable in our setting: the base ring ODη
is a local principal ideal

domain with πDη
generating the maximal ideal, with respect to which ODη

is complete; and τ
is an automorphism of ODη , thus it also induces an automorphism on ODη/πDηODη .
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Chapter 4

The equivariant p-adic Artin
conjecture

Firstly, we state equivariant versions of Greenberg’s p-adic Artin conjecture (Section 4.1), which
we will also refer to as an integrality conjecture. Then in Section 4.2, we exhibit some general
properties of integrality. Using the description of Dχ in Chapter 3, we will then study integrality
with respect to the maximal order Σχ: in Section 4.3 we prove a technical ‘dimension reduction’
result, which will then be used in Section 4.4 to establish integrality of ζTS (L

+
∞/K) for extensions

for which Condition 2.4.1 holds. Sections 4.5 and 4.6 are devoted to the study of special classes
of extensions.

4.1 Conjectures

In this section, we work in the setup of Section 1.2, except for Conjecture 4.1.6 and Lemma 4.1.7,
which refer to ζTS and thus require the more restrictive assumptions of Section 1.1.

As we recalled in Section 1.2, p-adic Artin L-functions attached to an arbitrary Qc
p-valued

Artin character were introduced by Greenberg in [Gre83]. In that paper, Greenberg proposed
the following p-adic version of the Artin conjecture for S = Sp, an integrality-type statement for
p-adic Artin L-functions:

Theorem 4.1.1 (p-adic Artin conjecture). For a character χ : G → Qc
p with open kernel,

Gχ,S(T ) ∈ Zp[[T ]]⊗Zp Qc
p

where Gχ,S ∈ Quot(OQp(χ)[[T ]]) is the object appearing in the numerator of the expression for
the p-adic Artin L-function in (1.2).

In [Gre83, Proposition 5], Greenberg showed that the appropriate characterwise main con-
jecture implies the p-adic Artin conjecture. Since the main conjecture is known due to the work
of Wiles, so is the p-adic Artin conjecture, see [Wil90, Theorems 1.1 and 1.2].

Greenberg also considered the following stronger version, and proved that it follows from
the main conjecture under the additional assumption of the vanishing of Iwasawa’s µ-invariant,
see [Gre83, p. 87]. The statement was proven unconditionally by Ritter and Weiss in [RW04,
Remark (G)].
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Chapter 4. The equivariant p-adic Artin conjecture

Theorem 4.1.2. For a character χ : G → Qc
p with open kernel,

Gχ,S(T ) ∈ OQp(χ)[[T ]]

In analogy with these conjectures, we posit the following equivariant version of the p-adic
Artin conjecture in the setup of Section 1.2.

Conjecture 4.1.3 (equivariant p-adic Artin conjecture). Let M be a Λ(Γ0)-order in Q(G) con-
taining Λ(G). Then the smoothed equivariant p-adic Artin L-function ΦTS is in the image of the
composite map

M ∩Q(G)× → K1(Q(G)) nr−→ z(Q(G))× (4.1)

where the first arrow is the natural map sending an invertible element to the class of the 1 × 1
matrix consisting of said element.

Remark 4.1.4. The smaller M is, the stronger the statement of Conjecture 4.1.3 becomes. In
particular, it is at its strongest resp. weakest when M is Λ(G) resp. a maximal order. ◦

Remark 4.1.5. Let M be a Λ(Γ0)-order in Q(G) containing Λ(G). Assuming Conjecture 4.1.3
for this M, we obtain that ΦTS ∈ z(M) because of Proposition 0.8.1. In the case when M is a
maximal order, this conclusion is made plausible by the following unconditional argument.

Assume that M is a maximal order. Let α ∈Mm(Λ(G)) be as in (1.10). On the one hand, since
Mm(Λ(G)) ⊆Mm(M), and the latter is a maximal Λ(G)-order inMm(Q(G)) by Proposition 0.6.2,
the reduced norm nr(α) is contained in M by Proposition 0.8.1. On the other hand, ∂([(α)]) =
[Y TS ], and so Corollary 1.4.8 is applicable: nr(α) · (ΦTS )−1 ∈ z(M)×. It follows that ΦTS ∈ M holds
unconditionally. ◦

We also formulate an integrality conjecture regarding the element ζTS , in the setup of Sec-
tion 1.1.

Conjecture 4.1.6. Assume Conjecture 1.4.4 without assuming uniqueness; let ζTS ∈ K1(Q(G))
such that nr ζTS = ΦTS and ∂(ζTS ) = −[Y TS ]. Let M be a Λ(Γ0)-order in Q(G) containing Λ(G).
Then ζTS is in the image of the natural map

M ∩Q(G)× → K1(Q(G))

Lemma 4.1.7. Assume Conjecture 1.4.4 including uniqueness of ζTS . Then Conjecture 4.1.3 is
equivalent to Conjecture 4.1.6 for the same order M.

Proof. Let ζTS be a preimage of ΦTS . If this is in the image of the natural map, then nr(ζTS ) = ΦTS
is in the image of the composite map (4.1), so Conjecture 4.1.6 implies Conjecture 4.1.3.

For the converse, let ζTS be the unique preimage of ΦTS under the reduced norm map, and let
x ∈ M ∩ Q(G)× be a preimage of ΦTS under the map (4.1). Then the class [(x)] ∈ K1(Q(G)) is
also a preimage of ΦTS under the reduced norm, therefore [(x)] = ζTS by uniqueness of ζTS .

Remark 4.1.8. One can also consider the weakening of the above conjectures without involving
an order M. That is, one may ask whether ΦTS comes from a 1 × 1 matrix over Q(G), or more
explicitly, whether it is in the image of the map

Q(G)× → K1(Q(G)) nr−→ z(Q(G))× (4.2)
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This is not known in general. However, it is true that ΦTS is in the image of (4.2) if and only if it
is in the image of nr : K1(Q(G)) → z(Q(G))×. Indeed, by (0.18) there is a commutative diagram

Q(G)×

K1(Q(G))

(Q(G)×)ab z(Q(G))×

nrQ(G)/z(Q(G))

det ∼ nr

nrQ(G)/z(Q(G))

The vertical arrow is an isomorphism by (0.17). Since the map Q(G)× ↠ (Q(G)×)ab is surjective,
so is the natural map Q(G)× → K1(Q(G)) by commutativity of the left triangle. The claimed
equivalence follows. In particular, ΦTS is in the image of (4.2) if Conjecture 1.4.4 holds. ◦

4.2 Generalities

We note some generalities on the behaviour of Conjecture 4.1.3. Using the same methods as in the
proof of Lemma 4.1.7, these can be reformulated for ζTS under the assumption of Conjecture 1.4.4
(without uniqueness).

4.2.1 Expanding S and T

In this section, we describe how integrality behaves under adding more places to either S or T .
We will work with a fixed extension L+

∞/K, which we suppress from the notation for the sake of
brevity, and simply write ΦTS := ΦTS (L

+
∞/K).

Lemma 4.2.1. Let M ⊂ Q(G) be a Λ(Γ0)-order in Q(G) containing Λ(G). Let S and T satisfy
the hypotheses above, and let v∗ be a place of K not in S ∪ T . If ΦTS is in the image of the map

(4.1) then so is Φ
T∪{v∗}
S .

Proof. By Definition 1.2.7, the relationship between the two smoothed equivariant p-adic L-

functions is Φ
T∪{v∗}
S = ΦTS · nr

(
1− φw∗

∞

)
where w∗

∞ is the (previously) fixed place of L+
∞ above

v∗. The first term is in the image of the map by assumption, while the second one is the reduced
norm of the class of the map given by left multiplication by the element

(
1−φw∗

∞

)
∈ Λ(G). This

element is invertible in Q(G), and Λ(G) ⊆ M, hence the claim.

Lemma 4.2.2. Retain the assumptions of Lemma 4.2.1, and assume Conjecture 1.4.4 without
uniqueness. Then if ΦTS is in the image of the map (4.1) then so is ΦTS∪{v∗}.

Proof. Let L+
∞,S(p)

ab be the maximal S-ramified abelian p-extension of L+
∞ and analogously

L+
∞,S∪{v∗}(p)

ab the maximal S ∪ {v∗}-ramified abelian p-extension of L+
∞. Then

X+
S = Gal

(
L+
∞,S(p)

ab/L+
∞

)
X+
S∪{v∗} = Gal

(
L+
∞,S∪{v∗}(p)

ab/L+
∞

)
X+,v∗

S := Gal
(
L+
∞,S∪{v∗}(p)

ab/L+
∞,S(p)

ab
)
≃

{
0 if q∗ ̸≡ 1 (mod p)

indGGw∞
Zp(1) if q∗ ≡ 1 (mod p)
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Here q∗ denotes the residue field order of v∗. The last isomorphism is [RW02, (4.∗)]. Alternatively,
this isomorphism can also be deduced from the first exact sequence in [NSW20, Theorem 11.3.5]
and the snake lemma; the theorem is applicable because the weak Leopoldt conjecture is known
to be true for cyclotomic Zp-extensions, and the kernel in the theorem is what is needed for the
desired isomorphism due to the last part of the first remark on [NSW20, p. 648].

In the case q∗ ̸≡ 1 (mod p), we thus have X+
S = X+

S∪{v∗}, and so (1.8) shows that Y TS =

Y TS∪{v∗}. Using the localisation exact sequence (0.11) and Conjecture 1.4.4, we find that ζTS and

ζTS∪{v∗} differ by an element in K1(Λ(G)). As in (0.17), there is an isomorphism K1(Λ(G)) ≃
(Λ(G)×)ab given by the Dieudonné determinant. In particular, there is a representative for the
aforementioned element of K1(Λ(G)) in Λ(G)× and thus in M ∩Q(G)×.

It remains to treat the case q∗ ≡ 1 (mod p). Using (1.8), we find that the following holds in
the relative K0-group K0(Λ(G),Q(G)):

[Y TS∪{v∗}]− [Y TS ] =
[
indGGw∗

∞
Zp(1)

]
=
[
Λ(G) Λ(G)

]
−2 −1

1−φw∗
∞

= ∂
(
1− φw∗

∞

)
where the second step is (1.12) and the last one is (0.12). Therefore by the ‘moreover’ part of
Section 1.4, we deduce that ζTS and ζTS∪{v∗} differ by the product of an element in K1(Λ(G)) and
the class

[
1 − φw∗

∞

]
. The former can be dealt with as in the q∗ ̸≡ 1 (mod p) case. As for the

latter, we have seen in the proof of Lemma 4.2.1 that it is in the image of the natural map.
The proof is finished by taking reduced norms.

4.2.2 Functoriality: changing the top field

Consider the setup for changing the top field in Section 1.2.2. Recall that this means that L/L′/K
is a tower of fields such that L′/K satisfies the same conditions as L/K, so there is a natural
projection π : G ↠ G′ which induces Q(G) ↠ Q(G′) and K1(π) : K1(Q(G)) → K1(Q(G′)). Let
M be a Λ(Γ0)-order in Q(G) containing Λ(G), and let M′ := π(M). Then by surjectivity of
the natural maps, M′ is a Λ(Γ0)-order in Q(G′) containing Λ(G′). Write ΦTS := ΦTS (L

+
∞/K) and

Φ′T
S := ΦTS (L

′+
∞/K) for brevity.

Proposition 4.2.3. Assume Conjecture 1.4.4. If ΦTS is in the image of the composite map

M ∩Q(G)× → K1(Q(G)) nr−→ z(Q(G))×

then Φ′T
S is in the image of the composite map

M′ ∩Q(G′)× → K1(Q(G′))
nr−→ z(Q(G′))×

Proof. The maps in the statement fit into a commutative diagram:

M ∩Q(G)× K1(Q(G)) z(Q(G))×

M′ ∩Q(G′)× K1(Q(G′)) z(Q(G′))×

π K1(π)

nr

π

nr

By Lemma 1.2.9, we have π(ΦTS ) = Φ′T
S . Hence if ΦTS is the image of some x ∈ M∩Q(G)× under

the top row, then Φ′T
S is the image of π(x) under the bottom row.
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§4.3. Dimension reduction for integral matrices over skew power series rings

4.3 Dimension reduction for integral matrices over skew
power series rings

In this section, we study matrices over the skew field D = Quot(ODη [[X; τ, τ − id]]). The main
result is Proposition 4.3.1, which allows one to do dimension reduction: by this we mean that an
invertible matrix with entries in a maximal order can be replaced by a smaller matrix with the
same Dieudonné determinant. This is a generalisation of a result of Nichifor and Palvannan, see
[NP19, Proposition 2.13].

In that paper, the skew fields come from the Wedderburn decomposition of an Iwasawa
algebra over a direct product G = H × Γ, whereas we allow G to be a semidirect product.
The difference between these two setups is substantial. In the direct product case, one has
Λ(G) = Λ(Γ)[H], whence the Wedderburn components Dχ of Q(G) can be obtained from the
Wedderburn components Dη of Qp[H] by tensoring with Q(Γ). In this case, the skew field Dχ has
a maximal order isomorphic to the power series ring ODη

[[X]]. In the semidirect product case,
the description of the Wedderburn components becomes a more laborious endeavour: indeed, this
is the entire goal of our Chapters 2 and 3. Assuming the validity of Condition 2.4.1, Dχ admits a
maximal order isomorphic to the skew power series ring ODη

[[X; τ, τ − id]] (see Lemma 3.3.13).
The contents of this section, are purely about skew power series rings. We will use the results

of Sections 3.3.1 and 3.3.3; in particular, we do not assume Condition 2.4.1. The outline is the
same as in [NP19, §2.2].

Recall the following notation from Section 3.3:

O = ODη
[[X; τ, τ − id]]

D = Quot(O)

OE = OQp(η)(ωη)[[(1 +X)wχ/vχ − 1]]

E = FracOE

Recall that D is a skew field, see the proof of Corollary 3.3.8. Under the assumption of Condi-
tion 2.4.1, D is isomorphic to Dχ. According to Corollary 3.3.8, its centre is

z(D) = Frac(OQp,χ
[[(1 +X)wχ/vχ − 1]])

Finally, recall the notation

Oz(D) = OQp,χ [[(1 +X)wχ/vχ − 1]]

The field E is a maximal (self-centralising) subfield in D, see Lemma 3.3.17. Recall that O is a
maximal order, see Lemma 3.3.13.

Proposition 4.3.1. Let m ≥ 1, n ≥ 1, and

A ∈Mm (Mn (O)) ∩GLm (Mn (D))

Then there exists some C ∈ Mn (O) ∩ GLn (D) such that detA = detC where det is the
Dieudonné determinant.

Remark 4.3.2. An equivalent formulation of Proposition 4.3.1 would be to state it for n = 1
instead of for all n ≥ 1. In fact, the proof goes by showing it for n = 1, and then creating an
n× n matrix by taking this as the (1, 1)-entry, filling up the rest of the diagonal with ones, and
setting all off-diagonal entries to be zero. We stated the Proposition this way because this is the
form in which it will be needed in the proof of Theorem 4.4.1. ◦
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Chapter 4. The equivariant p-adic Artin conjecture

Proof. We begin with the following observation:

Claim 4.3.3. The reduced norm of A is integral:

nrMmn(D)/z(D)A ∈ Oz(D)

Proof. Actually, even more is true: the reduced characteristic polynomial of A has coefficients
in Oz(D). This follows directly by applying Proposition 0.8.1 with R := Oz(D), K = z(D),
A := Mmn(D), and ∆ := Mmn(O). These satisfy the conditions of Proposition 0.8.1: indeed,
Lemma 3.3.13 states that O is a maximal Oz(D)-order in D, and consequently Mmn(O) is a
maximal Oz(D)-order in Mmn(D) by Proposition 0.6.2.

Recall that we call a ring a PID if all left ideals and all right ideals are principal.

Claim 4.3.4. O
[
π−1
Dη

]
is a (noncommutative) PID.

Proof of Claim 4.3.4. We will show that all left ideals of O[π−1
Dη

] are principal; the right version
can be shown in the same way, as every statement we will use has a right counterpart. The proof
uses Weierstraß theory of skew power series rings, for which we refer back to Section 0.4.

Let I ⊆ O[π−1
Dη

] be a nontrivial left ideal. Then I ∩O ̸= (0): indeed, if 0 ̸= x ∈ I, then there
is an a ≫ 0 such that πaDη

x ∈ I ∩ O. Therefore not all reduced orders are ∞; let f ∈ I ∩ O
be an element of minimal reduced order. Choosing f so that it is in O is necessary in order to
be able to apply the Weierstraß preparation theorem (Theorem 0.4.2). This allows us to write f
uniquely as

f = εF

where ε ∈ O× is a unit and F ∈ O is a distinguished skew polynomial. It follows that F ∈ I,
and ordred(F ) = ordred(f). No such theorem is available in O[π−1

Dη
].

Clearly O[π−1
Dη

]F ⊆ I. We will show that the converse inclusion also holds, whence I is
the principal left ideal generated by F . For this, let g ∈ I be arbitrary. Weierstraß division
(Theorem 0.4.1) carries over from O to O[π−1

Dη
] as follows. The Weierstraß division theorem for

O states that there is a decomposition

O = OF ⊕
ordred(F )−1⊕

i=0

ODη
Xi

Inverting πDη , or in other words, tensoring with ODη [π
−1
Dη

] over ODη then yields

O
[
π−1
Dη

]
= O

[
π−1
Dη

]
F ⊕

ordred(F )−1⊕
i=0

ODη

[
π−1
Dη

]
Xi

With respect to this decomposition, g can be written as

g = hF + r

Since g and F are in I, we have r ∈ I, but a priori not necessarily in O.
We claim that there are no πDη

-factors in denominators of coefficients of r.

 

Suppose there
are: then, since there are only finitely many coefficients, there is a unique a ≥ 0 such that
πaDη

r ∈ ODη
[X] and πaDη

r /∈ πDη
ODη

[X], i.e. a is minimal such that πaDη
r has no πDη

-factors in
its denominators. Thus

ordred
(
πaDη

r
)
≤ deg

(
πaDη

r
)
= deg(r) < ordred(F )
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But since πDη
is a unit in O[π−1

Dη
], we have πaDη

r ∈ I, which contradicts the minimality condition
in our choice of f .  

Thus r ∈ O. Now r is a polynomial of degree at most ordred(F ) − 1, hence ordred(r) <
ordred(F ) or ordred(r) = ∞. The former is impossible by our choice of f . Thus ordred(r) = ∞,

that is, all coefficients must be non-units, so r ∈
⊕ordred(F )−1

i=0 πDη
ODη

Xi. We claim that r = 0.

 

If not, then we can do the same as in the previous step in reverse: there is a unique a ≥ 0 such
that

π−a
Dη
r ∈

ordred(F )−1⊕
i=0

ODη
Xi −

ordred(F )−1⊕
i=0

πDη
ODη

Xi,

and thus ordred(π−a
Dη
r) < ordred(F ), contradiction.  

Hence r = 0, so g = hF , that is, g ∈ O[π−1
Dη

]F as claimed.

Claim 4.3.4 allows us to utilise Theorem 0.8.3, which tells us that A admits a diagonal
reduction via elementary operations. That is, A = UBV where B ∈Mmn(O[π−1

Dη
]) is a diagonal

matrix, and U, V ∈ GLmn(O[π−1
Dη

]) are products of elementary, permutation, and scalar matrices.
We want to use Weierstraß preparation again: for this, we need to clear denominators. Let

b ∈ Z be the minimal integer such that πbDη
B ∈Mmn(O). Then

det(B) = det(π−b
Dη

· πbDη
B) =

(
π−b
Dη

)mn
det(πbDη

B) = π−bmn
Dη

βBJB

where βB ∈ O× is a unit and JB ∈ O is a monic polynomial. Similarly, let u, v ∈ Z be the
minimal integers such that πuDη

U, πvDη
V ∈ Mmn(O). Then there exist units βU , βV ∈ O× and

monic polynomials JU , JV ∈ O such that

det(U) = π−umn
Dη

βUJU , det(V ) = π−vmn
Dη

βV JV (4.3)

We claim that JU = JV = 1. For this, we go back to the fact that U and V are products of
elementary, permutation and scalar matrices. Elementary matrices have Dieudonné determinant
1 by definition. A permutation matrix M satisfies M2 = 1 and hence det(M)2 = 1; in particular,
det(M) is invertible in O[π−1

Dη
]. So the elementary and permutation factors only contribute β-

factors in (4.3). Moreover, since U and V are invertible over O[π−1
Dη

], their scalar matrix parts

may only contribute units in O[π−1
Dη

], which can be written as a power of πDη
times a unit in O:

that is, these are accounted for in the πDη
- and β-factors in (4.3). We conclude that JU = JV = 1,

as claimed.
Since the Dieudonné determinant factors through the abelian group K1(D), we have

det(A) = det(U) det(B) det(V ) = (βUβBβV ) · JB · π−(u+b+v)mn
Dη

= det(C) (4.4)

where C = diag((βUβBβV ) · JB · π−(u+b+v)mn
Dη

, 1, . . . , 1) is an n × n matrix. In order to prove

C ∈Mn(O) ∩GLn(D), it remains to show that u+ b+ v ≤ 0.
In z(D), we have the following equality:

nrMmn(D)/z(D)(A)︸ ︷︷ ︸
∈Oz(D)

= nrD/z(D)(det(A)) (4.5)

= nrD/z(D)(βUβBβV )︸ ︷︷ ︸
∈O×

z(D)

·nrD/z(D)(JB)︸ ︷︷ ︸
monic

·nrD/z(D)

(
π
−(u+b+v)mn
Dη

)
(4.6)
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Chapter 4. The equivariant p-adic Artin conjecture

The first equality comes from the relationship between reduced norms and the Dieudonné de-
terminant: for invertible matrices, nrMmn(D)/z(D) = nrD/z(D) ◦ det, see (0.18). Here we use the
assumption that A is invertible. The second equality is (4.4).

On the left hand side of (4.5), nrMmn(D)/z(D)(A) is integral, i.e. contained in Oz(D) by
Claim 4.3.3. On the right hand side of (4.6), the first term is a unit because βUβBβV ∈ O×. The
second term is a monic polynomial by the upcoming Lemma 4.3.5 because JB is monic.

Thus neither the first nor the second term is divisible by πDη
, so in order for the right hand

side to be integral, the third term must also be integral. The valuation of nrD/z(D)(π
−(u+b+v)mn
Dη

)

is a multiple of −(u+ b+ v)mn. We conclude that u+ b+ v ≤ 0. This completes the proof.

Lemma 4.3.5. Let G(X) ∈ D = Quot(ODη
[[X; τ, τ − id]]) be an element which is a monic

polynomial in X. Then its reduced norm nrD/z(D)(G) in z(D) = Frac(OQp,χ [[(1 +X)wχ/vχ − 1]])

is also a monic polynomial in (1 +X)wχ/vχ . In particular, it is also a monic polynomial in X.

Proof. Once again we use the embedding Φ from (3.15). By definition of the reduced norm, we
have

nrD/z(D)(G) = det(Φ(G))

We compute the leading term of this determinant. For this, write G =
∑degG
i=0 αi · (1+X)i where

αi ∈ Dη, degG is the degree of G, and αdegG = 1 as G was assumed to be monic.

Φ(G) = Φ

(
degG∑
i=0

αi(1 +X)i

)

=

degG∑
i=0

Φ
(
αi(1 +X)i

)
=

degG∑
i=0

Φ (αi) · Φ
(
(1 +X)i

)

=

degG∑
i=0


φ(αi)

τ(φ(αi))

. . .

τ

wχ
vχ

−1
(φ(αi))




1sη

. . .
1sη

(1+X)

wχ
vχ 1sη


i

=

degG∑
i=0


φ(αi)

τ(φ(αi))

. . .

τ

wχ
vχ

−1
(φ(αi))




1sη

. . .
1sη

(1+X)

wχ
vχ 1sη

. . .

(1+X)

wχ
vχ 1sη


(1 +X)

wχ
vχ
j
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Here i =
wχ

vχ
j + k and 0 ≤ k <

wχ

vχ
. In the second block matrix inside the summation, the first

wχ

vχ
− k rows have entries 0sη and 1sη , and the last k rows have entries 0sη and (1 +X)

wχ
vχ 1sη

=

degG∑
i=0



φ(αi)

. . .
τ i−1(φ(αi))

τ i(φ(αi))·(1+X)

wχ
vχ

. . .

τ

wχ
vχ

−1
(φ(αi))·(1+X)

wχ
vχ


(1 +X)

wχ
vχ
j

The determinant of Φ(G) may be computed using Laplace expansion: we find that it is a poly-
nomial in (1 +X)wχ/vχ . Since αdegG = 1, we have φ(αdegG) = 1sη . Therefore there is a unique

highest degree term with respect to the variable (1 + X)wχ/vχ in the expansion of det(Φ(G)),
namely (

(1 +X)wχ/vχ
)sη·wχ

vχ
j

·
(
(1 +X)wχ/vχ

)sη·k
=
(
(1 +X)wχ/vχ

)sη·degG
where degG =

wχ

vχ
j + k and 0 ≤ k <

wχ

vχ
. Hence the determinant is monic with respect to

(1 +X)wχ/vχ . Since (1 +X)wχ/vχ is a monic polynomial in X, the determinant is also a monic
polynomial in X.

4.4 Integrality of smoothed equivariant p-adic Artin L-
functions

We arrive at our main result concerning integrality of smoothed equivariant p-adic Artin L-
functions. Recall that Q(G) has Wedderburn decomposition

Q(G) ≃
∏

χ∈Irr(G)/∼Qp

Mnχ(Dχ) (4.7)

and that Σχ is the preimage of ODη [[X; τ, τ − id]] under the isomorphism in Theorem 3.3.11.

Theorem 4.4.1. Assume that Condition 2.4.1 holds for all irreducible characters χ of G with
open kernel and every irreducible constituent η | resGH χ.

(i) Let M(G) be the preimage of ∏
χ∈Irr(G)/∼Qp

Mnχ
(Σχ)

under the Wedderburn isomorphism (4.7). This is a maximal Λ(Γ0)-order in Q(G).

(ii) Assume Conjecture 1.4.4. Then ζTS is in the image of the natural map M(G) ∩ Q(G)× →
K1(Q(G)). In particular, Conjecture 4.1.6 holds with M = M(G).

Remark 4.4.2. This can be seen as (a special case of) an equivariant version of Greenberg’s result
that the main conjecture implies the p-adic Artin conjecture (Theorem 4.1.1). ◦

Proof. Nichifor and Palvannan’s proof in the direct product case, see [NP19, Theorem 1], can
be modified to work in our setup, with their Proposition 2.13 replaced by our Proposition 4.3.1.
We now explain this in more detail.
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First we prove (i). According to Lemma 3.3.13, for each χ we have that ODη
[[X; τ, τ − id]]

is a maximal OQp,χ
[[(1 +X)wχ/vχ − 1]]-order in the skew field Quot(ODη

[[X; τ, τ − id]]). Using
the assumed validity of Condition 2.4.1, the identification in Theorem 3.3.11 then shows that Σχ
is a maximal ΛOQp,χ ((Γ′′

η)
wχ/vχ)-order in Dχ. Therefore for all χ, the matrix ring Mnχ(Σχ) is

a maximal ΛOQp,χ ((Γ′′
η)
wχ/vχ)-order in Mnχ(Dχ) by Proposition 0.6.2. Since ΛOQp,χ ((Γ′′

η)
wχ/vχ)

is a finitely generated Λ(Γ0)-module, it follows that Mnχ(Σχ) is also a maximal Λ(Γ0)-order in
Mnχ

(Dχ). Finally, M(G) is a maximal order in Q(G) by Proposition 0.6.3, which establishes (i).

For the proof of (ii), recall from (1.10) that there is a free resolution Λ(G)m α
↪−→ Λ(G)m ↠ Y TS

where
α ∈Mm(Λ(G)) ∩GLm(Q(G))

In particular, α defines a class [α] ∈ K1(Q(G)). Conjecture 1.4.4, the validity of which has been
assumed, provides the following equality in K1(Q(G)):

∂
(
ζTS
)
= ∂([α])

Recall the localisation exact sequence of K-theory from (0.13):

K1(Λ(G)) → K1(Q(G)) ∂−→ K0(Λ(G),Q(G))

Using this exact sequence, there exist some n ≥ 1 and β ∈ GLn(Λ(G)) such that the class
[β] ∈ K1(Λ(G)) satisfies

ζTS = [α] · [β]
Recall from Section 0.8 that the Dieudonné determinant is defined on the K1-groups of Λ(G)

and Q(G). According to a result of Vaserstein, see (0.17), it is actually an isomorphism onto the
abelianisation of the units of Λ(G) resp. Q(G):

det : K1(Λ(G))
∼−→
(
Λ(G)×

)ab
det : K1(Q(G)) ∼−→

(
Q(G)×

)ab
Since [β] ∈ K1(Λ(G)), it follows that detβ has a representative in Λ(G). This, together with the
two isomorphisms, reduces showing integrality of ζTS to showing integrality of detα. That is, it
remains to show that det(α) is in the image of the map

M(G) ∩Q(G)× →
(
Q(G)×

)ab
This can be done Wedderburn component-wise: that is, we need to show that for everymnχ×mnχ
matrix

αχ ∈Mm(Mnχ
(Σχ)) ∩GLm(Mnχ

(Dχ))

there exists an nχ × nχ matrix

Aχ ∈Mnχ
(Σχ) ∩GLnχ

(Dχ)

such that their Dieudonné determinants agree:

detαχ = detAχ

This is the statement of Proposition 4.3.1. The proof is complete.

Remark 4.4.3. Recall from Proposition 3.3.16 that Σχ is the unique maximal ΛOQp,χ ((Γ′′
η)
wχ/vχ)-

order in Dχ. However, the maximal order Mnχ
(Σχ) in Mnχ

(Dχ) need not be unique. Indeed,
as in the proof of Proposition 3.3.16, we may localise and complete at height 1 prime ideals of
ΛOQp,χ ((Γ′′

η)
wχ/vχ), thus reducing the question to studying maximal orders over complete DVRs.

In the resulting matrix rings, maximal orders are only unique up to conjugation by units, see
[Rei03, Theorem 17.3(ii)]. ◦
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4.5 Direct products of pro-p and finite abelian groups

Let P be a pro-p group and A a finite abelian group of order coprime to p, and suppose that
G ≃ A× P. In the context of the splitting G ≃ H ⋊ Γ, this means that there is a finite p-group
H ′ such that P ≃ H ′ ⋊ Γ and H = A×H ′.

Remark 4.5.1. In our notation, we shall use the prime symbol to refer to objects associated
with P, and reserve the non-primed versions for variants associated with G. In particular, χ will
denote a character of G, whereas χ′ will be a character of P. The double primes in Γ′′

η resp. Γ′′
η′

and γ′′η resp. γ′′η′ are unfortunate, but should not cause confusion. ◦

Remark 4.5.2. Note that this setup does not fall under that of Lemma 2.4.10. Indeed, since A
may have arbitrary prime-to-p degree, the extension Qp(ζ#H)/Qp may have a subquotient that
is unramified of degree divisible by p. ◦

Proposition 4.5.3. Let G ≃ A × P be as above. Then the skew fields in the Wedderburn
decomposition of Q(G) are Brauer equivalent to cyclic algebras(

QQp(η
′)(ωη′ )(λ)

(
(Γ′′
η′)

wχ′/vχ′
)/

QQp,χ′ (λ)
(
(Γ′′
η′)

wχ′/vχ′
)
, (σ′τ ′)k,

(
γ′′η′
)wχ′/vχ′

)
(4.8)

where λ is an irreducible (hence linear) character of A, χ′ is an irreducible character of P with
open kernel, η′ is an irreducible constituent of resPH′ χ′, and k is the least positive integer such
that (σ′τ ′)k fixes the field Qp,χ′(λ) ∩ Qp(η′)(ωη′). If k = 1, then we have equality (and not just
Brauer equivalence).

For the proof, we recall the following two general statements concerning cyclic algebras.

Lemma 4.5.4 ([Rei03, Theorem 30.8]). Let L/K be a finite cyclic extension of fields, and let
ς be a generator of Gal(L/K). Let a ∈ K×. Fix an algebraic closure of K, let E be a finite field
extension of K, and let EL denote the compositum of L and E. Let k be the least positive integer
such that ςk fixes the field L ∩ E. Then the following Brauer classes agree:

[E ⊗K (L/K, ς, a)] =
[(
EL/E, ςk, a

)]
∈ Br (EL/E)

where we identify the Galois groups Gal(L/L ∩ E) ≃ Gal(EL/E) with each other.

The proof of Lemma 4.5.4 goes by identifying the cyclic algebras in question with crossed
product algebras, and thus reducing the assertion to the corresponding statement for crossed
product algebras, see [Rei03, Theorem 29.13]. In the proof of this Theorem, one can find the
following special case:

Lemma 4.5.5 ([Rei03, (29.15)]). If k = 1 in the setup of Lemma 4.5.4, then the cyclic algebras
are isomorphic:

E ⊗K (L/K, ς, a) ≃
(
EL/E, ςk, a

)
Proof of Proposition 4.5.3. The direct product decomposition G ≃ A×P allows us to decompose
the Iwasawa algebra as follows:

Λ(G) =
⊕

λ∈Irr(A)

OQp(λ)JPK
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Chapter 4. The equivariant p-adic Artin conjecture

Let DP
χ′ denote the skew fields in the Wedderburn decomposition of Q(P), with χ′ ∈ Irr(P).

Then Q(G) can be decomposed as

Q(G) =
⊕

λ∈Irr(A)

Qp(λ)⊗Qp
Q(P)

=
⊕

λ∈Irr(A)

⊕
χ′∈Irr(P)/∼Qp

Qp(λ)⊗Qp
Mnχ′

(
DP
χ′

)
=

⊕
λ∈Irr(A)

⊕
χ′∈Irr(P)/∼Qp

Mnχ′

(
Qp(λ)⊗Qp D

P
χ′

)
The skew fields DP

χ′ are determined by Corollary 3.2.2. Indeed, since P is a pro-p group, Qp(η′)
is contained in some cyclotomic extension Qp(ζpm) of Qp, which is totally ramified over Qp,
forcing the extension Qp(η′)/Qp,χ′ to also be totally ramified; therefore Theorem 2.4.9 makes
Corollary 3.2.2 apply in this case. Explicitly, we have an isomorphism

DP
χ′ ≃

(
QQp(η

′)(ωη′ )
(
(Γ′′
η′)

wχ′/vχ′
)/

QQp,χ′
(
(Γ′′
η′)

wχ′/vχ′
)
, σ′τ ′,

(
γ′′η′
)wχ′/vχ′

)
Then

Qp(λ)⊗Qp
DP
χ′ = Qp,χ′(λ)⊗Qp,χ′ D

P
χ′

because Qp(λ) and Qp,χ′ are disjoint over Qp. Indeed, Qp(λ) is contained in the unramified
extension Qp(ζ#A)/Qp while Qp,χ′/Qp is totally ramified, as explained above. The algebra
Qp,χ′(λ)⊗Qp,χ′ D

P
χ′ is Brauer equivalent to the algebra in (4.8) by Lemma 4.5.4.

We have k = 1 if and only if Qp(η′)(ωη′) and Qp,χ′(λ) are disjoint over Qp,χ′ : in this case,
Lemma 4.5.5 shows the claimed isomorphism.

Corollary 4.5.6. Suppose k = 1 for all χ′ and λ in Proposition 4.5.3. Then Theorem 4.4.1
holds for G under the assumption of the equivariant main conjecture (Conjecture 1.4.4).

Proof. Irreducible characters of G with open kernel are of the form χ = λ × χ′ by [Isa76, The-
orem 4.21] where λ and χ′ are as above. The irreducible constituents of the restriction resGH χ
are η = λ× η′. According to Schilling’s theorem, see [CR87, (74.15)], each Dη′ is a field, namely
Dη′ = Qp(η′). This together with the assumption k = 1 and the proof of Proposition 4.5.3 shows
that Dη = Qp(η) = Qp(η′, λ) and Qp,χ = Qp,χ′(λ). (Aside: while sη = sη′ = 1, the numbers qη
and ωη need not agree with their primed versions. Indeed, Qp(λ) is unramified over Qp, so the
residue field extension may be nontrivial.)

We conclude that the descriptions from Sections 3.2 and 3.3 as well as the results of Section 4.3
are still valid in this case, with the appropriate definition of Σχ. Therefore in this case, the proof
of Theorem 4.4.1 goes through under the assumption of the main conjecture.

4.6 p-abelian extensions

As we have seen in Lemma 2.4.10, Condition 2.4.1 is valid when G is pro-p, thus making Theo-
rem 4.4.1 hold in this case. In this section, we study another special case, which in some sense is
orthogonal to the pro-p one. In this section, G′ denotes the commutator subgroup of G.

Definition 4.6.1. G is called p-abelian if its commutator subgroup G′ has prime-to-p order. ◦

This makes sense: since G/H is abelian, the commutator subgroup is always contained in H,
hence it is finite. In particular, G is p-abelian whenever H has order coprime to p.
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§4.6. p-abelian extensions

Remark 4.6.2. In this setup, Condition 2.4.1 may fail. Indeed, we have seen that this happens
for Example 2.4.12, which falls under this setup: in that case, p = 3 and G ≃ C7⋊Z3, so H ≃ C7

has order coprime to p. ◦

Theorem 4.6.3 ([JN20, Theorem 11.1 and Corollary 12.17]). G is p-abelian if and only if
Λ(G) ≃

∏
jMnj

(Rj) where the Rj are complete commutative local rings. Moreover, if this is the
case, then Conjecture 1.4.2 holds.

Remark 4.6.4. In fact, [JN20, Corollary 12.17] states that the equivariant main conjecture with
uniqueness (Conjecture 1.4.2) holds whenever G has an abelian p-Sylow subgroup, which follows
from p ∤ #G′. Indeed, a p-Sylow subgroup of a profinite group is—by definition—a closed pro-p
subgroup whose index is coprime to p, and by Sylow’s theorem, these are all conjugate. If G is
p-abelian, then for every p-Sylow subgroup P ⊆ G we have G′ ∩ P = 1; since P ′ ≤ G′ ∩ P , this
means that P is abelian.

The converse does not hold. If some p-Sylow subgroup P ⊆ G is abelian, then all p-Sylow
subgroups are abelian, because they are conjugate to P by Sylow’s theorem. We still have P ′ ≤
G′ ∩ P , but this need not be an equality.

As an explicit counterexample, consider G ≃ Sp × Γ, where Sp is the symmetric group of
degree p. The symmetric group has order p!, hence all p-Sylows of Sp are of order p, so in
particular abelian. Every p-Sylow of G is a direct product of a p-Sylow of Sp with Γ, hence
abelian. Since p ̸= 2, the commutator subgroup is the alternating group G′ ≃ S′

p ≃ Ap (see
[Hup67, Kapitel II, Satz 5.1]), whose order p!/2 is divisible by p. ◦

In particular, Theorem 4.6.3 combined with Lemma 1.4.5 shows that Conjecture 1.4.4 holds
for p-abelian extensions.

Corollary 4.6.5. If G is p-abelian, then ΦTS ∈ z(Λ(G)). Moreover, Conjecture 4.1.3 holds with
M = Λ(G).

Remark 4.6.6. The result is unconditional: we assume neither Conjecture 1.4.4 nor Condi-
tion 2.4.1. ◦

Proof. As in the proof of Theorem 4.4.1, using Conjecture 1.4.4, we have

ζTS = [α] · [β] (4.9)

where α ∈ Mm(Λ(G)) ∩ GLm(Q(G)) and β ∈ GLn(Λ(G)). Replacing α by αβ, and potentially
enlarging m in case n > m, applying the reduced norm map on K1(Q(G)) to (4.9) yields

ΦTS = nr ζTS = nr[α] = nrMn(Q(G))/z(Q(G)) α (4.10)

where the first equality is again due to Conjecture 1.4.4.
Let us now study the reduced norm map on Mn(Λ(G)) in general. This is the restriction of

the reduced norm map Mn(Q(G)) → z(Q(G)). Recall that Q(G) is semisimple while Λ(G) is not,
therefore a priori, the reduced norm on Mn(Λ(G)) takes values in z(Q(G)). However, using the
description of Λ(G) from Theorem 4.6.3, we can see that in the p-abelian case, the reduced norm
actually maps to z(Λ(G)). Indeed, the following diagram commutes (without the dashed arrow),
and thus the left vertical arrow induces the dashed arrow.

Mm(Λ(G))
∏
jMmnj

(Rj)

z(Q(G)) z(Λ(G))
∏
j Rj

∼

nr
nr

∏
j det

∼
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Chapter 4. The equivariant p-adic Artin conjecture

We conclude that the reduced norm of α on the right hand side of (4.10) is in z(Λ(G)), and hence
the same is true for ΦTS . The first assertion is now proven.

Let z ∈ z(Λ(G)) be an arbitrary central element, and let m := 1 in the diagram above.
Let zj ∈ Rj be the image of z in Rj under the bottom horizontal map. Let Z̃ be the tuple in∏
jMnj (Rj) whose jth component is diag(zj , 1, . . . , 1). (Note that this element is not central

unless nj = 1 for all indices j.) Then the image of Z̃ under
∏
j det is (zj)j . Let z̃ ∈ Λ(G) be the

element corresponding to Z̃ under the top horizontal isomorphism. So in the diagram above, we
have

z̃ Z̃

z (zj)j

nr
∏

j det

In particular, we have nr(z̃) = z. Setting z := ΦTS , it follows that Φ
T
S is in the image of

Λ(G) ∩Q(G)× → K1(Q(G)) nr−→ z(Q(G))×

This finishes the proof.

Remark 4.6.7. The ‘if’ part of Theorem 4.6.3 shows that when G is not p-abelian, the reduced
norm won’t just be a product of determinants, and the argument above cannot be generalised. ◦
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Chapter 5

Study of Dχ via higher local fields

In this chapter, we study the skew field D using the theory of higher local fields, using results
from Section 3.3. This was carried out by Lau in [Lau12a, §3] and [Lau12b] for G pro-p, and
indeed the results in this chapter are mostly generalisations of her results. Assuming the validity
of Condition 2.4.1, the results on D carry over to Dχ under the isomorphism of Theorem 3.3.11.

In this chapter, overline always means reduction, e.g. taking residue (skew) fields.

5.1 Centre and maximal subfield

As in the proof of Corollary 3.3.8, we write T := (1+X)wχ/vχ−1, so that z(D) = Frac(OQp,χ [[T ]]).
This is not a higher local field, but as we will now show, it becomes one after localising and
then completing at any height 1 prime ideal p of OQp,χ

[[T ]], which is the standard method of
constructing higher local fields, as explained in Section 0.9. Height 1 primes in OQp,χ

[[T ]] are
described by Weierstraß theory: they are principal ideals, generated either by a distinguished
irreducible polynomial P (T ) ∈ OQp,χ [T ] or by a uniformiser πχ of OQp,χ .

Lemma 5.1.1. Completions of localisations of z(D) at height 1 primes admit the following
description as 2-dimensional higher local fields, distinguishing between equal and mixed charac-
teristic.

• Equal characteristic case. Let p = (P (T )) for a distinguished irreducible polynomial
P (T ) ∈ OQp,χ

[T ]. Then the completed localisation at p of z(D) resp. its residue field is the
following 2- resp. 1-dimensional local field:

z(D)
∧

p = Frac
(
OQp,χ

[[T ]]
∧

p

)
, z(D)
∧

p = Qp,χ[T ]/(P (T ))

If ξ is a root of P (T ) in some extension of Qp,χ, then these can be identified with the
standard fields

z(D)
∧

p ≃ Qp,χ(ξ)((y)), z(D)
∧

p ≃ Qp,χ(ξ)

• Mixed characteristic case. If p = (πχ) then

z(D)
∧

p = Frac
(
OQp,χ

[[T ]]
∧

p

)
≃ Qp,χ{{T}}, z(D)

∧

p = Qp,χ((T ))

where Qp,χ denotes the residue field of Qp,χ.
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Chapter 5. Study of Dχ via higher local fields

Lemma 5.1.1 generalises Lemma 2 and Corollary 2 of [Lau12a].

Proof. We begin with the equal characteristic case. The first equation is by definition. We now
justify the second one. A generic element of the localisation OQp,χ [[T ]]p is of the form

G1(T )

G2(T )
∈ OQp,χ [[T ]]p

where G1(T ), G2(T ) ∈ OQp,χ [[T ]] and P (T ) ∤ G2(T ). Since Weierstraß preparation works in
OQp,χ [[T ]] and we are in the equal characteristic case, we may assume that G2(T ) ∈ OQp,χ [T ] by
moving powers of the uniformiser as well as the unit part into the numerator and thus relaxing
the condition on G1 to G1(T ) ∈ Qp,χ⊗OQp,χ

OQp,χ
[[T ]]. This allows us to apply Euclidean division

to G2(T ) in the polynomial ring Qp,χ[T ]: we find a polynomial H(T ) ∈ Qp,χ[T ] such that

G2(T )H(T ) ≡ 1 (mod P (T ))

Then the following congruence holds in OQp,χ
[[T ]]p:

G1(T )

G2(T )
=
G1(T )H(T )

G2(T )H(T )
≡ G1(T )H(T ) (mod P (T ))

Let e ≥ 0 be the least non-negative integer such that G1(T )H(T )πeχ ∈ OQp,χ [[T ]], so that the
Weierstraß division theorem is applicable to G1(T )H(T )πeχ:

G1(T )H(T )πeχ = Q(T )P (T ) +R(T )

where Q(T ) ∈ OQp,χ
[[T ]], and R(T ) ∈ OQp,χ

[T ] with degree degR < degP . The uniformiser πχ
becomes a unit in the localisation OQp,χ

[[T ]]p, and we conclude every element of OQp,χ
[[T ]]p is

congruent modulo P (T ) to one of the form R(T ). The polynomials R(T ) run through the elements
of Qp,χ[T ] of degree lower than degP as G1(T )/G2(T ) runs through OQp,χ [[T ]]p. Quotienting
out by p = P (T ), we find that the residue field is as claimed.

If ξ is as in the statement, then the ringQp,χ[T ]/(P (T )) is isomorphic toQp,χ(ξ), justifying the
fourth equation. The third equation then comes from the classification theorem of 2-dimensional
higher local fields stated in Theorem 0.9.4. This isomorphism is the identity on Qp,χ, and sends

the uniformiser P (T ) to the uniformiser y. The element ξ is sent to an element x ∈ OQp,χ [[T ]]p
∧

such that P (x) = 0: this is shown in [Ser80, II§4, p. 34, Proposition 7], where x is constructed
using Hensel’s lemma. (Note: x is not unique, but it is uniquely determined by its image in the
residue field.)

In the mixed characteristic case, the first equality is by definition. Taking the quotient modulo
πχ, we obtain the second equality. The isomorphism comes from the classification theorem.

Let E ⊆ Dη be a maximal subfield with ring of integers OE . Then the field

E(E) := Frac (OE [[T ]])

is a maximal subfield of D by Lemma 3.3.17. We will write

OE(E) := OE [[T ]]

for its ring of integers. If E = Qp(η)(ωη), then we have E(Qp(η)(ωη)) = E in the notation of
Section 3.3. We give an interpretation of the field E(E) in the context of higher local fields. Let
P be a height 1 prime ideal of OE [[T ]].
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§5.1. Centre and maximal subfield

Lemma 5.1.2. We have the following description of completions of localisations of the maximal
subfield E(E) = Frac (OE [[T ]]) of D at height 1 primes as 2-dimensional higher local fields,
distinguishing between equal and mixed characteristic.

• Equal characteristic case. Let P = (P (T )) for a distinguished irreducible polynomial
P (T ) ∈ OE [T ]. Then the completed localisation at P of E(E) resp. its residue field is the
following 2- resp. 1-dimensional local field:

E(E)
∧

P = Frac
(
OE [[T ]]
∧

P

)
, E(E)
∧

P = E[T ]/(P (T ))

If ξ is a root of P (T ) in some extension of E, then these can be identified with the standard
fields

E(E)
∧

P ≃ E(ξ)((y)), E(E)
∧

P ≃ E(ξ)

• Mixed characteristic case. If P = (πχ), then

E(E)
∧

P = Frac
(
OE [[T ]]
∧

P

)
≃ E{{T}}, E(E)

∧

P = E((T ))

where E denotes the residue field of E.

Proof. The proof is completely analogous to that of Lemma 5.1.1.

Lemmata 5.1.1 and 5.1.2 are stated in terms of prime ideals p resp. P of the respective
ring. The connexion between these is made by the following isomorphism, see [Neu99, Proposi-
tion II.8.3]:

E(E)⊗z(D) z(D)
∧

p ≃
∏
P|p

E(E)
∧

P (5.1)

The statement and the proof in the reference are given without the hats, but also work for comple-
tions. The condition that E(E)/z(D) be separable is satisfied as these are fields of characteristic
zero.

We may also consider a special case of this. Let p be a prime ideal in Oz(D), and assume that
p is inert in E(E)/z(D). That is, there is a unique prime ideal P of OE(E) above p, and P is
unramified above p. More explicitly, this means that either one of the following holds.

• In equal characteristic: p = (P (T )) as above, such that P (T ) remains irreducible in OE [T ],
so that P = (P (T )) is a height 1 prime.

• In mixed characteristic: p = (πχ), and the extension E/Qp,χ is unramified, so that πχ is a
uniformiser in E.

Remark 5.1.3. If E = Qp(η)(ωη), then E/Qp(η) is unramified, and thus the condition in mixed
characteristic is equivalent to Qp(η)/Qp,χ being unramified. Note that this is orthogonal to
Condition 2.4.1. ◦

If p is inert in E(E)/z(D), then E(E)⊗z(D) z(D)
∧

p ≃ E(E)
∧

P: indeed, there is only one P above
p by assumption, and the claim follows from (5.1).
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5.2 Another way towards describing Dχ

In Proposition 3.2.4 we have seen that Dχ lives in the relative Brauer group

Br
(
QQp(η)(ωη)(Γ′

χ)
/
QQp,χ(Γ′

χ)
)

Fixing an isomorphism Λ(Γ′
χ) ≃ Zp[[T ]], the results of Section 5.1 carry over to these fields.

Recall the following elementary property of Brauer groups.

Lemma 5.2.1. Let L/F and E/F be field extensions. Then the tensor product L ⊗F E is
isomorphic to a product of fields

∏
i∈I Ei. If A is a central simple F-algebra split by L, that

is, if [A] ∈ Br(L/F), then for all indices i ∈ I, the F-algebra A ⊗F E is split by Ei, that is,
[A ⊗F E] ∈ Br(Ei/F).

Proof. Indeed, if A ⊗F L ≃Mn(L), then

(A ⊗F E)⊗E Ei ≃ A ⊗F Ei ≃ A ⊗F L ⊗L Ei ≃Mn(L)⊗L Ei ≃Mn(Ei)

Applying Lemma 5.2.1 to (5.1), we get classes[
Dχ ⊗QQp,χ (Γ′

χ)
QQp,χ(Γ′

χ)
∧

p

]
∈ Br

(
QQp(η)(ωη)(Γ′

χ)
∧

P

/
QQp,χ(Γ′

χ)
∧

p

)
for all P | p. The latter group has been studied by Kato among others, see [FK00, §5].

For a higher local field K, Kato defined certain cohomology groups Hq(K), which coin-
cide with usual Galois cohomology in characteristic zero, while in positive characteristic they
are defined via de Rham–Witt complexes. Kato described an inflation-like homomorphism i :
Hq(K)⊕Hq−1(K) → Hq(K); in equal characteristic, this is given by usual inflation and a cup
product, and is more involved in mixed characteristic, see [FK00, p. 55] and [Kat82, Theorem 3].
This homomorphism i is bijective away from p and injective on p-parts.

The case of interest to us is q = 2. The cohomology groupH2(K) agrees with the Brauer group
of K, and the above results make it possible to study completed localisations of Dχ by means of
the inflation map i. Its source is the direct sum of H2(K), the Brauer group of a 1-dimensional
local field, and H1(K), the group of characters; both of these groups are well understood. These
local pieces of data could then be placed together for all p using a local–global map studied by
Saito in [Sai86, Proposition 3.1]. There is, however, considerable difficulty in actually computing
i in explicit terms in the mixed characteristic case, which is why this approach of describing Dχ

was not pursued further.

5.3 Cohomological dimension

We have the following generalisation of Corollary 3 of [Lau12a].

Lemma 5.3.1. Let p resp. P be height 1 prime ideals of Oz(D) resp. OE(E). Then the 2-

dimensional higher local fields z(D)
∧

p and E(E)
∧

P have cohomological dimension 3.

Proof. Lau’s proof carries over without modification.
Indeed, let us first consider the equal characteristic case. Let ℓ be a rational prime. Then

the residue field is a 1-dimensional local field, and as such has ℓ-cohomological dimension 2, see

[NSW20, Theorem 7.1.8(i)]. Then since the 2-dimensional higher local fields z(D)
∧

p and E(E)
∧

P

have characteristic 0 ̸= ℓ, [NSW20, Theorem 6.5.15] shows that they both have ℓ-cohomological
dimension 2 + 1 = 3. Since this is true for all rational primes ℓ, the assertion follows.
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In the mixed characteristic case, the proof is due to Morita in [Mor08, §3], see the assertion
after the statement of Theorem 3.1. There it is shown that if K is a complete discretely valued
field of characteristic 0 with residue field k of characteristic p, and (k : kp) = pn < ∞, then
cdK = n+ 2. Let K be either of the fields in the statement: then the residue field k is the field
F((T )) of Laurent series over some finite field F of p-power order. We have F((T ))p = F((T p)), and
thus n = 1, hence Morita’s result is applicable, and the cohomological dimension is 1+2 = 3.

This leads to the following generalisation of [Lau12a, Theorem 2].

Proposition 5.3.2. cd (z(D)) = 3.

Proof. First we prove the inequality

cd (z(D)) ≥ 3 (5.2)

Recall from [NSW20, (3.3.5)] that if G is a profinite group and H a closed subgroup, then for
every rational prime ℓ, there is an inequality cdℓH ≤ cdℓG, and consequently cdH ≤ cdG. Set
G to be the absolute Galois group of z(D), let p be a height 1 prime ideal of Oz(D), and let H

be the absolute Galois group of z(D)
∧

p. Then H is indeed a closed subgroup of G: this can be
seen by viewing H as the decomposition group of some prime above p. Then (5.2) follows from
Lemma 5.3.1.

In light of (5.2), it remains to show that cd (z(D)) ≤ 3. Using a result of Saito from [Sai86,
Theorem 5.1], Lau proved

cdQQp,χ(Γwχ) ≤ 3

as part of the proof of [Lau12a, Theorem 2]. Fixing an isomorphism

ΛOQp,χ (Γwχ)
∼−→ OQp,χ

[[T ]] = Oz(D)

γwχ → 1 + T

yields an isomorphism of the respective fields of fractions:

QQp,χ(Γwχ) ≃ z(D)

Therefore cd z(D) ≤ 3, and the result follows.

Proposition 5.3.2 therefore places us in the setup of Suslin’s conjecture on the vanishing of
SK1 mentioned in Remark 0.8.2.

5.4 Completions

The completed localisations of the centre of D considered above give rise to completions of D
under the respective p-adic valuations:

D̂p := z(D)
∧

p ⊗z(D) D

We have already encountered this algebra in Lemma 3.3.14 and Proposition 3.3.16. It is a central
simple algebra over its centre

z
(
D̂p

)
= z

(
z(D)
∧

p ⊗z(D) D
)
= z(D)
∧

p ⊗z(D) z (D) = z(D)
∧

p
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Moreover, since for any field extensionL/K and a finite dimensionalK-vector space V , dimL(V⊗K

L) = dimK V , the dimension of D̂p over its centre is

dimz(D̂p) D̂p = dimz(D) D =

(
wχ
vχ

)2

s2η

Applying Lemma 5.2.1 to (5.1), we find that for each P | p as above, E(E)
∧

P splits D̂p. This

is a field extension of z(D)
∧

p of the following degree:

(
E(E)
∧

P : z(D)
∧

p

)
=

{
(E(Ξ)((y)) : Qp,χ(ξ)((y))) in equal characteristic

(E{{T}} : Qp,χ{{T}}) in mixed characteristic

=

{
(E : Qp,χ) degP1(T )

degP (T ) in equal characteristic

(E : Qp,χ) in mixed characteristic

where the first step is due to Lemmata 5.1.1 and 5.1.2. Here p = (P (T )), and P1(T ) is an
irreducible factor of it over E such that P = (P1(T )), and ξ resp. Ξ are roots of P (T ) resp.
P1(T ).

The embedding E(E) ↪→ D induces an embedding E(E)
∧

P ↪→ D̂p. This is because z(D)
∧

p is a
flat z(D)-module, which is due to the facts that localisation and completion are flat, see [Sta23,
Lemmata 00HT(1) & 06LE].

Since D̂p is a central simple z(D̂p)-algebra, there is an isomorphism

D̂p ≃Mn

(
D̂◦

p

)
where D̂◦

p is a skew field with centre z(D̂p) and Schur index dividing
wχ

vχ
sη. The valuation of

z(D̂p) admits a unique extension w to D̂◦
p by [Rei03, Theorem 12.10]. The valuation ring {x ∈

D̂◦
p : w(x) ≥ 0} has a unique maximal two-sided ideal {x ∈ D̂◦

p : w(x) > 0}. The quotient ring is

a skew field, which we will call the residue skew field of D̂◦
p and denote by D̂◦

p.
We have the following generalisation of [Lau12a, Proposition 2].

Lemma 5.4.1. In the equal characteristic case,

SK1

(
D̂p

)
= 1

Proof. Due to Morita equivalence, the K1-groups of D̂p ≃Mn(D̂
◦
p) and D̂◦

p are equal, wherefore

the same holds for their SK1-groups: in particular, it suffices to prove SK1(D̂
◦
p) = 1. We follow

the strategy of Lau’s proof. Consider the field extension

z
(
D̂◦

p

)/
z
(
D̂◦

p

)
The base field here has characteristic zero: indeed, z(D̂◦

p) = z(D̂p) = z(D)
∧

p is, by Lemma 5.1.1,
a 2-dimensional higher local field with characteristic zero residue field. In particular, the field
extension is separable.

Recall the following result of Draxl from [Dra77, Korollar 7]. Let k be a complete discretely
valued field with residue field k, and let D be a skew field which is finite dimensional over
z(D) = k. Let D denote the residue skew field of D. Suppose that the field extension z(D)/k is
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separable and that k is ‘reasonable’ in the sense of [Dra77]. Then Draxl showed that SK1(D) = 1.

This result is applicable in our case, with k := z(D̂◦
p) and D := D̂◦

p. Indeed, separablility follows

from the characteristic being 0, and as we have seen above, the residue field k = z(D̂◦
p) is a

1-dimensional local field, which are always reasonable by [Dra77, (13)].

Corollary 4 of [Lau12a] generalises as follows. Let p0 ⊂ Λ(Γ0) be a height 1 prime ideal such

that p0 ̸= (p). Let Λ̂(Γ0)p0
denote the completed localisation of Λ(Γ0) at p0. We define the

localised completion of Λ(G) resp. Q(G) as follows:

Q̂(Γ0)p0
:= Frac

(
Λ̂(Γ0)p0

)
Λ̂(G)p0

:= Λ̂(Γ0)p0
⊗Λ(Γ0) Λ(G)

Q̂(G)p0
:= Quot

(
Λ̂(G)p0

)
= Q̂(Γ0)p0

⊗Q(Γ0) Q(G)

Corollary 5.4.2. Assume that Condition 2.4.1 holds, and let p0 ⊂ Λ(Γ0) be a height 1 prime
ideal such that p0 ̸= (p). Then

SK1

(
Q̂(G)p0

)
= 1

Proof. The reduced norm map is defined Wedderburn componentwise, so it is sufficient to show

vanishing of SK1 for each of the Wedderburn components of Q̂(G)p0
. The Wedderburn decom-

position is as follows:

Q̂(G)p0
= Q̂(Γ0)p0

⊗Q(Γ0) Q(G)

≃ Q̂(Γ0)p0
⊗Q(Γ0)

∏
χ∈Irr(G)/∼Qp

Mnχ(Dχ)

≃
∏

χ∈Irr(G)/∼Qp

Mnχ

(
Q̂(Γ0)p0

⊗Q(Γ0) Dχ

)
Using Morita equivalence, it is therefore sufficient to show vanishing of SK1 for each

Q̂(Γ0)p0
⊗Q(Γ0) Dχ (5.3)

where χ runs through the set of irreducible characters of G with open kernel.
Theorem 3.3.11 identifies Dχ with the D studied above (here we use Condition 2.4.1). Since

Q(Γ0) is central in Q(G), its image in D is also central. We identify Λ(Γ0) and Q(Γ0) with
their respective images in D. The ring Λ(Γ0) is normal, and the ring extension Λ(Γ0) ⊆ Oz(D)

is integral, hence the going down theorem applies, see [Sta23, Proposition 00H8]. Consequently,
every prime ideal P0 of Oz(D) above p0 is of height 1. We apply [Neu99, Proposition II.8.3] once
again:

Q̂(Γ0)p0
⊗Q(Γ0) z(D) ≃

∏
P0|p0

z(D)
∧

P0

Returning to (5.3), we have

Q̂(Γ0)p0
⊗Q(Γ0) Dχ ≃ Q̂(Γ0)p0

⊗Q(Γ0) D

≃ Q̂(Γ0)p0
⊗Q(Γ0) z(D)⊗z(D) D
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≃
∏

P0|p0

z(D)
∧

P0
⊗z(D) D

≃
∏

P0|p0

D̂P0

Each of these D̂P0
have trivial SK1-group by Lemma 5.4.1, and the assertion follows.

88



Bibliography

[Bre68] J.L. Brenner. “Applications of the Dieudonné determinant”. In: Linear Algebra and its
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Galoiskohomologie abelscher Körpererweiterungen.” In: 1977.293-294 (1977), pp. 116–
142. doi: doi:10.1515/crll.1977.293-294.116.

[EN16] Nils Ellerbrock and Andreas Nickel. On formal groups and Tate cohomology in local
fields. 2016. arXiv: 1612.04549 [math.NT].

[EN22] Nils Ellerbrock and Andreas Nickel. Integrality of Stickelberger elements and annihi-
lation of natural Galois modules. 2022. arXiv: 2203.12945 [math.NT].

[FK00] I. Fesenko and M. Kurihara. Invitation to higher local fields. Geometry and topology
monographs. Warwick: Geometry & Topology Publications, Dec. 10, 2000. 304 pp.
url: https://msp.org/gtm/2000/03/gtm-2000-03p.pdf.

[Gn] Tim Dokchitser et al. GroupNames.org Database. 2023. url: https : / / people .

maths.bris.ac.uk/~matyd/GroupNames.

[Gre83] Ralph Greenberg. “On p-adic Artin L-functions”. In: Nagoya Mathematical Journal
89.none (1983), pp. 77–87.
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