Structure, Dynamics, and Reactivity of
Co304 Spinel Interacting with 2-Propanol
and Water: Insights from Ab Initio Molecular
Dynamics Simulations

Der Fakultéat fiir Chemie der Universitat Duisburg-Essen
vorgelegte
Dissertation
zur Erlangung des akademischen Grades eines Doktors der
Naturwissenschaft (Dr. rer. nat.)

von
Amir Hossein Omranpoor
aus Juybar, Iran

June 2023



Erstgutachter: Prof. Dr. Eckhard Spohr

Zweitgutachterin: Prof. Dr. Marialore Sulpizi
Vorsitzender: Prof. Dr. Michael Giese
Datum der miindlichen Priifung: 18. August 2023

[ ) UNIVERSITAT
DEUS ISSEBNU RG
DuEPublico

universitats
Ub | bibliothek

Duisburg-Essen Publications online

Diese Dissertation wird via DUEPublico, dem Dokumenten- und Publikationsserver der
Universitét Duisburg-Essen, zur Verfiigung gestellt und liegt auch as Print-Version vor.

DOlI: 10.17185/duepublico/ 78959
URN: urn:nbn:de:hbz:465-20230905-104234-8

Alle Rechte vorbehalten.



https://duepublico2.uni-due.de/
https://duepublico2.uni-due.de/
https://doi.org/10.17185/duepublico/78959
https://nbn-resolving.org/urn:nbn:de:hbz:465-20230905-104234-8

Hiermit versichere ich, die vorliegende Dissertation selbststéindig, ohne fremde Hilfe
und ohne Benutzung anderer als den angegebenen Quellen angefertigt zu haben. Alle aus
fremden Werken direkt oder indirekt iibernommenen Stellen sind als solche gekennzeich-
net. Die vorliegende Dissertation wurde in keinem anderen Promotionsverfahren eingere-
icht. Mit dieser Arbeit strebe ich die Erlangung des akademischen Grades Doktor der

Naturwissenschaften (Dr. rer. nat.) an.

26 June 2023



Publications

1. A. H. Omranpoor, A. Bera, D. Bullert, M. Linke, S. Salamon, S. Webers, H. Wende,
E. Hasselbrink, E. Spohr, and S. Kenmoe. “2-Propanol interacting with Co304
(001): A combined vSFS and AIMD study”. The Journal of Chemical Physics,
2023 (doi:10.1063/5.0142707).

2. A. H. Omranpoor, T. Kox, E. Spohr, and S. Kenmoe. “Influence of temperature,

surface composition and electrochemical environment on 2-propanol decomposi-
tion at the Coz0,4 (001)/H2O interface”. Applied Surface Science Advances, 2022
(doi:10.1016/j.apsadv.2022.100319).

3. D. H. Douma, K. Nchimi Nono, A. H. Omranpoor, A. Lamperti, A. Debernardi,

and S. Kenmoe. “Probing the local environment of active sites during 2-propanol

oxidation to acetone on the CozO, (001) surface: insights from first principles
O K-edge XANES spectroscopy”. The Journal of Physical Chemistry C, 2023
(doi:10.1021/acs.jpcc.2¢08959).

4. T. Kox, A. H. Omranpoor, and S. Kenmoe. “Structure and Reactivity of CoFeyO4
(001) Surfaces in Contact with a Thin Water Film”. Physchem, 2022.
(doi:10.3390 /physchem2040023).



https://doi.org/10.1063/5.0142707
https://doi.org/10.1016/j.apsadv.2022.100319
https://doi.org/10.1021/acs.jpcc.2c08959
https://doi.org/10.3390/physchem2040023

Abstract

Heterogeneous catalysis plays a crucial role in the chemical industry, accounting for ap-
proximately 25% of industrial chemical production. Transition metal oxides (TMOs) have
gained increasing attention as heterogeneous catalysts due to their abundance and lower
cost compared to noble metal catalysts. Moreover, conducting oxidation reactions in the
liquid phase instead of the gas phase offers several advantages, including milder reaction
conditions and catalyst reusability. However, the transition from the metal/gas inter-
face to the TMO/liquid interface introduces a new level of complexity that is challenging
to investigate in detail using conventional experimental techniques. Ab initio Molecu-
lar Dynamics (AIMD) simulations have emerged as a powerful tool for studying these
complex interfaces and capturing their dynamics at the atomistic level. Therefore, this
study utilizes AIMD simulations to investigate the oxidation of 2-propanol at the Co304
(001)/H50 interface. The choice of 2-propanol as a model reaction allows for the detailed
study of a reaction that is complex enough to yield various products but simple enough
to be thoroughly examined.

Quantum-mechanical Density Functional Theory with a Hubbard U value (DFT+U)
is employed to describe the electronic structure of the Co3O4 spinel. The interaction
between Coz0, (001) and 2-propanol is thoroughly investigated, considering the influence
of different parameters such as temperature, hydroxylation, and surface termination on
the structure and activity of the interface. The activity of the CozO4 (001) surface is then
compared with that of the Co3O4 (111) and Coz0,4 (110) surfaces. The partial oxidation
of 2-propanol is explored in both the liquid and gas phases. In the liquid phase, the
impact of temperature, electrochemical conditions, and surface structure is taken into
account. Various stages of 2-propanol oxidation are examined through charge analysis.
The favorability of the B-terminated Co3O4 (001) surface for 2-propanol oxidation is
discussed. Additionally, the oxidation process in the gas phase is studied by incorporating
a true oxidizing agent, such as oxygen species. Furthermore, the fundamental differences

between the partial oxidation of 2-propanol in the liquid and gas phases are elucidated.



Zusammenfassung

Die heterogene Katalyse spielt eine entscheidende Rolle in der chemischen Industrie und
macht etwa 25% der industriellen chemischen Produktion aus. Ubergangsmetall-Oxide
(TMOs) haben aufgrund ihrer Hiufigkeit und geringeren Kosten im Vergleich zu Edelmetall-
Katalysatoren zunehmend an Bedeutung gewonnen. Die Durchfiihrung von Oxidation-
sreaktionen in der Fliissigphase bietet dabei Vorteile wie mildere Reaktionsbedingungen
und die Wieder-verwendbarkeit des Katalysators. Allerdings fithrt der Ubergang von
der Metall /Gas-Grenzfliche zur TMO /Flissig-Grenzfliche zu einer neuen Komplexitét,
die mit herkbmmlichen experimentellen Techniken nur schwer detailliert untersucht wer-
den kann. Ab initio-Molekulardynamik (AIMD)-Simulationen sind ein leistungsstarkes
Werkzeug zur Untersuchung dieser komplexen Grenzflichen auf atomarer Ebene. Daher
werden in dieser Studie AIMD Simulationen eingesetzt, um die Oxidation von 2-Propanol
an der Coz0Oy4 (001)/HyO— Grenzfldche zu untersuchen. Die Wahl von 2-Propanol als Mod-
ellreaktion ermdglicht eine detaillierte Untersuchung einer Reaktion, die sowohl vielfaltige
Produkte erzeugt als auch griindlich untersucht werden kann und hinreichend einfach fiir
eine theoretische untersuchung auf hohem Niveau ist.

Quantenmechanische Dichtefunktionaltheorie mit einem Hubbard U-Wert (DFT+U)
wird verwendet, um die elektronische Struktur des Co3z0O4-Spinells zu beschreiben. Die
Wechselwirkung zwischen Co3Oy4 (001) und 2-Propanol wird dabei griindlich untersucht,
wobei Einflussfaktoren wie Temperatur, Hydroxylierung und Oberflaichenabschluss auf
die Struktur und Aktivitdt der Grenzfliche beriicksichtigt werden. Die Aktivitat der
Co304 (001)-Oberflache wird mit der von Coz04 (111)- und Co3z04 (110)-Oberflichen
verglichen. Die teilweise Oxidation von 2-Propanol wird sowohl in der Fliissig- als auch in
der Gasphase untersucht, wobei Temperatur, elektrochemische Bedingungen und Ober-
flachenstruktur in der Fliissigphase beriicksichtigt werden. Unterschiedliche Stadien der
2-Propanol-Oxidation werden durch Ladungsanalyse untersucht. Die Vorziige der B-
terminierten CozOy4 (001)-Oberfldche fiir die 2-Propanol-Oxidation wird diskutiert. Zu-
dem wird der Oxidationsprozess in der Gasphase unter Verwendung eines echten Oxida-

tionsmittels wie eine adsorbierten atomaren Sauerstoffspezies untersucht.



“ mévta pel 7 (Panta rhei)

Everything flows.

Heraclitus

If the core message of this Ph.D. thesis were to be condensed into one statement, it would

be as follows:

The traditional “structure-reactivity” paradigm in the field of heterogeneous catalysis

should be revised to a more comprehensive “structure-dynamics-reactivity” paradigm.
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1 Introduction

1.1 Overview

The use of catalysts is a fundamental aspect of many chemical processes and has sig-
nificant implications in various fields, including industrial manufacturing, environmental
science, and medicine, to name just a few. Catalysis is the science and technology of
altering the rates of chemical reactions.”® A substance known as a catalyst can do so by
reducing the activation energy required for the reaction to occur, without itself being con-
sumed or permanently altered in the process. This allows even a small amount of catalyst
material to transform a large amount of reactant under milder conditions. Furthermore,
if more than one reaction product is possible, the catalyst can alter the product distri-
bution, enabling control of the selectivity of a chemical reaction. In order to obtain the
desired products, catalysts must frequently prevent reactions from producing unwanted
byproducts. Thus, the notion that catalysts solely accelerate reaction rates is a misnomer
since they often have to impede reactions from generating such undesired products.®

In this chapter, the purpose is to provide a concise overview of the motivations behind
this thesis. Firstly, in section 1.2, the rationale for employing transition metal oxides
(TMOs) as catalysts is briefly discussed. Section 1.3 emphasizes the significance of se-
lective oxidation of alcohols. However, due to the vast array of materials and molecules
falling under the categories of TMOs and alcohols, it is not feasible to investigate them
all within a single study. Therefore, this research focuses on exploring the utilization of
Co30, as the catalyst material and 2-propanol as the molecule for the oxidation reaction.
The scientific basis for these choices is explained in detail.

In section 1.4, a comprehensive description of the essential structure and characteristics
of a Co30y spinel is provided. Subsequently, section 1.5 discusses previous studies that
have employed Co30,4 for 2-propanol oxidation, highlighting the existing knowledge in
this area. The strategy employed in this work is explained in section 1.6, outlining the
approach taken to address the research objectives. Finally, section 1.7 presents an outline

of the thesis, providing a preview of the subsequent chapters and their contents.

1.2 Heterogeneous Catalysis on Transition Metal Oxide

Transition metal oxides (TMOs) have emerged as a promising class of catalysts in het-
erogeneous catalysis due to their abundance, cost-effectiveness, and potential for high
catalytic activity. These materials display diverse non-stoichiometric behaviors stemming
from their partially filled 3d electron shells, which create opportunities for redox reactions
and the formation of oxygen vacancies. One prominent example is oxygen-deficient per-

ovskite oxides, which have garnered considerable attention for their oxygen storage capac-
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ity and redox properties, making them valuable for total oxidation reactions.”® Similarly,
cation-deficient perovskites with oxygen defects exhibit enhanced electronic and oxygen
ion mobility, rendering them suitable catalysts for reactions involving oxygen transfer.”®

Despite advancements in understanding the catalytic activity of TMOs, significant
challenges persist in fully elucidating the intricate relationship between their structure,
composition, and reactivity, particularly at the solid-liquid interface. While volcano curves
have been derived for certain mixed oxide systems, the complexity of TMOs and the lim-
ited experimental access to the solid-liquid interface impede a comprehensive understand-
ing of their catalytic behavior. Moreover, reactions involving hydrocarbons often occur
on intricate and multi-component catalysts, featuring multiple reaction pathways and
inherent selectivity challenges.” Therefore, gaining a deeper understanding of the true
structure and dynamic nature of TMO catalysts is crucial to fully exploit their potential

as alternative catalysts to noble metals across a range of reactions.

1.3 Selective Oxidation of Alcohols

The selective oxidation of primary alcohols plays a crucial role in environmentally friendly
synthesis of organic oxygenated compounds. While formaldehyde is commercially pro-
duced from methanol using mixed oxide catalysts in the gas phase, the aerobic oxidation
of other alcohols to produce value-added chemicals, such as acetals, presents challenges
and often requires complex multi-step processes.”” Glycerol, for instance, has garnered
attention as a starting material for the production of commodity chemicals,? with oxida-
tive dehydrogenation to acrylic acid being a notable target. Acrylic acid is widely used
as a monomer for the production of resins and superabsorbents.™

To optimize the efficiency and economics of these reactions, various factors must be
considered, including the choice of reaction medium, batch vs. flow operation, oxidant
selection, and catalyst design. Utilizing O, as an abundant and sustainable oxidant is

94 Different catalytic approaches, such as

desirable, but its activation poses challenges.
thermocatalysis, electrocatalysis, or photocatalysis, can be employed to drive these reac-
tions, each presenting its own set of challenges and research questions. Understanding the
phenomena occurring at the solid-liquid interface is essential for developing systematic ap-
proaches to study different catalysts, particularly through in-operando techniques.” Fur-
thermore, exploring new materials with tailored properties in terms of activity, selectivity,
and stability is a critical aspect of advancing catalysis research.

In this study, the selective oxidation of 2-propanol has been chosen as the model reac-
tion for investigation. This selection is motivated by the relative simplicity of 2-propanol
oxidation, allowing for a detailed examination of the underlying reaction mechanism,
while still exhibiting sufficient complexity to yield diverse reaction products. The possi-

ble reactions involved in the gas-phase oxidation of 2-propanol are illustrated in Figure 1.
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The desired outcome of this selective oxidation, namely the production of acetone and
hydrogen, is achieved through the dehydrogenation of 2-propanol, which interacts with
strongly basic and moderately acidic sites in its vicinity. The catalytic sites responsible
for oxidative dehydrogenation also facilitate the oxidation of 2-propanol to acetone and
water as coupled reaction products. Additionally, under the influence of strongly acidic
sites near weakly basic sites, dehydration occurs, leading to the formation of propene and

water. At elevated temperatures, total oxidation occurs, resulting in the generation of

CO, as the primary reaction product.?®%
OH @)
e dehydrogenation
)\ )k o H e

OH
2)\ + 0 z)k oxidative
2 + 2H20 dehydrogenation
OH

)\ —_— /\ + HZO dehydration

OH
2)\ + 9 02 — 2 COZ + 8 HZO total oxidation

Figure 1: Possible reactions? % for 2-propanol oxidation.

1.4 Co30,4 Spinel

Co30,4 has demonstrated great promise for various applications in energy and environmen-

" methane combustion,®

tal fields due to its efficiency as a catalyst for water oxidation,’
CO oxidation,' as well as its use in lithium-ion batteries and gas sensors.®” Among its
various forms, Co3z0, spinel has received considerable attention for promoting oxidation
reactions, particularly the selective oxidation of hydrocarbons.!4%:33 Moreover, the di-
verse electronic, magnetic, and redox properties of CozO4 have sparked numerous studies
in recent years.% 27,105,7,60,28

In terms of crystal structure, Co30,4 adopts the cubic normal spinel structure, where
cobalt ions exist in two different oxidation states, Co?t and Co3". These ions occupy
interstitial tetrahedral and octahedral sites, respectively, within the face-centered cubic

(FCC) lattice formed by oxygen ions (see Figure 2 (a)).
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3.

(a) CozOy4 unit cell (b) Co?*

(c) CoF (d) 0~

Figure 2: Structure of a CozOy spinel unit cell (a) consisted of tetrahedrally coordinated
Co*" ions (b), octahedrally coordinated Co*" ions (c) and tetrahedrally coordinated O*~
ions (d) (Co*" (green), Co*" (pink) and O?~ (red)).

The crystal fields at these sites cause a splitting of the five degenerate atomic d orbitals
into two groups, resulting in three unpaired d electrons on Co?*, while all the d electrons
of Co®" are paired (see Figure 3). At room temperature, Co30, exhibits paramagnetic
semiconductor behavior and transitions to an antiferromagnetic state below Ty~240.87
The antiferromagnetism is primarily attributed to weak coupling between nearest neigh-
boring Co?* ions. The conductivity of Co3* is typically p-type at low temperatures and

becomes intrinsic at high temperatures,% while the band gap is approximately 1.6 ¢V.%1:92
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T t t tz e

o e

(a) Co?* d7 configuration (b) Co®*t d6 configuration

ty

|
!

Figure 3: Schematic diagram of crystal field splitting of the tetrahedrally coordinated
Co?* ion (a) and the octahedrally coordinated Co®* ion (b).

The surface termination of bulk Co3O,4 crystals can vary depending on the cutting
plane, leading to different terminations. The nomenclature used for these terminations
is based on the dominant cobalt ionic species present on the surface. The B-terminated
surface is characterized by the prevalence of Co" ions, whereas the A-terminated surface
consists of a mixture of Co®** and Co?* ions. For example, Figure 4 illustrates these two
possible surface terminations for the CozO4 (001) surface. Chapters 5 and 6 of this work
will investigate how these distinct surface terminations influence the surface properties
and its interaction with external adsorbates.

Despite extensive experimental investigations of 2-propanol oxidation on CozO,4 (001),
the impact of different surface terminations has not been fully explored. Previous re-
search® has demonstrated a significant difference in the stability and selectivity of A-
terminated and B-terminated surfaces in water decomposition on CozOy4 (001), attributed

to the distinct nature of Co*t and Co3* active sites.

1.5 Co304 Spinel as a Catalyst for Selective Oxidation of 2-propanol

Co30y4 spinel is a promising catalyst for a wide range of chemical reactions, particularly the
selective oxidation of alcohols, which has been the focus of several recent studies.% 271957
For example, Anke et al.® investigated the gas-phase selective oxidation of 2-propanol
on bulk Co304 and observed high activity and selectivity. They found that the highest
conversion rates of 2-propanol to acetone occurs at temperatures between 373 K and 573
K, with a maximum conversion rate close to 100% achieved at 430 K. Similarly, another
study” demonstrated the effectiveness of CoFe,O,4 spinel in the selective oxidation of 2-
propanol.

In a study by Falk et al.,* the oxidation of 2-propanol was examined on Co, , Fe, O,
spinel oxides in contact with both liquid and gas phases. They found that the catalytic
activity increased with increasing Co content, indicating that iron-free Co;O, samples
exhibited the highest activity. XPS analysis further revealed that Co®" sites were more
active than Co?* sites. Anke et al.® investigated the gas-phase oxidation of 2-propanol
over Co;0, nanoparticles and found that Co;0, spinel displayed high activity and se-

lectivity. In their study, theoretical investigations employing density functional theory
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(b) B-terminated Co304 (001) surface

Figure 4: Two possible surface terminations for a Co3O4 (001) surface: (a) A-terminated
Co30y4 (001) surface and (b) A-terminated Co304 (001) surface (Co?* (green), Co®* (pink)
and 0%~ (red)).

(DFT) method suggested a preference for a Langmuir-Hinshelwood mechanism on the
Co40,(001) surface.

In another study, Falk et al.3!

examined Co;0, nanospheres with a preferential (110)
surface orientation and reported complete conversion and 100% selectivity for 2-propanol
oxidation to acetone at 430 K. In contrast to the theoretical finding for the (001) surface
orientation, they proposed a preferential Mars-van Krevelen mechanism for the (110)
surface.

1"106

In a more recent work by Zerebecki et a a laser-doping technique was employed
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to introduce iron cations into Coz0O4 catalyst particles. The concentration of the laser-
imprinted dopant on the surface was correlated with the catalyst’s catalytic activity and
selectivity. The doped catalysts exhibited enhanced activity with increasing doping depth,
establishing a correlation between the laser-imprinted dopant surface concentration and
catalytic activity. The doped catalysts were evaluated for 2-propanol gas-phase oxidation
and liquid-phase electrochemical OER.

Despite the valuable insight gained from previous experimental and theoretical studies,
several important questions regarding the selective oxidation of 2-propanol using Co304
spinel as a catalyst remain unanswered or only partially addressed. These questions per-
tain to the characterization of active sites and reaction mechanisms, the role of single
versus multiple active sites, the oxidation states of cobalt ions during and after the reac-
tion, and the similarities and differences between liquid-phase and gas-phase oxidation.
Additionally, a comprehensive understanding of the dynamics of Coz0,4/2-propanol and
Co30,4/water interactions, as well as the influence of adsorbate concentration, tempera-
ture, and pH, is yet to be achieved.

This thesis aims to address some of these unanswered questions, or at least provide
insights into them, through the utilization of various theoretical and computational tech-
niques. The ultimate objective is to attain a thorough atomistic-level understanding of
the fundamental mechanisms governing the selective oxidation of 2-propanol over CozO4
spinel, which could potentially lead to the development of improved catalysts and more

efficient industrial processes.

1.6 Strategy

This thesis is part of the CRC/TRR 247 project titled “Heterogeneous Oxidation Catalysis
in the Liquid Phase”. While traditional catalytic processes in the industry have typically
utilized (noble) metal catalysts in the gas phase, using oxidants such as dioxygen, the
objective of the CRC/TRR 247 project is to shift towards employing transition metal oxide
catalysts in the liquid phase. This transition is motivated by the abundance and lower
cost of transition metal oxides, as well as the potential for milder oxidation environments,
reducing energy costs and enabling catalyst reusability. Such a shift introduces complexity
in two dimensions: transitioning from noble metals to transition metal oxides, and moving
from the gas phase to the liquid phase (Figure 5). Consequently, the complexity of the

interface will be significantly increased.
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Gas-phase & Liquid-phase

Complexity

v

(Noble) Metal Metal Oxide

Figure 5: Tllustration depicting the objective of the CRC/TRR 247 project: transitioning
from the conventional utilization of metal catalysts in the gas phase to a more complex
system of transition metal oxide catalysts in the liquid phase. This transition involves an
increase in complexity at multiple levels, spanning from the shift in phase (gas to liquid)
and the transition from metal catalysts to transition metal oxides. Consequently, the
complexity of the interface will be significantly increased.

The study of these complex interfaces presents challenges for many experimental tech-
niques, particularly when aiming for an in operando understanding at the atomic level.
Atomistic simulation techniques, such as ab initio Molecular Dynamics, are therefore
indispensable for studying such intricate interfaces.

Figure 6 illustrates the strategy employed in this work to gradually increase the sys-
tem’s complexity, approaching the objectives of the CRC/TRR 247 project as closely as
possible. In Figure 6 (a), the bulk Co304 spinel is depicted, representing the system with
the lowest complexity yet bearing crucial importance as the foundational system for more
intricate interfaces. This system is explored in Chapter 4. Figure 6 (b) showcases the
B-terminated Co30Oy4 (001)/water interface, which has been previously studied by Kox et
al.% and will not be extensively discussed in this thesis. Chapter 5 focuses on the B-
terminated Co3O4 (001)/2-propanol interface, as depicted in Figure 6 (c). Lastly, Chapter
6 of this thesis centers around the B-terminated Co3O,4 (001)/water/2-propanol interface
(Figure 6 (d)), where a 2-propanol molecule is immersed in an aqueous solution. This

interface represents the highest level of complexity within the scope of this work.
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A; Co30,4/Water/2-propanol
Interface

(a) Blllk CO304

(c) Co304/2-propanol Interface

Figure 6: Schematic representation of the strategy employed in this study: (a) Bulk CozOy4
spinel, (b) B-terminated CozO4 (001)/water interface, (c¢) B-terminated CozO4 (001)/2-
propanol interface, and (d) B-terminated Co3O4 (001)/water/2-propanol interface. The
system’s complexity increases from left to right. Co®™ (pink), Co*" (green), O in Co30,
(blue), O in 2-propanol and water (red), C (gray) and H (white).

1.7 Outline of This Thesis

Chapter 2 discusses the theoretical foundations of the methodology employed in this
study, namely quantum-mechanical Density Functional Theory (DFT), Molecular Dy-
namics (MD), and ab initio Molecular Dynamics (AIMD). It provides a concise overview
of how AIMD, in its Born-Oppenheimer implementation, combines approximate quan-
tum mechanical calculations (DFT) to calculate forces and classical dynamics (Newton’s
equation of motion) to simulate the dynamics of the system.

Chapter 3 focuses on the parameters utilized in this study for setting up the simula-
tions. It specifically addresses the construction of simulation cells and outlines the DFT
and MD parameters employed to establish the AIMD simulations.

In Chapter 4, the results pertaining to the electronic and structural properties of the
bulk Co30, spinel are presented. This includes calculated values for lattice parameters,
band gap, and density of states. Additionally, this chapter serves as a validation of the
model by assessing its ability to accurately represent the Co3O,4 spinel’s characteristics.

The stability of the lattice parameter and the Hirshfeld and Mulliken population analyses
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are also provided.

Chapter 5 delves into the dynamics of the interface between Co30, spinel and 2-
peopanol molecules. This chapter examines the influence of various parameters such as
temperature, surface hydroxylation, and surface structure. While the primary focus is on
the Co304 (001) surface, some preliminary work on the Co30, (011) and Co304 (111)
surfaces is also discussed. The activity of these surfaces for 2-propanol dissociation is
compared, and the chapter concludes with a comparison of the power spectra of 2-propanol
adsorbate species on these surfaces with that of a gas-phase 2-propanol molecule.

Chapter 6 investigates the catalytic properties of the Co3O4 (001) surface for the
partial oxidation of 2-propanol. It explores the effects of various physical and chemical
parameters on the oxidation reaction, such as temperature, electrochemical environment,
and surface termination. The chapter discusses the adsorption geometry of different
systems in detail and explains the four stages of the partial oxidation of 2-propanol,
supplemented by charge analysis. To account for the realistic impact of temperature on
2-propanol oxidation, oxygen species are introduced into the system, and the gas-phase
oxidation of 2-propanol is discussed. This chapter also highlights the major differences
between 2-propanol oxidation in the liquid phase and gas phase, including the formation
of acetone and water at high temperatures.

The final chapter, Chapter 7, provides the main conclusions drawn from this work. It

summarizes the key findings and insights obtained throughout the study.

10



2 Theoretical Foundations

2.1 Molecular Dynamics

2.1.1 Overview

Molecular dynamics (MD)3>97:20:4% ig a4 simulation method that allows the study of the
time evolution of a system of interacting particles, such as atoms or molecules, based on
classical mechanics. The term “classical” here refers to the fact that the nuclear motion of
the particles follows the laws of classical mechanics. The method is based on numerically
solving the equations of motion for all particles in the system, using a numerical integration
algorithm to propagate the system forward in time.

In MD simulations, the system is typically represented as a collection of point masses,
each representing an atom or a group of atoms, and described by their positions and
velocities at a given time. The forces acting on each particle are computed based on the
interatomic potential energy surface, which can be derived from empirical, semi-empirical
or first principle methods. The integration algorithm then updates the positions and
velocities of the particles based on the forces, using a finite time step.

MD simulations share many similarities with real experiments.?® In a typical experi-
mental setup, we prepare a sample of the material we want to investigate, connect it to a
measuring instrument, and measure the property of interest over a certain time interval.
As measurements are typically affected by statistical noise, longer averaging times result
in more accurate results. MD simulations follow a similar procedure. A model system
consisting of N particles is selected, and Newton’s equations of motion are solved until
the system’s properties reach a steady state (equilibration). Subsequently, the properties
of interest can be measured. It is worth noting that mistakes made in MD simulations
may also resemble those made in real experiments, such as incorrect sample preparation

or insufficient measurement duration.

2.1.2 Equations of Motion

In order to explore the configuration space and study the dynamics of a classical many-
body system, the motions of the nuclei can be calculated using Newton’s equation of

motion, based on the potential energy surface (PES) E(R),

F,= MR, (1)

with the force F4, mass M4, and acceleration Ry of nucleus A. The force acting on
a nucleus is calculated by taking the negative derivative of the PES with respect to its

position, R 4.

11



2.1  Molecular Dynamics

~ OE({Ra})
F,= "R, (2)

However, it is not feasible to solve the many-body system analytically, so the MD method*:2
is used to numerically integrate the coupled differential equations using finite time steps
and algorithms such as position Verlet,” velocity Verlet,” leapfrog,>! Beeman’s,! or Gear

predictor-corrector.3

2.1.3 Integrating the Equations of Motion

In the frequently applied velocity Verlet algorithm both position R4 and velocity v4 are
explicitly propagated in time ¢

Rou(t + 6t) = Ra(t) + va(t)ot + P;AT(Z)&Q (3)

F4(t)+ Fa(t+0t)
2My

The position Ry(t + 0t) (equation 3) obtained from the MD simulations can then be

va(t+0t) =va(t) + ot (4)

utilized to compute the forces F 4(t 4 0t) (equation 4) required for the velocity v 4(t + 6t)
(equation 2). To initiate the simulation, an initial atomic configuration and a distribution
of initial velocities are necessary. The former is dictated by the system under study,
while the latter can be derived by setting random velocity from the Maxwell-Boltzmann
distribution at a given initial temperature. The velocity Verlet algorithm is time-reversible

and conserves the system’s phase space and angular momentum.

2.1.4 Lyapunov Instability

The trajectories that are generated by the MD simulations are highly sensitive to the
initial conditions. For instance, let us consider the position (R4) of one of the N nuclei
at time ¢. The position of this nucleus is a function of the initial positions and momenta
att=0:

R(t) = f[Ra(0),PA(0); 1] (5)

If we were to perturb the initial conditions by a small amount €, such as altering some of
the momenta, the resulting position at time t would differ from the original. Hence, we

would have a distinct value for R at time ¢:

R/(t) = f[Ra(0),P4(0) + €] (6)

AR(t) represents the disparity between R(¢) and R/(¢). When considering short intervals,

AR(t) is proportional to € in a linear fashion. Nevertheless, the coefficient for this linear

12
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relationship diverge exponentially:

[AR(t)] ~ e exp(M) (7)

This so-called Lyapunov instability is the reason why we cannot predict a trajectory with
accuracy unless it is a short simulation. The Lyapunov exponent, also known as the
largest Lyapunov exponent, out of the 6/N exponents, governs the long-term exponential
divergence of initially close trajectories. To restrict |[AR(t)| within 0 < t < tpax to
a specified bound Ay, the maximum allowable initial error (¢) can be deduced from

equation 7:

€ ~ Apax €xp (—Mmax) (8)

Consequently, the admissible deviation in our initial conditions diminishes exponentially

as the duration of the run, t., increases.’

However, although Lyapunov instability
implies that individual trajectories may display unstable behavior, the reliability of MD
simulations does not solely rely on the stability of individual trajectories. Instead, re-
liability is evaluated through statistical analysis and ensemble averaging over multiple

trajectories.

2.1.5 Statistical Ensembles

A statistical ensemble refers to a collection of possible states that a physical system can
be in, where each state has a specific probability of occurrence. In statistical mechanics,
this concept is used to describe how a large collection of particles or a system behaves,
considering its microscopic properties such as energy and momentum, as well as macro-
scopic properties like temperature and pressure. There are different types of statistical
ensembles that are characterized by specific macroscopic constraints, such as the number
of particles, total energy, or temperature, which affect the probability distribution of the
system’s microstates.3% 37

The microcanonical ensemble, also known as the NVE ensemble, is one such ensemble
where the system’s number of particles and total energy are fixed, and each member of
the ensemble has the same total energy and particle number. For the system to remain
in statistical equilibrium, it’s total energy must be conserved.?’

The canonical ensemble, also known as the NVT ensemble, is another type of sta-
tistical ensemble where the number of particles is fixed, but the energy is not precisely
known. In this case, the temperature is specified, and the ensemble is used to describe
a closed system that has been in contact with a heat bath. In a typical MD simulation,
a thermostat is required to simulate a canonical (NVT') ensemble. For instance, the

77,78,53

Andersen,? Berendsen,'? Nosé-Hoover, and Nosé-Hoover chain thermostats.® The

well-established Nosé-Hoover thermostat extends the 6 N-dimensional phase space by two

13



2.2 Density Functional Theory

artificial degrees of freedom simulating a coupling to a heat bath.

Lastly, the grand canonical ensemble or VT ensemble is a statistical ensemble where
neither the particle number nor the energy is fixed. Instead, the temperature and chem-
ical potential are specified, and it is used to describe an open system that has been in
weak contact with a reservoir through thermal, chemical, radiative, electrical, or other

contacts.3”

2.2 Density Functional Theory

2.2.1 Foundations of Density Functional Theory

The Many-Body Problem
The state of a quantum mechanical system, defined as a function of particle positions

and spins, x, and time ¢, is represented by a wave function W(x,t).48 1615

A non-
relativistic description of the system’s time evolution can be defined from the time-
dependent Schrodinger equation. This equation is represented by:%!
H(x,1)¥(x, 1) = ihM, (9)
ot
where H is the Hamiltonian operator and & is the reduced Planck constant. When the
Hamiltonian is not explicitly time-independent, the space and time dependence of the

wave function can be separated, yielding the time-independent Schrédinger equation:

H(x)¥(x) = B¥(x) (10)

where FE is the energy of stationary eigenstates. The probability density of the particles

is given by the square of the absolute value of the wave function |¥(x)[?.15

A system consisting of N nuclei and n electrons can be described by the Hamiltonian:

DI LS DINED 3 I ) e 9D DL I

,

A=1 i=1 Ali1]>z ”AlB>A
A Y N " '
TN Tc VNe Vee VNN

where M, Z, R, and r are nuclear masses, charges, distances, and nucleus-electron and
electron-electron distances in atomic units, respectively. The Hamiltonian contains the
kinetic energy operators of nuclei, TN, and electrons, To, as well as the potential energy
operators of nucleus-electron, Ve, electron-electron, V.., and nucleus-nucleus, Vyy, inter-
actions. The mass difference between nuclei and electrons enables a separation of their
motions, allowing for an adiabatic description of the Born-Oppenheimer approximation.'4
In this description, the electrons move in a temporarily static field of nuclei, i.e., Tx = 0.

This description yields the electronic Hamiltonian:

14



2.2 Density Functional Theory

Ha(r) = To(r) + Vie(r) + Veo(r) + Vi (12)
where, Vny is a constant term that depends on the fixed nuclear positions, which can be
interpreted as the instantaneous molecular structure. Solving the electronic Schrédinger
equation for various nuclear positions yields the potential energy surface (PES) E(R),
which describes the energy of an electronic state as a function of the molecular structure.

To solve the electronic Schrédinger equation, the variational principle can be used®®

Ey < Buiar = (®(x)|H(x)|2(x)) (13)

This principle states that the expectation value of the Hamiltonian for a normalized trial

wave function ®(x) cannot be lower than the exact ground state energy FEj.

Hohenberg-Kohn Theorems
The computational effort can be significantly reduced by replacing the 4n-dimensional

electronic wave function with the three-dimensional electron density in real space,

p(r) :n/.../]\IJ(X)|2 ds; dxs . .. dx, (14)

where U(x) is the wave function of the system with n electrons and x is the set of all
electron coordinates, spin coordinates, and nuclear coordinates. The electron density
is obtained by integrating |¥(x)|? over all coordinates except for one electron’s spatial
coordinates. This density fully characterizes the system due to the existence of cusps at
nuclear positions that provide information about nuclear charges.

Density functional theory (DFT) is based on the two Hohenberg-Kohn theorems.?? The
first theorem states that the ground state electron density is a unique functional of the
electronic Hamiltonian since two different nuclear arrangements cannot yield the same
ground state electron density. The second theorem states that the ground state electron
density can be obtained using the variational principle, since the electron density uniquely
defines the Hamiltonian and consequently the wave function. The electronic ground state

energy,

Epo] = T [po] + Exe [po] + Eee [po] + Vax (15)

includes the kinetic energy of the electrons 7', and the potential energies of nucleus-
electron Ey. and electron-electron F,. interactions as a functional of the ground state

electron density py.

Kohn-Sham Method

15



2.2 Density Functional Theory

The interaction between the nucleus and electrons is described in the Kohn-Sham ap-

proach:%?

Exe [po] = /VNepo(I‘)dI‘ (16)

and the classical portion of the Coulomb energy resulting from electron-electron interac-

_ %//% dr; dr, (17)

are derived exactly using the electron density. To compute the kinetic energy of a non-

tion is also considered:

interacting reference system with the same electron density, one-electron orbitals ¢; are

introduced, forming a Slater determinant:%

Ts [po] = ——Z<¢z ) [V?] ¢i(x)) (18)

An effective potential is used to incorporate indirect interactions among the Kohn-Sham
orbitals to emulate the electron density of the real system, while the direct Coulomb
repulsion among the electrons is not considered. The exchange-correlation functional is a
combined representation of the non-classical aspects of the electron-electron interaction,
including exchange, correlation, and self-interaction correction, as well as the difference

in kinetic energy between the non-interacting reference system and the real system:

Eye [po] = (Eee [po] — J [po]) + (T [po] — Ts [po]) (19)

To summarize, the primary components of the energy functional for the ground state are:

Epo] = Ts [po] + Exe [po] + J [po] + Exe [po] + Van (20)

All the components of the energy functional for the ground state, except for the exchange-
correlation functional, are accurately known. The Kohn-Sham equations are employed to

determine the Kohn-Sham orbitals:

fKS@(rl):(_%Vg zA+Z /|¢J ol +aEXC[po< >]> A
=€;¢; (1)

where the Kohn-Sham operator fKS and orbital eigenvalues ¢;, can be solved through a
self-consistent approach. A basis set expansion can be utilized to describe the Kohn-Sham

orbitals of molecular systems:
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2.2 Density Functional Theory

Oi(r) = 3 caxu(r) (22)

p
by using atom-centered Gaussians or numerical atomic orbitals, with basis functions x,
and coefficients c,;. In the case of condensed systems, periodic boundary conditions must
be applied. As per Bloch’s theorem,!? the Kohn-Sham orbitals can be constructed through
the product of a function that has the same periodicity as the lattice, denoted as w;y,

and a plane wave with any vector k present in the first Brillouin zone:*

Gix(r) = u;x(r) exp(ikr) (23)

A linear combination of plane waves or periodically replicated atom-centered basis func-

tions can be used to express the function w; y.

Spin Polarized Density Functional Theory

The densities of electrons with different spins (up and down) in open-shell systems

1
PT(r) :n//]\lf(x)|2 dxs...dx, for 51:—1-5,

Pi(r)—n/.../|\lf(x)|2 dxy...dx, for 51_—%

are considered separately to account for spin density difference and, thus, spin polar-

(24)

ization. This approach is supported by an extension of the first Hohenberg-Kohn theo-

100, 81,43

rem, which shows that it is possible to calculate the lowest energy state of each

symmetry:

E" [p', p*] = T8 [p", p*] + Exelp] + J[p] + E% [p", p*] (25)

2.2.2 Exchange-Correlation Functionals

Jacob’s Ladder of Exchange-Correlation Functionals
The Kohn-Sham Density Functional Theory (DFT) is fundamentally exact, but since the

exchange-correlation functional is unknown,!®76:85

approximate functionals must be uti-
lized.8* Several functionals have been proposed in recent decades, which can be ordered
in a hierarchy with an increasing level of accuracy. However, a systematic improvement
of these functionals is not possible. The simplest approach is the Local Density Approx-
imation (LDA), which has a local dependence on the electron density. The Generalized
Gradient Approximation (GGA) includes the reduced density gradient to account for
the local inhomogeneity of the electron density. The Meta-GGA method introduces a

dependence on the kinetic energy density. Orbital-dependent approaches, such as hy-

17



2.2 Density Functional Theory

brid methods, introduce exact Hartree-Fock exchange.%3* Double-hybrid methods add a
correlation contribution using second-order Mgller-Plesset perturbation theory (MP2).7
Alternatively, the DFT+U method,* which adds a Hubbard-like term with parameter U
to LDA and GGA functionals, can be used to improve the description of the strong on-site

Coulomb interaction of localized electrons.

Generalized Gradient Approximation (GGA)

In real systems, the density of electrons n(r) varies across space, but the Local Density
Approximation (LDA) only considers the density at a specific point. This limitation can
be overcome by using Generalized Gradient Approximations (GGA), which include infor-
mation about the local gradient of the exchange-correlation density. The GGA functional

is given by the equation:

Excln] = E{GA = /d?’rn(r)exc (n,Vn,V?n,...) (26)

Over the three decades, various types of GGA have been proposed, with the PW91103:83

and PBE®? functionals being the most commonly used. GGAs generally provide better re-
sults than LDA for describing ground-state energies, molecular binding energies, hydrogen
bonds, and simple metal lattice constants. However, GGAs still have shortcomings, such
as the inability to describe dispersion interactions, an underestimation of bond strengths,

and an unphysical exponential decay of the electrostatic potential above surfaces.

2.2.3 Hubbard-U Correction

Overview

One of the limitations of Density Functional Theory is its failure in describing strongly
correlated materials, such as many transition metal oxides that are insulators, but are
predicted to be conductive by DFT. The underestimation of the bandgap of these materials
can be explained by the over-delocalization of the highly correlated electrons in the d-
orbitals and f-orbitals, which results from the self-interaction of the electrons that does
not completely cancel within the LDA and the GGA functionals.

One approach to improving the description of these materials is by using hybrid function-
als. Hybrid functionals incorporate the exact exchange interaction, leading to a better
cancellation of the self-interaction. However, calculating the exact exchange is computa-
tionally demanding, making the use of hybrid functionals feasible only for small systems.
To address this issue, the DFT+U model was developed, inspired by the Hubbard model
used in band theory to correctly describe Mott insulators. The Hubbard model considers
the Coulomb repulsion for electrons, but only for electrons that are at the same atom,
the on-site interaction. In the DFT+U model, the on-site Hubbard-like interaction Eyy,

is added to the DF'T energy Eppr. However, the Coulomb interaction of electrons at the

18
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same atom is already included in an average manner in the DFT term, which results in

double counting. Therefore, a double counting term Epc must be subtracted:

Eppriv[n(r)] = Eppr(n(r)] + Eguw {0 }] = Epc [{n""}] (27)

Io
m,m’’

The Hubbard term is reliant on the atomic orbital occupations n where the site
(atom) index I and the orbital index m are taken into consideration. The averaged
interaction is defined by summing the orbital occupation n’? for the atom I.

Multiple methods exist for defining these orbital occupations, including atomic orbitals,
Wannier functions, and Mulliken population. However, the most commonly used method
involves defining them as projections of occupied Kohn-Sham orbitals 17, onto local basis

function sets ¢! :

N =Y f, <UL, |Gh >< dh| U5, > (28)

kv
The term f{, is the Fermi-Dirac occupation of the Kohn-Sham orbital with the k-point
k and the band index v.
There are different formulations for the DFT+4U terms in use, the most common method

18:

By [{niw }] = Errus {3 }] = Epe [{n"7}]
S e ]

The meaning of these terms is that the value of the parameter U’ is used to scale the

(29)

Coulomb interaction of the localized orbitals that are occupied minus the Coulomb inter-
action of the average occupied orbitals. This scaling results in a penalty for orbitals that

are half-occupied, causing less-than-half filled orbitals to be destabilized and more-than-
half filled orbitals to be stabilized.? %

Linear Response Method

One way of calculating the Hubbard—U value from first principle is to use linear response
theory.?* Linear response theory is based on the premise that, in a crystal, atoms can
only exchange integer numbers of electrons. Consequently, fractional occupation is only
possible as a statistical mixture of fully occupied orbitals, and not through fractional
occupation of individual orbitals. The energy of a system with fractional occupation,
denoted by F,, depends on the energies of two states: Ey, which corresponds to a state
with N electrons, and En, which corresponds to a state with N + 1 electrons, as well
as the statistical weight w associated with Epn;.

The relationship between the energies of the three states can be expressed mathematically

as follows:
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En = (1 — (.U)EN + (.OEN_H (30)

The energy difference between the two states depends linearly on w, which is observed in
exact DFT. However, LDA and GGA show a non-linear energy dependency for fractional
occupation.

The goal of the linear response method is to scale the U-value in such a way that it
compensates for the incorrect total energy description in LDA and GGA. This is accom-
plished by constraining the occupation of localized orbitals on one atom in a supercell
and examining the energy dependency on the occupation. However, the energy cost of
localization is not the only contribution to the total energy. Another factor to consider is
the rehybridization that occurs when a different occupation is constrained. To separate
this effect from the total energy, the method of Lagrange multipliers is used to constrain

the orbital occupation of Kohn-Sham orbitals, denoted by ¢;.

E [{gr}] = min {E[n(r)} +3 Ay - qf)}
! (31)

E"S [{g/}] = min {EKS[n(M] NS (- m}

The U-value can be determined by calculating the difference between the linear response
of the total energy and the linear response of the rehybridization.
0*E {ar}]  0°E™® [{ar}]

U= 526]1 a 52611 (32>

An alternative method is employed in practice, which involves the introduction of an

independent variable a;:

E[{¢;}] = min {E[n(r)] +) amf}

(33)
E** [{gr}] = min {EKS[H(T)] + O‘fsm}
I
The given approach provides the response functions as follows:
. 52E o (571[
X171 = 5&]5@] n 50éJ (34)
KS _ 52EKS _ 571;(5
L dakS5aks  fals
And thus the U-value is calculated as:
1 1
U= —%5— — 35
Xﬁs X1J (35)

20



2.2 Density Functional Theory

2.2.4 Dispersion Correction

Overview

30 arise from long-range electron correlation effects involving

London dispersion forces
instantaneous dipole-induced dipole interactions. These correlations are weak and not
accounted for in semi-local or hybrid DFT, which mainly considers short-range corre-
lations.*> To address this issue, various semi-classical methods have been developed

to incorporate dispersion corrections into DFT, such as DFT-D1 to DFT-D4, 38394019

Tkatchenko-Scheffler,”® exchange-hole dipole moment,” and local response dispersion.®®
Non-local van der Waals density functionals are another approach to account for these

effects.?6

D3(BJ) Dispersion Correction

The D3% dispersion correction using Becke-Johnson damping® 4! i

is used in this work. In

this method the dispersion corrected energy,

EPFT-D3(BJ) _ pDFT EDET (36)
equals the sum of the DFT energy EPFT and the dispersion correction,
B =5 2 ¥ T
B3B3 (37)
) A;éBn 6.8 RAB+fdamp)

with the damping function

CAB
fdamp - CAB + ag (38>

The specific dispersion coefficients CAP between pairs of atoms are determined by frac-
tional coordination numbers, based on their local atomic environment. These coefficients
rely on pre-calculated linear-response time-dependent DF'T data. The parameter sg en-
sures correct asymptotic behavior. The parameters sg, a1, and as can be adjusted for dif-
ferent DF'T functionals to optimize the correction in the short- and medium-range, where
the DFT functional contributes to the correlation. They also ensure that singularities are
avoided at short distances. The parameters are determined by performing a least-squares
fit to reference energies from non-covalent interaction benchmark sets, calculated using
high-level coupled cluster theory (CCSD(T)).?* It should be noted that the dispersion
correction is not equal to the physical dispersion energy. Three-body corrections, based
on the Axilrod-Teller-Muto model,® can be added if necessary. A cutoff radius is used to
restrict the number of dispersion correction terms for periodic and non-periodic systems

that are large.
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2.3 Ab Initio Molecular Dynamics

2.3.1 Overview

In Molecular Dynamics (MD), the mathematical objective is to calculate the expectation

value (O) of a given operator O(R, P) based on the Boltzmann distribution:®

dedPO(R’ P)efﬁEpot(R,P)

0 = [ dRdPe—5Foor(R.P) (39)

where R and P represent nuclear positions and momenta, respectively and 5 = 1/kgT

denotes the inverse temperature. The total energy function:

2

Epot(R, P) Z Eyot [{#i}; B] (40)

The first term represents the nuclear kinetic energy, Epot [{¢:} ; R] represents the potential
energy function, IV represents the number of nuclei, and M| represents their corresponding
masses.

Assuming the ergodicity hypothesis, the thermal average (O) can be determined not only
as an ensemble average of a Monte Carlo (MC) simulation, but also as a temporal average
by means of AIMD.%

(0) = lim = / dtO(R(L), P(1)), (41)

T —00
In the context of propagating the classical many-body system in time using Newton’s
equation of motion, the nuclei are commonly treated as classical, which is usually an in-
consequential approximation. Nevertheless, in scenarios involving very light atoms or low
temperatures, where nuclear quantum effects can have a notable impact, the application
of a quantum formalism like imaginary-time path integrals becomes imperative.

In CP2K,*® AIMD is available in two schemes: Born-Oppenheimer Molecular Dy-
namics (BOMD) and second-generation Car-Parrinello Molecular Dynamics (CPMD).
However, since this work utilizes only the former, the discussion in the following sec-
tion will be limited to this method. In the following, it is assumed that the potential
energy function is computed on the fly using KS-DFT. This implies that Epq [{¢:}; R]
= E*S [{¢h[p(r)]}; R + En(R).

2.3.2 Born-Oppenheimer Molecular Dynamics

One way of incorporating electronic structure in molecular dynamics simulations involves
solving the static electronic structure problem for each step of the simulation, while hold-
ing the nuclear positions constant. This reduces the electronic structure problem to a

time-independent quantum problem, such as solving the stationary Schrodinger equation.
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The nuclei are then propagated with the calculated forces using classical mechanics so
that the time dependence of the electronic structure imposed by its dependence on the
classical dynamics of the nuclei. The resulting method, known as Born-Oppenheimer

molecular dynamics, can be easily formulated and defined.

MR (t) = =V min {(¥o [He| Wo)}
v (42)

EO\I/() - He\IJO
for the electronic ground state.” In Born-Oppenheimer MD, at every AIMD step the
potential energy Epo [{1;}; R] is minimized with respect to {t;(r)} under the holonomic
orthonormality constraints (i;(7) | 1;(r)) = ¢;; which leads to the following Lagrangian:

Lo ({1/%} R, R) Z MIR] I{Illl}l Eyor [{0i}; R
23 (43)

+ ZAz‘j (i | ¥5) = 6ij)

where A is a Hermitian Lagrangian multiplier matrix. The Euler-Lagrange equations:

4oL _oc
dtoR;, OR;’

d oL oL (44)

dt(9<¢i d (]

can be used to obtain the associated Newtonian equation of motion:

MIR] = - VR, %I?E pot [{¢z} R]’

{<¢7|¢j)5ij}]

8 (%\ 5l?pot
_ A .
5 <¢7,| zj: ) I¢J>]
0<— 5Epot n ZAU ;)

(46)
=—H. <¢,~ + Ay ¢j>

The right-hand side of equation 45 can be decomposed into three components. The initial

term is commonly known as the Hellmann-Feynman force. The second term, referred to
as the Pulay or wavefunction force, arises from the holonomic orthonormality constraint

and is present only when the basis functions have an explicit dependence on the atomic
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positions. The final term originates from the implicit reliance of the electronic structure
on the atomic positions, and it persists regardless of the chosen basis set. The factor
of 2 in equation 45 arises from the assumption that the Kohn-Sham orbitals are real.
However, this term becomes null if the orbitals are eigenfunctions of the Hamiltonian
within the subspace spanned by the basis set, which is a weaker condition than the
original Hellmann-Feynman theorem. The last component of equation 45 is known as the
non-self-consistent force, as the eigenfunctions of the Kohn-Sham Hamiltonian are only
achieved at exact self-consistency. Unfortunately, achieving exact self-consistency is not
feasible in numerical calculations, leading to inconsistent forces and, consequently, the
inequality stated in equation 46.%°

As a consequence of the Born-Oppenheimer (BO) approximation, the electronic and
nuclear subsystems are completely decoupled from one another. This adiabatic separation
allows for the integration time step to be selected without any additional constraints,
allowing it to be chosen up to the limit of nuclear resonance. Remarkably, this remains
true regardless of the band gap, meaning that even metals can be treated directly and

without complication in principle.
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3 Computational Details

When setting up a simulation, there are typically three sequential steps to follow: pre-
processing, processing, and post-processing. In this chapter, we will delve into the specifics
of the initial structure and parameters necessary for setting up the simulations, focusing
on the pre-processing step. As discussed in the previous section, the Born-Oppenheimer
Molecular Dynamics simulation can be divided into two distinct parts: calculating forces
at each step using quantum mechanical density functional theory, and incorporating these
forces into classical equations of motion to determine the system’s dynamics. Therefore,
in this chapter, we will also address the parameters for calculating forces and dynamics

in two separate subsections.

3.1 Simulation Cells

Chapter 1 provides essential information about the Co3Oy4 spinel. To simulate the systems
studied in this work, simulation cells are constructed by utilizing the bulk structure of
Co30, spinel and introducing specific surface coverages of 2-propanol molecules, water,
or both, along with a vacuum region (Figure 7 (a) and (b)).

For instance, Figure 7 (a) depicts a simulation cell consisting of the B-terminated
Co304 (001) surface covered with 8 2-propanol molecules. The slab is constructed using
an orthorhombic supercell with (2x2) periodicity in the lateral directions (x,y), measuring
16.18 A x 16.18 A. To prevent interactions between the bottom and top surfaces of the
Co30, slab, a vacuum region of 30 A is introduced. Figure 7 (b) presents another example
featuring the B-terminated CozO4 (001) surface covered by a single 2-propanol molecule,
surrounded by an aqueous solution containing 60 water molecules.

In the case of A-terminated and B-terminated (001) surfaces, 11 and 13 layers, respec-
tively, are utilized. The bottom 5 and 6 layers of the slab are held fixed to mimic the
bulk behavior of a real Coz0, catalyst.

3.2 Density Functional Theory

Spin-polarized quantum mechanical density functional theory (DFT) is utilized to cal-
culate forces at each step for a given set of nuclear coordinates. All DFT calculations,
whether for geometry optimization or ab initio molecular dynamics simulation, are con-
ducted using the CP2K /Quickstep package.%

To account for exchange and correlation effects, the Generalized Gradient Approxima-
tion (GGA) within the PBE formulation® is employed. Additionally, a U correction of
the Hubbard type® is included to accurately describe the Co 3d states. The value of U for
both Co?* and Co3* ions is set to 2 €V, as adapted from a previous study.%* This U value

will be shown in the next chapter to adequately capture the band gap of Co30,4, which
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3.2 Density Functional Theory

30 A 30 A

54

15A

Figure 7: Simulation cell consisted of the B-terminated Co3O4 (001) surface: (a) covered
by eight 2-propanol molecules and (b) covered by a single 2-propanol molecule solvated
in aqueous solution. (Co*™ (green), Co*" (pink), O?~ (red), C (gray) and H (white)).

is of significant importance. Moreover, the Grimme D3 correction®” is incorporated into
the PBE exchange-correlation functional to consider dispersion interactions, particularly
in the water films.

For treatment of core electrons, Goedecker-Teter-Hutter (GTH) pseudopotentials are
employed. The 2s and 2p electrons of oxygen, and the 3s, 3p, 3d, and 4s electrons of
cobalt are considered as valence electrons. The basis sets used in this study consist of
plane wave functions with an energy cutoff of 500 Ry and a double-( quality local basis
set with a single set of polarization functions (DZVP) in mixed representation. The same
type of pseudopotentials (GTH) and polarization functions (DZVP) are also utilized for
carbon and hydrogen atoms.

Due to the asymmetry of the slab and the one-sided adsorption of liquid film molecules,
a dipole correction as described by Bengtsson!! and implemented in the CP2K /Quickstep

package is introduced in the Z direction to counteract the artificial electric field.
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3.3 Ab Initio Molecular Dynamics

3.3 Ab Initio Molecular Dynamics

To investigate the dynamics of interactions, ab initio molecular dynamics (AIMD) simu-
lations based on the Born-Oppenheimer scheme (BOMD) are performed using the CP2K/
Quickstep package.®® These simulations are conducted at the I' point for all simulations in
this work, unless stated otherwise. Forces are calculated from density functional theory,
as described in Chapter 2, to integrate Newton’s equations of motion.

To achieve system equilibration, the canonical ensemble (NVT) is utilized. NVT con-
ditions are imposed on the system using a Nosé-Hoover thermostat with a time constant
of 1ps and target temperatures ranging from 300 K to 450 K.

The simulations are conducted for a production phase of approximately 20 ps, utilizing
a simulation time step of 0.5 fs after an initial equilibration period of at least 1 ps. However,
for the simulation in chapter 4, which is consisted of the bulk Co30, spinel, a time step of
2 ps is employed as an exception. For all other systems investigated in this work, which
involve hydrogen atoms, a time step of 0.5 fs is used.

Trajectories obtained from the AIMD simulations are utilized to compute various
properties, such as radial distribution function, angle distribution, velocity autocorrelation
function, and more. The pre-equilibrium portion of the trajectories is excluded from the

analysis.
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4 Structure and Dynamics of Bulk Co30, Spinel

4.1 Overview

This chapter focuses on examining the properties of the bulk Co3O,4 spinel, including the
density of states. Specifically, the dynamics of the lattice parameter at room temperature,
its evolving electronic structure, and the Hirshfeld and Mulliken population analyses are
presented. The primary objective is to demonstrate the stability of these critical param-

eters throughout the simulation.

4.2 Density of States

The initial step involves performing a geometry optimization or energy minimization
calculation to obtain a relaxed structure of the bulk Co304. The projected density of
states (PDOS) for this configuration can then be determined by projecting the Kohn-
Sham states onto atomic orbitals centered on the oxygen and cobalt ions (Figure 8).
The PDOS provides valuable information about orbital occupations. Additionally, the
oxidation states and spin states can be approximated using this information, allowing for
qualitative comparisons with experimental observations to validate the electronic structure
calculation.

Figure 8 illustrates that the total valence bandwidth of the bulk Co30, is approxi-
mately 8.3 eV. The lower energy level valence band is predominantly composed of O?~
states, with a maximum peak at around — 4.7 eV. Conversely, the upper valence band,
particularly near the valence band edge, mainly originates from the Co®* d states. The
lower portion of the conduction band is primarily influenced by the Co®* d states, with
some contribution from Co?* d states and a minor contribution from O?~ states.

These observations align with previous theoretical calculations by Chen et al.?! and
Creazzo et al.,?> both utilizing the PBE+U scheme, as well as an experimental report

1.6 The calculated band gap of approximately 1.6 €V is consistent

by Langell et a
with an independent calculation performed by subtracting the highest occupied molec-
ular orbital (HOMO) from the lowest unoccupied molecular orbital (LUMO) using the

CP2K/Quickstep package.
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4.3 AIMD Simulation of the Bulk Co30,4 Spinel
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Figure 8: Projected Density of States (PDOS) of the optimized Co30, spinel.

4.3 AIMD Simulation of the Bulk Co30,4 Spinel

The geometry-optimized sample obtained from the previous section serves as the initial
configuration for an ab initio molecular dynamics (AIMD) simulation, which is run for
a total of 72 ps (Figure 9 (a)). In Figure 9 (b), the AIMD simulation trajectory lines
are displayed for Co*" ions (green), Co®>" ions (pink), and O?~ ions (red) during the 72
ps AIMD simulation run. The ions primarily exhibit fluctuations around their initial
positions throughout the simulation. Finally, Figure 9 (c) presents the final configuration
of the AIMD simulation.
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4.4 Lattice Parameter

(a) Initial Configuration
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Figure 9: (a) Initial configuration (top view) of the bulk Co30y spinel, (b) trajectory lines
of Co*™ (green), Co*™ (pink), and O?~ (red) during the 72 ps AIMD simulation, and (c)
Final configuration (top view).

4.4 Lattice Parameter

Figure 10 illustrates the evolution of the lattice parameter for the bulk Co30,4 during

the 72 ps AIMD simulation at room temperature. The plot includes 36000 data points
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4.5 Mulliken and Hirshfeld Population Analysis

represented by light blue points, along with a smoothed representation obtained using a
Savitzky—Golay filter, shown as the dark blue line. As observed in the figure, the equili-
brated Coz0, lattice parameter exhibits fluctuations around 8.13 A. This demonstrates
the stability of the lattice parameter throughout the entire 72 ps simulation, indicating

no significant drift occurring.
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Figure 10: The evolution of the bulk Co3z0, lattice parameter during the 72 ps AIMD
simulation.

4.5 Mulliken and Hirshfeld Population Analysis

Both Mulliken population analysis (MPA)™ and Hirshfeld population analysis (HPA)®°
are approximate methods used to calculate the partial charges of ions within a molecule.
However, they differ in their underlying principles and the way they partition the electron
density. These analyses rely on various factors such as the choice of basis set, functional,
material or molecule under study. The impact of such parameters on different types of
population analysis has been studied in detail by Choudhuri and Truhlar.?? In this work,
the absolute values obtained from these population analyses will not be used to draw
conclusions. Instead, the focus will be on observing how the relative charge changes over
time, particularly during an oxidation reaction.

Figure 11 displays the evolution of Mulliken charges during the 72 ps AIMD simulation.
The Mulliken charges for Co®* (blue), Co®" (green), and O?~ (purple) fluctuate around
0.75 e, 0.59 e, and — 0.48 e, respectively. Similarly, Figure 12 illustrates the fluctuation of
Hirshfeld charge values for Co®* (blue), Co®* (green), and O?~ (purple) around — 0.77 e,
—1.35 e, and 0.80 e, respectively. The key observation is that these charges remain stable
during the 72 ps of the AIMD simulation.
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4.5 Mulliken and Hirshfeld Population Analysis

While the charges of all Co?**, Co®t, and O? ions within the bulk Co3O, spinel
fluctuate around similar values, for simplicity, only one ion of each type is randomly

chosen from the bulk sample in Figure 11 and Figure 12.
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Figure 11: Evolution of Mulliken charges of Co®* (blue), Co** (green), and O*~ (purple)
during the 72 ps AIMD simulation.
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Figure 12: Evolution of Hirshfeld charges of Co*™ (blue), Co®>" (green), and O*~ (purple)
during the 72 ps AIMD simulation.
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5 Structure, Dynamics and Reactivity of Co30, / 2-

propanol Interface

Note: some parts of this chapter have been previously published in the Journal of Chemical
Physics under the title “2-Propanol Interacting with Co3O,4 (001): A Combined vSFS and
AIMD Study”.%°

5.1 Overview

The interaction of 2-propanol with various CozO, surfaces is investigated through sim-
ulations conducted under different conditions. The reference system chosen is the B-
terminated Coz0y4 (001) surface, based on our previous work™ and an experimental report
by Falk et al.,>? which demonstrates the favorability of such surface termination for 2-
propanol oxidation. In addition, it has been also previously shown that the B-terminated
(001) surface is thermodynamically more stable over the entire range of oxygen chemical
potentials.#” The impacts of surface hydroxylation, elevated temperature, and a compar-
ison with the A-terminated Co304 (001) surface are also discussed. The interaction of
the B-terminated (111) and (110) surfaces with 2-propanol is also studied and compared
with that of the (001) surface.

It is found that 2-propanol is molecularly adsorbed on the (001) surfaces, although
minor dissociation is also observed. The presence of a hydroxylated surface hinders such
minor dissociation. Moreover, higher temperatures decrease the interactions between the
adsorbate species and the surface, thereby preventing dissociation. Conversely, on the A-
terminated (001) surface, more dissociation is observed, indicating its superior activity for
2-propanol dissociation, which is consistent with previous computational experiments®
for the Co304 (001)/water interface. Details regarding 2-propanol adsorption, including
adsorption geometry and partial charge transfers, are also discussed.

On the B-terminated (111) surface, complete dissociation of all 2-propanol molecules
at the interface is observed, contrasting the behavior observed on the (001) surface. A
Mars-van Krevelen-type mechanism is also observed on the (111) surface. Similarly, the
B-terminated (110) surface exhibits high activity for 2-propanol dissociation, particularly
at higher temperatures, which can be attributed to the presence of two-fold coordinatively
unsaturated oxygen on the surface. When comparing these three surfaces, (001), (111),
and (110), it is found that both (111) and (110) surfaces are more favorable for 2-propanol
activation (dissociation) than the (001) surface. The surface reconstructions occurring
between these three surfaces are also investigated.

Recently, researchers reported the spectra of 2-propanol on Co3zO4-based spinel us-
ing diffuse reflectance infrared Fourier transform spectroscopy techniques (DRIFTS).?

However, attributing various peaks to their corresponding vibrational modes is known
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5.2 Coz04 (001) / 2-propanol Interaction

to be a non-trivial task, requiring explanations from theoretical frameworks. Therefore,
power spectra of the above systems (which closely resemble the experimental systems) are
calculated using velocity time autocorrelation functions of the AIMD trajectories. The
advantage of obtaining such spectra from computer simulations lies in the ability to in-
clude or exclude specific modes, enabling a more accurate attribution of each peak in the

spectra.

5.2 Co304 (001) / 2-propanol Interaction

5.2.1 B-terminated (001) Pristine Surface (Reference System)

An AIMD simulation is performed for a system consisting of the B-terminated pristine
surface at 300 K. The snapshots from the last configuration, obtained after a 20 ps run,
are shown in Figure 13. Throughout the simulation, six out of eight 2-propanol molecules
molecularly adsorb on the Co®* sites of the surface. No adsorption on the Co?* sites
is observed. After 5 ps, one of the 2-propanol molecules dissociates, as depicted in Fig-
ure 15. The transfer of the proton to the surface lattice oxygen can be observed in
Figure 13, denoted by a black circle. The dissociated 2-propanol is shown by a yellow
circle. Additionally, one of the 2-propanol molecules is also mobile in the contact layer,
temporarily adsorbing on different adsorption sites. The observation of dominant molec-
ular adsorptions is in agreement with vibrational sum frequency generation spectroscopy
experiment.®® No partial oxidation of 2-propanol, and consequently, the formation of ace-
tone, is observed. This lack of observation of acetone formation is also consistent with

the aforementioned experiment.
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5.2 Coz04 (001) / 2-propanol Interaction

a) Top

c) Left d) Perspective

Figure 13: Snapshots of the final configuration of the AIMD simulation (top, front, left
and perspective views) for 2-propanol adsorption on the B-terminated pristine Co3Oy4
(001) surface at 300 K. Co** (pink), Co*" (green), O in Co30, (blue), O in 2-propanol
(red), C (gray) and H (white). A single proton transfer to the surface lattice oxygen can
be observed (highlighted in black circle). The dissociated 2-propanol is denoted in yellow
circle.

Molecular Adsorption

The Figure 14 presents the time evolution of the O-H, C-H, C-0, and Co?*"-O dis-
tances for a molecularly adsorbed 2-propanol molecule during a 20 ps AIMD simulation.
Similar behavior is observed for six out of the other seven 2-propanol molecules. The fig-
ure shows that all the mentioned bonds exhibit fluctuations around their initial distances
throughout the simulation. Notably, the Co3*~O bond shows the highest fluctuation,
while the O—H and C-H bonds exhibit the lowest fluctuations, which is expected due to
their relatively shorter lengths. Interestingly, in the evolution of the O—H bond, peaks can
be observed at approximately 3.5 ps, 8 ps, and 19 ps, which correspond to failed attempts

of proton transfer or exchange between 2-propanol and lattice oxygen.
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Figure 14: Evolution of O-H, C-H, C-O and Co**-O distances for a molecularly adsorbed
2-propanol molecule.

Dissociative Adsorption

Figure 15 illustrates the evolution of the O-H, C-H, C-O, and Co*t-O distances for
a dissociatively adsorbed 2-propanol molecule during the 20 ps AIMD simulation. As
depicted in the figure, the cleavage of the O—H bond (orange) occurs after approximately
5 ps of simulation, leading to a shortening of the Co3*—O distance (blue). Additionally, a
slight shortening of the C—O bond (green) can also be observed. The C—H bond remains
relatively unchanged throughout the simulation, indicating the absence of dehydrogena-
tion (C-H bond cleavage).

The failed attempt for O—H bond cleavage observed during the early 5 ps is also
present, similar to the case of molecular adsorption (Figure 14). One would expect that
after 5 ps, when one proton is transferred to the surface, the surface would become
more stable and less active, resulting in increased stability of the O—-H bond in other
2-propanol molecules. However, Figure 14 shows the opposite, indicating an increase in
O-H fluctuation after 5 ps of simulation time. One possible explanation is based on
the formation of a 2-propoxide molecule, which promotes proton exchange between 2-
propanol and 2-propoxide molecules. Another explanation could be attributed to the
dynamic nature of 2-propanol and the varying orientations they adopt at different stages
of the simulation. Therefore, in this case, it can be concluded that the orientation of
2-propanol in the later stages of the simulation brings the O-H vector closer to a lattice

oxygen.
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Figure 15: Evolution of O-H, C-H, C-O and Co*"-O distances for a dissociatively ad-
sorbed 2-propanol molecule.

5.2.2 Population Analysis: Hirshfeld, Mulliken, and Bader Charges

Charge Density Difference

Figure 16 illustrates the charge density difference (CDD) plot obtained from the last
step of the AIMD simulation of the system depicted in Figure 13. This system consists
of the B-terminated pristine Co30O4 (001) surface at 300 K, featuring both molecularly
and dissociatively adsorbed 2-propanol. The CDD is computed by subtracting the elec-
tron density contributions of the pure substrate and the adsorbates from the total system
electron density. The plot highlights yellow regions representing electron density accumu-
lation and cyan regions denoting electron density depletion. From this CDD plot, several

insight can be drawn:

e The bonding between the adsorbate and Co®**, emphasized by orange rectangles
and predominantly characterized by yellow regions, indicates a transfer of electron

density towards Og_pmpEmorCo?’Jr bonds upon adsorption.

e The regions surrounding Og.propanol, depicted by red ellipses and primarily exhibiting

cyan color, signify a loss of electron density upon adsorption.

e The cyan regions surrounding the hydrogen atoms of the CHj3 groups, marked by
black rectangles and oriented towards the surface, indicate a depletion of electron

density in these regions.

e The topmost Co?* sites, highlighted by black circles, although coordinatively satu-
rated and not directly involved in 2-propanol adsorption, exhibit electronic involve-

ment in the adsorption process.
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5.2 Coz04 (001) / 2-propanol Interaction

Figure 16: Charge density difference plot for the adsorption of 2-propanol on Co3* sites
of the B-terminated Co30,4 (001) surface at 300 K. The iso-surfaces are drawn at density
levels of — 0.003 (cyan) and + 0.003 (yellow) e A3. The yellow regions indicate the
accumulation of electron density, while the cyan regions indicate the depletion of electron
density.

While CDD plots provide qualitative insight into charge distribution during adsorp-
tion, the inclusion of additional population analysis methods such as Hirshfeld population
analysis (HPA) and Mulliken population analysis (MPA) can offer a complementary under-
standing of charge evolution. In the following sections, the application of these methods to
investigate charge dynamics during both molecular and dissociative adsorption processes

are demonstrated.

Molecular Adsorption

Figure 17 illustrates the evolution of Hirshfeld and Mulliken atomic charges for various
atoms during the molecular adsorption of a 2-propanol molecule. The atoms considered
are O (orange), the central carbon atom C2 (violet), the hydroxyl hydrogen (green), and
the hydrogen in C2-H (blue). As mentioned in the previous chapter, the relative changes
in population analysis are of significance, rather than their absolute values.

In both Hirshfeld charges (Figure 17 (a)) and Mulliken charges (Figure 17 (b)), the
majority of the charges remain relatively stable compared to their initial values, except for
the final few picoseconds of the simulation. Notably, the oxygen atom displays the highest
fluctuations in both Hirshfeld and Mulliken charges due to the more dynamic nature of
the Co®*~0 bond. However, in the last picoseconds of the simulation, a temporary drop

in the oxygen’s charge (in both Hirshfeld and Mulliken analysis) is observed, followed by
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5.2 Co304 (001) / 2-propanol Interaction

a recovery to its original value in the final steps. The hydroxyl hydrogen also experiences
a small decrease in its charges, particularly noticeable in MPA. This behavior can be
attributed to the presence of another 2-propanol molecule in proximity, which has changed
its adsorption site, thus stimulating proton exchange between the two. These two 2-

propanol molecules are indicated by a white ellipse in Figure 15.
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Figure 17: Evolution of Hirshfeld (a) and Mulliken (b) atomic charges of O (orange), C2
(violet), hydroxyl hydrogen (green) and hydrogen in C2-H (blue) during the molecular
adsorption of a 2-propanol molecule.

Dissociative Adsorption

During dissociation, a significant shift in atomic charges occurs. Figure 18 depicts the
evolution of Hirshfeld and Mulliken atomic charges during the dissociative adsorption of
a 2-propanol molecule. Approximately 4 ps after the initiation of dissociation, there is a
noticeable change in the charge of oxygen (orange) in both HPA and MPA. However, the
behavior differs between HPA and MPA: in HPA, the oxygen charge increases towards
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more positive values, while in MPA, it decreases to a lower value. Intuitively, MPA is

more consistent, as one would expect that after the dissociation of 2-propanol (specifically,

the abstraction of the hydroxyl hydrogen), oxygen would possess more electron density.

The charge of the C2 atom (violet) initially drops within the first picosecond of the

simulation before stabilizing for a few picoseconds. This initial 1 ps can be disregarded

since the system is in the equilibration phase during that time. After dissociation, the C2

charge gradually increases (more noticeably in HPA) until 15 ps of the simulation. At 15
ps, a sudden shift in the Hirshfeld charge of C2 is observed, whereas the MPA shows a
more gradual transition. Additionally, the charge of the hydrogen atom in the CH group

(blue) also decreases at 15 ps of the simulation.
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Figure 18: Evolution of Hirshfeld (a) and Mulliken (b) atomic charges of O (orange), C2
(violet), hydroxyl hydrogen (green) and hydrogen in C2-H (blue) during the dissociative
adsorption of a 2-propanol molecule.

The orientation of the 2-propanol/2-propoxide molecule is depicted in Figure 19 at
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three stages of the simulation. The hydrogen in the CH group is highlighted in yellow
for emphasis. Figure 19 (a) represents the orientation of 2-propanol before dissociation,
(b) represents the orientation of the resulting 2-propoxide, while Figure 19 (c) shows the
orientation of 2-propoxide after 15 ps. Notably, the CH vector points towards the surface
in (a) and (b), but it points away from the surface in (c¢) and maintains this orientation
for the remainder of the simulation. This transition from stages (a) and (b) to stage (c),
leading to the orientational change, explains the observed electronic charge shifts in the
C2 atom and the hydrogen of the CH group. These two types of orientations represent

the only scenarios observed throughout this study.
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Figure 19: Illustration of the orientation of the 2-propanol/2-propoxide molecule at dif-
ferent stages of the simulation. The CH group’s hydrogen is highlighted in yellow. In (a)
and (b), representing the orientation before dissociation, the CH vector points towards
the surface. In (c), the orientation of 2-propoxide after 15 ps, the CH vector points away
from the surface and remains in that configuration for the rest of the simulation. This
transition from (a) and (b) to (¢) corresponds to the observed electronic charge shifts in
the C2 atom and the hydrogen of the CH group.

5.2.3 B-terminated (001) Hydroxylated Surface

In realistic experimental conditions, the presence of a small amount of water at ambient

80 As a result, the surface undergoes hydroxylation. In this

conditions is inevitable.
study, the hydroxylated system is prepared by exposing the system to liquid water and
equilibrating it at room temperature. During this process, water dissociation occurs,
and protons transfer to the surface lattice oxygen. Subsequently, the excess HoO/OH™

species are removed from the system, and eight 2-propanol molecules are introduced.
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On the B-terminated (001) surface, as observed in previous research,®* the degree of
hydroxylation can vary from one to five surface OH groups, depending on factors such
as water pressure. Figure 20 depicts the final snapshots of the AIMD simulation for the
hydroxylated surface, illustrating that no dissociation of 2-propanol occurs, unlike on the
pristine surface discussed previously. The black circle in Figure 20 represents the single

pre-existing surface OH group resulting from the prior water dissociation.

a) Top b) Front

c) Left d) Perspective

Figure 20: Snapshots of the final configuration of the AIMD simulation (top, front, left
and perspective views) for 2-propanol adsorption on the B-terminated hydroxylated Co3Oy4
(001) surface at 300 K. Co** (pink), Co*" (green), O in Co30, (blue), O in 2-propanol
(red), C (gray) and H (white). The single surface OH group is highlighted by black circle.

O-H Bonds

Figure 21 compares the radial distribution functions (RDFs) of different pairs of atoms
between a pristine surface (black dash-dotted line) and a hydroxylated surface (cyan
line), both at 300 K. In Figure 21 (a), the RDF of Ogiconol (O2-propanol/ O2-propoxide) and

all H atoms is shown. The peak around 1 A corresponds to the distance between the
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oxygen of 2-propanol molecules and the hydroxyl hydrogen. The peak for the pristine
system is approximately 10% lower than that for the hydroxylated system, indicating
the dissociation of a single 2-propanol molecule in the pristine system. The second peak
around 2.1 A represents the distance between the oxygen of 2-propanol molecules and the
carbon in the CH group. The black dash-dotted line (pristine system) exhibits a slight
shift towards shorter distances due to the presence of one 2-propoxide molecule in the

system.
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Figure 21: Radial distribution function of (a) Oaicohol (O2-propanol/O2-propoxide) and all H
and (b) Ogyrface and all H.

Figure 21 (b) displays the radial distribution function (RDF) of surface oxygen atoms
(Osurace) and all hydrogen atoms. This RDF provides information about the degree of
surface hydroxylation and the probability of finding a hydroxyl hydrogen (from 2-propanol
molecules) in their vicinity. Both systems exhibit a peak around 1 A, indicating surface

hydroxylation. The peak for the hydroxylated system is shifted to shorter distances,
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indicating a stronger pre-existing surface OH group compared to the surface OH group
resulting from 2-propanol dissociation in the pristine system. Moreover, in the region
between 1.4 A and 2 A, the hydroxylated system shows a higher probability of finding
a hydroxyl hydrogen from 2-propanol in its vicinity, suggesting a propensity for proton

transfer from 2-propanol to the surface oxygen.

C-O Bond

Figure 22 illustrates the radial distribution function (RDF) of O,jcone and all C atoms.
The first peak around 1.5 A corresponds to the distance between O 4cono and the carbon of
the CH group (C2), while the second peak around 2.4 A represents the distance between
Oalconol and the carbons of the CHjz groups (C1 and C3). The black dash-dotted line
exhibits a slight shift towards shorter distances, indicating a stronger O propoxide—C2 bond
compared to the Og propanoi—C2 bond. This observation is consistent with the evolution of
the C-O bond length shown in Figure 15 (green), where the C-O bond is shortened upon
dissociation. The second peaks remain relatively close, indicating that the O4cono—C1 and

Ou.lcono—C3 bonds have similar average distances in both the pristine and hydroxylated

systems.
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Figure 22: Radial distribution function of O,cone and all C atoms.
Adsorption

Additionally, Figure 23 presents the RDF of O,ionor to the closest Co ion, which
corresponds to the Co®" adsorption site for the B-terminated (001) surfaces. In the
pristine system, two closely separated peaks can be observed in this region, indicating a
stronger bond between the oxygen of 2-propoxide and the Co3*t adsorption sites compared
to other 2-propanol molecules. This observation is supported by the evolution of the

Co*t-0 distance shown in Figure 15 (blue), where the bond is immediately shortened
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upon adsorption, from 2.1 A to 1.82 A. Comparing the peaks for Oz propanoi—Co in the
two systems reveals an average distance of 2 A for the pristine system and 2.1 A for the

hydroxylated system, indicating a stronger Co3+702_pmpanol bond in the pristine system.
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Figure 23: Radial distribution function of O,cone to the closest Co ion.

Overall, the comparison between the pristine and hydroxylated systems highlights
a significant difference in simulation outcomes, primarily the prevention of 2-propanol
dissociation when the surface is hydroxylated. This suggests that even minor surface hy-
droxylation reduces surface activity by deactivating the lattice oxygen, thereby hindering
2-propanol dissociation. This finding aligns with previous studies using DF'T calculations,

which have investigated the impact of surface hydroxylation on surface reactivity.'%?

5.2.4 Impact of Temperature

The initial configuration of the pristine system (see Figure 13) is also utilized for AIMD
simulation at 450 K to investigate the effect of elevated temperature on 2-propanol ad-
sorption. As depicted in Figure 24, all eight 2-propanol molecules remain molecularly

adsorbed on the surface without undergoing any dissociation.

O—H Bonds

Figure 25 compares the distributions of Oacono and all H (a) and Ogypace and all H
(b) for the pristine surface at two different temperatures: 300 K and 450 K. In particular,
Figure 25 (a) shows the Ogjcono—H distribution, with the peak around 1 A representing
the distance between the oxygen of the alcohol molecules and the hydroxyl hydrogen. The
peak for the 300 K system is approximately 5% lower than that for the 450 K system,
attributed to the dissociation of 2-propanol in the 300 K system. The second peak around

2.1 A represents the distance between the oxygen of alcohol molecules and the hydrogen

47



5.2 Co304 (001) / 2-propanol Interaction

a) Top b) Front

c) Left d) Perspective

Figure 24: Snapshots of the final configuration of the AIMD simulation (top, front, left
and perspective views) for 2-propanol adsorption on the B-terminated pristine CozOy
(001) surface at 450 K. Co** (pink), Co®*" (green), O in Co30, (blue), O in 2-propanol
(red), C (gray) and H (white).

of the CH group. The RDF curves for the 450 K system exhibit a slight broadening
around all three peaks, which is a well-known effect of elevated temperature resulting in
increased molecular mobility and a broader range of motion. Figure 25 (b) shows the RDFs
of surface oxygens (Oguace) and hydrogen atoms. The notable difference between the two
systems can be observed around the first peak at 1 A, indicating surface hydroxylation in
the 300 K system but not in the 450 K system.
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Figure 25: Radial distribution function of (a) Oaiconel and all H and (b) Ogyrface and all H.

C-O

Bond

Figure 26 illustrates the RDF of O,cono and all C atoms, where the first peak around

1.5 A represents the distance between O,conor and the C2 atom, and the second peak

around 2.4 A represents the distance between O,cono1 and the C atoms in the CHs groups
(C1 and C3). The RDF for the 450 K system exhibits a reduction of approximately
8% compared to that of the 300 K system for both peaks, along with a broadening

of the distribution in both peaks due to increased fluctuations induced by the elevated

temperature.
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Figure 26: Radial distribution function of O,cone and all C atoms.
Adsorption

The Ogiconoi—Co RDF (Figure 27) reveals that the peaks around 2 A, representing the
Og_propanol—Co3+ distance, are close at both temperatures. However, the peak for the 450
K system exhibits a slight broadening due to thermal effects. The RDF curve for the 300
K system demonstrates stronger bonds in both for the first peak due to 2-propoxide.

As mentioned earlier, no dissociation occurs on the pristine surface at 450 K, indi-
cating the absence of hydroxylation. To explain this observation, trajectory lines were
compared under various conditions. Figure 28 illustrates the trajectory lines of 2-propanol
molecules, where only Og propanol/ O2-propoxide are chosen to trace the trajectories to avoid
complications. The middle panel of the figure shows the dynamics of the hydroxylated
surface, clearly demonstrating that the adsorbed 2-propanol molecule exhibits lower mo-
bility compared to the other systems. In contrast, the adsorbed species on the pristine
surface at 450 K show the highest mobility, particularly in the vertical direction of the
surface plane. This observation aligns with the findings in Figure 27, which demonstrate
that at 450 K, the adsorbed species have, on average, a greater distance from the Co®*
adsorption sites. Thus, it can be concluded that by increasing the temperature to 450 K,
the adsorbed species are expected to move further away from the Co®** adsorption sites,

a finding that is also supported by vSFG experimental results®
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Figure 27: Radial distribution function of O,eonol to the closest Co ion.

B pristine 300K B hydroxylated 300K B pristine 450K

Figure 28: Trajectory lines of 2-propanol molecules (Oa propanol/ O2-propoxide)- Trajectory
lines (red), Co®" (pink), Co*" (green), O in Coz0y4 (blue), C (gray) and H (white).

Adsorption Geometry

Figure 29 illustrates the orientational distribution of the angle between the O,jcono—H
bond and the surface normal Z (001) axis (Figure 29 (b)), as well as the angle between
the Oalcono~C2 bond and the surface normal Z (001) axis (Figure 29 (c)). Although
these angles are not directly accessible by the current vSFG experimental procedure, they

provide valuable insights into the experiments.®
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Figure 29: Distribution of orientations: (a) schematic representation of the angle, (b)
angle between Ogieono—H bond and surface normal Z (001) axis, and (c) angle between
Oulcohol—C2 bond and surface normal Z (001) axis.

The distribution of the OH-Z angle (Figure 29 (b)) ranges from 50° to 125° for all three
cases, with the highest probability between 70° and 90°. This suggests that the OH bond
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points slightly away from the surface in all three cases. The hydroxylated system has a
broader range of orientations and is wider for orientations higher than 90°, indicating that
for the hydroxylated system, the OH bond points towards the surface at least one-third
of the simulation time. This observation indicates an inclination for deprotonation in
the hydroxylated system. However, once again, there is no significant difference in the
orientation of adsorbed 2-propanol molecules between the pristine system at either 300 K
or 450 K, with a slight broadening of the 450 K system due to the OH bonds being more
dynamic at 450 K.

The distribution of the OC-Z angle (Figure 29 (c)) ranges from 25° to 90° for all three
cases, with the highest probability occurring around 60°. This indicates that the OC vector
points away from the surface. The orientation of adsorbed 2-propanol molecules does not
differ significantly between the pristine system at either 300 K or 450 K, suggesting that
temperature does not have a substantial impact on the orientation of adsorbed 2-propanol

molecules.

5.2.5 A-terminated (001) Surface

To compare the results with the B-terminated (001) surfaces discussed in the previous
sections, AIMD simulations for the A-terminated pristine (001) surfaces are also per-
formed. Figure 30 and Figure 31 present the snapshots of the last configurations (after
20 ps AIMD runs) of simulations at 300 K and 450 K, respectively. As explained below
(and evident in these figures), there are two main differences between the A-terminated
and B-terminated (001) surfaces: (1) the nature of adsorption sites (Co**/Co*" ions) and
(2) surface reactivity (due to coordinatively unsaturated surface O?~ ions).

In Figure 30, it can be observed that at 300 K, all eight 2-propanol/2-propoxide
molecules are adsorbed on the Co*™ (green) sites (as seen in the top view). This is in
contrast to the behavior observed on the B-terminated surfaces, where only the Co3*
sites served as the adsorption sites. Additionally, two dissociation reactions of adsorbed
2-propanol occur, resulting in the formation of two 2-propoxide molecules. The two
surface OH groups are highlighted by black circles in the snapshots. Four out of the
total eight 2-propanol molecules remain molecularly adsorbed throughout the entire 20
ps AIMD simulation, while the remaining two 2-propanol molecules are mostly mobile in
the contact layer.

Figure 31 demonstrates that at 450 K, the surface activity increases, leading to four
dissociative adsorptions (indicated by black circles). In other words, an increase in tem-
perature enhances surface reactivity and promotes proton transfer from the 2-propanol
hydroxyl group to the surface lattice oxygen. This differs from the temperature impact
on the B-terminated surface, where increasing the temperature did not induce 2-propanol
dissociation (as discussed in section 5.2.4). The disparity in behavior and the higher

reactivity of the A-terminated (001) surface can be attributed to the role of coordina-
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a) Top b) Front

c) Left d) Perspective

Figure 30: Snapshots of the final configuration of the AIMD simulation (top, front, left
and perspective views) for 2-propanol adsorption on the A-terminated pristine CozOy
(001) surface at 300 K. Co** (pink), Co®*" (green), O in Co30y (blue), O in 2-propanol
(red), C (gray) and H (white). The surface OH groups are highlighted by black circle.

tively unsaturated lattice oxygen. The A-terminated (001) surface consists of two types
of oxygen species: four-fold coordinatively saturated oxygen species and three-fold coordi-
natively unsaturated oxygen species. The latter is responsible for 2-propanol dissociation
at both 300 K and 450 K (denoted by blue-colored atoms and highlighted by black circles
in Figure 30 and Figure 31). A similar observation has been previously made for water
dissociation on the CozO,4 (001) surfaces,** where these lattice oxygens were found to be

responsible for the higher activity of the A-terminated surfaces in water dissociation.
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b) Front

c) Left d) Perspective

Figure 31: Snapshots of final configuration of AIMD simulation (top, front, left and
perspective views) for 2-propanol adsorption on the A-terminated pristine CozO, (001)
surface at 450 K. Co®* (pink), Co*T (green), O in Coz0Oy (blue), O in 2-propanol (red),
C (gray) and H (white). The surface OH groups are highlighted by black circle.

Proton Transfer

Figure 32 compares the O,icono—H (a) and Ogyrrace—H (b) RDFs for the A-terminated
(001) surfaces at two different temperatures: 300 K (green) and 450 K (violet). The RDFs
for the corresponding B-terminated surfaces discussed in previous sections are shown by
black and red dash-dotted lines, respectively.

In the Oucono—H RDFs (Figure 32 (a)), the peaks around 1 A for the 300 K system
(green) is approximately 70% higher than that of the 450 K system (violet), indicating
more dissociation of 2-propanol at 450 K. The second peak (around 2.1 A) represents the
distance between the oxygen of the 2-propanol /2-propoxide molecules and the hydrogen of
the CH group. The 450 K system (violet) exhibits a lower peak but wider distribution due
to higher thermal fluctuations. In the distance between these two peaks, i.e., between 1.1
2 A, the A-terminated systems have a higher probability compared to the B-terminated

system, which are indicative of proton sharing.
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Figure 32 (b) (Ogurface—H RDFs) shows the major difference between the A-terminated
and B-terminated systems around the first peak at 1 A, indicating a higher degree of
surface hydroxylation for the A-terminated systems. In the distance range of 1.75-2.75 A,
both B-terminated systems have a higher likelihood of finding a hydrogen atom near the
Ogsurtace- This is due to the greater accessibility of the 2-propanol hydroxyl hydrogen in

their vicinity:.
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Figure 32: Radial distribution function of (a) Oaleono and all H and (b) Ogyrface and all H.

C-0O Bond
The Oa1eonoi—C RDFs (Figure 33) reveal significant differences between the A-terminated

and B-terminated systems, particularly around the first peak. As depicted in this fig-
ure, the peaks for the B-terminated systems are approximately 20% lower and centered
around the 1.5 A region, indicating shorter C-O bonds of the adsorbed 2-propanol in the

A-terminated systems.
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Figure 33: Radial distribution function of O,cone and all C atoms.

Adsorption Geometry

The radial distribution functions between O,eonol and the closest Co ions (Figure 34)
reveal distinct characteristics between the A-terminated and B-terminated systems. In
the A-terminated systems, the first peak around 2 A is split into two peaks: one at
approximately 1.85 A and the other at around 2.1 A. This splitting is not observed in the
RDFs of the B-terminated surfaces, where a single peak is dominant at the 2 A distance.
This discrepancy signifies the different nature of the adsorption sites between the two
terminations. In the A-terminated systems, the adsorption sites primarily correspond
to the Co?* ions at a distance of 1.85 A, while the nearby Co®* ions contribute to the
peak around 2.1 A or occasionally act as temporary adsorption sites. Conversely, the
B-terminated surfaces exclusively feature Co3* ions as the adsorption sites without the
presence of other Co®*™ or Co®* sites in their proximity.

In order to compare the orientation of adsorbed 2-propanol species on the A-terminated
and B-terminated (001) surfaces, we analyze the orientational distribution of the angle
between the O,cono—C2 vector and the surface normal Z (001) axis, as shown in Figure 35.

Figure 35 depicts the distribution of the OC-Z angle, which spans from 0° to 90° for
both A-terminated systems (at 300 K and 450 K), with the highest probability observed
between 30° to 50°. An angle of 0° signifies that the O—C vector is parallel to the sur-
face normal, indicating a vertical adsorption orientation of the 2-propanol molecule on
the A-terminated (001) surface. Conversely, an angle of 90° indicates a more horizontal
arrangement of the 2-propanol molecules on the surface.

The distributions for the A-terminated systems are wider compared to those of the B-
terminated systems, indicating increased dynamics of the adsorbed 2-propanol species on
the A-terminated surfaces. Furthermore, the distributions for the 450 K system (violet)

are broader than those for the 300 K system, indicating a wider range of mobility for
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the 2-propanol molecules at higher temperatures. This behavior contrasts with the B-

terminated systems, where the temperature does not exert a significant influence on the

orientation of the 2-propanol molecules.
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Figure 34: Radial distribution function of O,cono and the closest Co ion.
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Figure 35: Distribution of angle between Ogieonoi—C2 vector and surface normal 7 (001)

axis.
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5.3 Co304 (111) / 2-propanol Interaction

Although the primary focus of this work is on the Co30O4 (001) surface, this section also
presents some preliminary findings on the (111) and (110) surfaces, specifically regarding
2-propanol activation. The objective is to develop a comparative understanding of the
three surfaces and determine which one exhibits higher reactivity for 2-propanol activa-
tion.

AIMD simulations are conducted for a system comprising a pristine Co3Oy (111) sur-
face at 300 K. Figure 36 displays snapshots from the final configuration (after 20 ps run)
of the simulation for the pristine surface. All eight 2-propanol molecules undergo dissocia-
tive adsorption on the Co3* sites. Comparison between the initial and final configurations
reveals that the associated Co3t adsorption sites remain unchanged throughout the sim-
ulation. From the perspective views, it is evident that surface hydroxylation occurs,
resulting from eight proton transfers to the surface lattice oxygen. No partial oxidation
of 2-propanol or the formation of acetone is observed during the 20 ps simulation.

The evolution of distances of O-H, C-H, C-O, and Co®>"-O for a dissociatively ad-
sorbed 2-propanol molecule during 20 ps of AIMD simulation is shown in Figure 37. The
figure illustrates that the O-H bond cleavage occurs after approximately 2.5 ps of the
simulation, which leads to a shortening of the Co3t-O distance. Additionally, a relatively
small shortening of the C-O bond is observed, while the C-H bond remains relatively
unchanged throughout the simulation, suggesting that no dehydrogenation (C-H bond

cleavage) has occurred.
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Initial Configuration Final Configuration

Figure 36: Snapshots of the initial and final configurations of the AIMD simulation (top
and perspective views) for 2-propanol adsorption on the B-terminated pristine CozOy
(111) surface at 300 K. Co** (pink), Co®*" (green), O in Co30y (blue), O in 2-propanol
(red), C (gray) and H (white). Eight proton transfers to the surface lattice oxygen can
be observed.
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Figure 37: Evolution of O-H, C-H, C-O and Co3"-O distances for a dissociatively ad-
sorbed 2-propanol molecule.
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A notable distinction between the B-terminated (111) and (001) surfaces is the forma-
tion of Co?t— O2-propoxide — Co?* bridges between adsorption sites and the adsorbates on
the (111) surface. Figure 38 depicts a simulation snapshot illustrating two such bridges
represented by black lines. The formation of these bridges can be attributed to the unique
characteristics of the surface’s tetrahedrally coordinated Co** ions. While the topmost
Co*" ions on the B-terminated (001) surface are coordinatively saturated, the three-fold
coordinatively unsaturated nature of these ions on the B-terminated (111) surface leads

to their inclination to participate in 2-propanol adsorption, as seen in Figure 38.

Figure 38: Two Co®t- Og-propoxide — Co** bridges on the B-terminated pristine CosO,4
(111) surface at 300 K. Co®*T (pink), Co*" (green), O in Coz04 (blue), O in 2-propoxide
(red), C (gray) and H (white).

Figure 39 showcases the charge density difference (CDD) plot for the AIMD simulation
of the final configuration of the system depicted in Figure 36. The system consists of the
B-terminated pristine Co3O4 (111) surface at 300 K with eight dissociatively adsorbed

2-propanol molecules. Several observations can be made:

e One of the Co®" ions (represented by a black circle) plays a significant role in 2-
propanol adsorption through its participation in the Co*™~Oy propoxide—Co*™ bridge
(Figure 38). The ion is surrounded by cyan color, indicating a loss of electron density

upon 2-propanol adsorption.

e The third layer of the slab, consisting of Co®* ions (depicted by an orange rectangle),
is also electronically involved, distinguishing it from the B-terminated (001) surface
where only the topmost layer and, to a lesser extent, the second layer were involved

during adsorption.
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e The hydrogen in the CH; groups (shown as black rectangles) does not exhibit elec-
tron density depletion or accumulation, in contrast to the B-terminated (001) sur-
face. This can be explained by the hydroxylation of all coordinatively unsaturated
surface oxygens through proton transfers on the (111) surface (see Figure 36), while
the majority of such surface oxygens remain intact on the B-terminated (001) sur-
face. Consequently, the interaction between the H in CHj groups and the sur-
face oxygens on the B-terminated (111) surface is less pronounced than on the
B-terminated (001) surface.
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Figure 39: Charge density difference plot for the adsorption of 2-propanol on Co3* sites
of the B-terminated Co30y4 (111) surface at 300 K. The iso-surfaces are drawn at density
levels of — 0.003 (cyan) and + 0.003 (yellow) e A3. The yellow regions indicate the
accumulation of electron density, while the cyan regions indicate the depletion of electron
density.

5.3.1 Mars-van Krevelen Mechanism

Utilizing a hydroxylated (111) surface, where the surface is pre-exposed to water and
surface OH groups are formed, leads to the generation of water from lattice oxygen through
the Mars-van Krevelen mechanism (Figure 40). The initial configuration is shown on the
left side, with the lattice oxygen involved in the Mars-van Krevelen mechanism highlighted
in red. After 5 ps, the lattice OH group abstracts the hydroxyl hydrogen from 2-propanol,
resulting in the conversion of the lattice OH into a water molecule and 2-propanol into
2-propoxide. Consequently, an oxygen vacancy emerges within the lattice at the position

previously occupied by the lattice oxygen, as indicated by the black circle.

62
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Figure 40: Formation of water from surface oxygen through the Mars-van Krevelen mech-
anism. Co*" (pink), Co*™ (green), O in Co30, (blue), O in 2-propanol (orange), C (gray)
and H (white). The lattice oxygen which participates in the Mars-van Krevelen mech-
anism is denoted in red. The created vacancy is shown with a black circle on the right
side.
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5.4 Co304 (110) / 2-propanol Interaction

AIMD simulations are conducted for a system featuring the B-terminated pristine CozO4
(110) surface at temperatures of 300 K and 450 K. Figure 41 showcases snapshots of
the simulation’s initial (left) and final configuration (right) at 300 K. In this case, six
out of the eight 2-propanol molecules are molecularly adsorbed onto Co®* sites, while
the remaining two undergo dissociation on the surface, resulting in the formation of two
2-propoxide molecules. Notably, the associated Co®t adsorption sites remain unchanged
throughout the simulation, as evident from the top views of the initial and final config-
urations. Analogous to the (001) and (111) surfaces, no partial oxidation of 2-propanol

occurs, thereby precluding the formation of acetone.

Initial Configuration Final Configuration

Figure 41: Snapshots of the initial and final configurations of the AIMD simulation (top
and perspective views) for 2-propanol adsorption on the B-terminated pristine CozOy4
(110) surface at 300 K. Co** (pink), Co*" (green), O in Co30y4 (blue), O in 2-propanol
(red), C (gray) and H (white). Two proton transfers to the surface lattice oxygen can be
observed.

5.4.1 Two—Fold Lattice Oxygen

The activity (for 2-propanol dissociation) of the (110) surface for 2-propanol activation
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significantly increases as the temperature is raised to 450 K, as shown in Figure 42. In
fact, six 2-propanol molecules dissociate on the surface, resulting in the formation of six
surface OH groups. This is in contrast to the case at 300 K where only two dissociations
are observed.

What makes the (110) surface particularly reactive at higher temperatures compared
to the (001) and other surfaces? To answer this question, it is important to consider
the nature of the lattice oxygen species on the B-terminated (110) surface. On the other
surface terminations (i.e. A-terminated and B-terminated (001), A-terminated and B-
terminated (111), and A-terminated (110)), the surface lattice oxygen are either three-fold
coordinatively unsaturated surface oxygen or four-fold coordinatively saturated oxygen.
However, what distinguishes the B-terminated (110) surface is the presence of two-fold
coordinatively unsaturated oxygen on the surface, which are highly active. As shown in
Figure 42, all protons are transferred to these violet “two-fold” coordinatively unsaturated
oxygen, indicating their high reactivity. Therefore, it can be speculated that the increased
surface reactivity of the B-terminated (110) surface at higher temperatures is due to the
activation of these two-fold coordinatively unsaturated oxygen. The superior catalytic

activity of the B-terminated (110) surface has been confirmed experimentally.?!

Figure 42: Snapshot of the final configuration of the B-terminated Co30,4 (110) surface at
300 K. The adsorbed 2-propoxide molecules are removed for visualization. The “two-fold”
surface oxygens are denoted in violet. Co® (pink), Co®*" (green), two-fold O (violet),
other O in Co304 (blue), and H (white).
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5.5 Comparison Between (001), (111) and (110) Surfaces

The preceding sections have individually discussed different aspects of the (001), (111),
and (110) surfaces. However, this section aims to provide a comparative analysis of these
three surfaces. To accomplish this objective, the surfaces will be evaluated and compared
based on two criteria: 1) surface reactivity for 2-propanol activation, and 2) surface

reconstruction. This section only focuses on the B-terminated surfaces.

2-propanol Activation
The activity of all three surfaces at two different temperatures, 300 K and 450 K, is
shown in Table 1. Initially, all 6 systems started with eight 2-propanol molecules. Several

observations can be made from this table:

e The highest dissociation activity belongs to the (111) surface either at 300 K or 450
K with 2-propanol converted to 2-propoxide.

e The lowest activity belongs to the (001) surface at 450 K with no molecule being

dissociated.

e The activity of the (110) surface is in between the activity of (111) and (001) surfaces
at both 300 K and 450 K.

e Temperature has the highest impact on the activity of (110) surface by increasing

the activity by overall 60 percent.

e No formation of acetone is observed on any of the surfaces.

(001)-B (111)-B (110)-B

300 K | 450 K | 300 K | 450 K | 300 K | 450 K
No. Initial 2-propanol 8 8 8 8 8 8
No. Final 2-propanol 7 8 0 0 6 2
No. Final 2-propoxide 1 0 8 8 2 6
No. Final Acetone 0 0 0 0 0 0

Table 1: Number of initial 2-propanol, final 2-propanol, final 2-propoxide, and final ace-
tone for (001), (111), and (110) surfaces at 300 K and 450 K temperatures.

66



5.5 Comparison Between (001), (111) and (110) Surfaces

Surface Reconstruction

It is a well-known phenomenon that the surface, during interaction with the gas or
liquid phases, is not static but rather dynamic. In the AIMD simulation, such dynamic
behavior can also be observed. Figure 43 shows the mobility of surface atoms during the
20 ps of the simulation. On the left side, the initial surface configuration for (001), (111),
and (110) is shown, respectively. On the right side, the trajectory lines are presented.
It can be seen that the (001) surface is the most static surface compared to the other
two surfaces, and the (111) surface is the most dynamic surface. Specifically, the higher
mobility of the Co®" ions (pink) in (111) can be clearly seen compared to the other two.
Such higher activity has been shown previously (see Figure 38) to reconstruct the surface

and form Co*"— Oy propoxide — Co*t bridges.
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Figure 43: Initial configuration (left) of AIMD simulation (top-view) and trajectory lines
(right) of surface atoms for (001), (111), and (110) surfaces at 300 K. Co*" (pink), Co*"
(green), and O in Coz0y4 (blue)).
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The most dynamic atoms of the (110) surface are some of the surface oxygen atoms
(blue). These are indeed the previously described “two-fold” surface oxygens that were
responsible for all the 2-propanol dissociation on (110) surface. The mobility of atoms on
the (110) surface falls between that of the atoms on the (001) and (111) surfaces.

Overall, it can be concluded that both (111) and (110) surfaces exhibit higher reac-
tivity towards 2-propanol activation compared to the (001) surface. The (111) surface
shows slightly higher activity than the (110) surface, although this claim should be made
cautiously due to the limited statistical significance of the results based on only eight
molecules. Additionally, the reactivity of the (110) surface was observed to increase by
60% by increasing temperature, mostly in the later stages of the simulation. Thus, further
investigation using longer simulations is necessary to make more robust predictions. In
summary, this thesis concludes that the (111) and (110) surfaces are more active for 2-
propanol activation, although it is difficult to confidently determine a preference between
them. Nonetheless, it was found that the temperature has the most significant impact on
the reactivity of the (110) surface.

5.6  Digression: Power Spectra

Recently, researchers from the CRC/TRR 247 project were able to provide spectra
of 2-propanol adsorbed on various transition metal oxides using diffuse reflectance in-
frared Fourier transform spectroscopy (DRIFTS) techniques.? However, some peaks in
the spectra cannot be ascribed to specific bands. Motivated by this difficulty, the aim
of this section is to provide power spectra from AIMD trajectories at various conditions.
The power spectrum, also known as the vibrational density of states (VDOS), is obtained
from the Fourier transform of the atomic velocity autocorrelation function. Unlike ex-
perimentally accessible vibrational spectra, the power spectrum encompasses all motions
of a system without being restricted by selection rules.!” It is hoped that this procedure
can complement the experimental DRIFTS results and aid in elucidating the experimen-
tal spectra. The advantage of this computational technique is that specific structures
can be intentionally included/excluded to include/exclude their signature from the global
spectra.

To achieve this goal, an AIMD simulation of a gas-phase 2-propanol molecule is per-
formed to provide a reference spectrum of the 2-propanol molecule. By comparing it to
the adsorbed 2-propanol and 2-propoxide species (discussed in previous sections), useful
information regarding the effect of various parameters on the power spectra can be ob-
tained. In the next chapter, the effect of solvation on the power spectra can be traced
when 2-propanol is solvated in aqueous solution. Figure 44 illustrates the power spectrum
of a gas-phase 2-propanol molecule equilibrated at 300 K (black dash-dotted line) and the

power spectrum of an adsorbed 2-propanol molecule on the B-terminated CozO, (001)
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surface at 300 K (blue line).
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Figure 44: Power spectra of a gas-phase 2-propanol molecule equilibrated at 300 K (black
dash-dot line) and adsorbed 2-propanol molecule on the B-terminated Co3O,4 (001) surface
at 300 K (blue line).

Some of the characteristic peaks in Figure 44 can be ascribed to specific bands, as

follows:

e C-H stretching modes: These vibrations involve stretching of the C-H bonds in
the molecule. The peaks around 3050 cm™ and 3100 cm™ may be ascribed to the
symmetric and asymmetric stretching modes of CHj, respectively, while the small
band at 2850 cm™ might be attributed to the CH bonds.

e C-H bending modes: These vibrations involve bending of the C-H bonds in the
molecule. The in-plane bending modes may appear as peaks around 1350-1450

cm™, while the out-of-plane bending modes may appear as peaks around 650-900

cm'l.

e O-H stretching mode: This vibration involves stretching of the O-H bond in the
molecule. The peak around 3600-3700 cm™ may be ascribed to this band.

e O-H bending mode: This vibration involves bending of the O-H bond in the

molecule. This mode may appear as a peak around 1200-1400 cm™.

e C-O bending mode: This mode contributes to the bands around 1700 cm™ and is

indicative of acetone.

Figure 45 shows the power spectra of adsorbed 2-propanol on B-terminated surfaces
(001), (111), and (110). The main difference between the three spectra is the region
between 2800-3100 cm™. The peaks around 3050 em™ and 3100 cm™ can be assigned to
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the symmetric and asymmetric stretching modes of CHg, respectively, and the small band
at 2850 cm! to the C—H bonds. Additionally, the difference in the 1100-1300 cm™ region
can be attributed to the O-H bending mode.

1.2 1 —-- (001)-B 300 K
(111)-B 300 K
—— (110)-B 300 K
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Figure 45: Power spectra of a adsorbed 2-propanol molecule equilibrated at 300 K on
B-terminated surfaces (001), (111), and (110).
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6 Structure, Dynamics and Reactivity of Co3O, (001)/2-
propanol/ Water and Co30,4 (001)/2-propanol /Oxygen

Interfaces

Note: some parts of this chapter have been previously published in the journal of Applied
Surface Science Advances under the title “Influence of Temperature, Surface Composition
and Electrochemical Environment on 2-propanol Decomposition at the CozO4 (001)/Hy0

Interface”.™

6.1 Overview

The interaction between water and A-terminated and B-terminated Co3O4 (001) surfaces
has been extensively studied by Kox et al.%* In this chapter, the investigation focuses
on the interaction between 2-propanol and the Co30,4 (001)/H50 interface, building upon
their research and the previous chapter. The objective is to gain insights into the oxidation
process of 2-propanol to acetone at this interface, considering factors such as temperature,
surface structure, and electrochemical environment.

Ab initio molecular dynamics simulations are conducted to examine the behavior of
a single hydrated 2-propanol molecule at the interface. On the A-terminated and B-
terminated surfaces, adsorption of 2-propanol occurs on the Co?t and Co®* sites, re-
spectively, without experiencing bond cleavage. Under oxidative conditions, achieved by
partially dehydrogenating the hydroxyl/water adsorbate layer, dehydrogenation of the
hydroxyl group is observed on both surface terminations. This results in the formation
of adsorbed 2-propoxide. On the B-terminated surface, which is less hydroxylated, the
reaction progresses with C-H bond cleavage at the 2-carbon atom. Throughout the ap-
proximately 20 ps simulation, the oxidation product, acetone, remains adsorbed on the
Co®* site. The presence of adsorbed hydroxyl groups facilitates the deprotonation steps,
as hydrogen atoms from the reactant molecule are transferred to form adsorbed water
molecules. However, increasing the system temperature from 300 K to 450 K does not
lead to oxidation through deprotonation of the 2-propanol molecule.

Furthermore, the role of the B-terminated (001) surface in the partial oxidation of
2-propanol is investigated and found to be favorable due to the formation of an epitaxial
water layer. Additionally, a comparison is made between the partial oxidation of 2-
propanol in the gas phase and liquid phase. The findings highlight fundamental differences
between the two environments. In aqueous solution, oxidation occurs through stepwise
reactions with stabilized proton transfer facilitated by the presence of liquid water. In
contrast, oxidation in the gas phase involves simultaneous/concerted charge transfers.

Oxidation in the gas phase at high temperature reveals the formation of water from the
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adsorbed oxygen species.

6.2 2-propanol Oxidation in the Liquid Phase

6.2.1 Simulation Systems

A-terminated Co30, (001) Surfaces

An 11-layer Co3Qy4 slab with one 2-propanol molecule and 60 water molecules is simu-
lated at room temperature as the reference system. The topmost and bottommost layers
of the slab consisted of 8 Co** ions in a (2x2x2) supercell configuration. To investigate
the influence of an increased temperature, a system with the same composition was stud-
ied at T = 450 K. Subsequently, the redox conditions near the interface were modified at
room temperature to enhance reactivity and stimulate hydrogen transfer and/or the oxi-
dation reaction to acetone. This was achieved by removing several hydrogen atoms from
the water film. The reported results correspond to a system where 8 hydrogen atoms were
removed, resulting in a film composed of 52 water molecules and 8 hydroxyl groups.

Figure 46 shows snapshots of the final equilibrium configurations obtained from the
equilibrated production trajectories. Water undergoes partial dissociation on the topmost
Co?* layer as well as on the mixed layer below, consisting of 16 Co** and 32 O?~ ions. Two
types of hydroxyl groups should be distinguished: those resulting from water dissociation,
which coexist with intact water molecules on Co?T and Co®* sites, and surface hydroxyls
formed through proton transfer from the water film to surface oxygen. In the reference
system, 2-propanol binds molecularly to the Co?T site. At T = 450 K and under oxidative
conditions, 2-propoxide is present at the interface. In all cases, the Co?* ions serve as the

adsorption sites, indicated by green circles in Figure 46.

B-terminated Co30, (001) Surfaces

To investigate the effect of the electrochemical environment and temperature on 2-
propanol decomposition on the less reactive B-terminated surface, the same procedure
as for the A-terminated surface is followed. Figure 47 presents snapshots of the final
equilibrium configurations of the contact layer of the B-terminated (001) surface. This
layer consists of 16 Co®" and 32 O?~ ions interacting with 2-propanol and a water film
under stoichiometric reference conditions at 300 K (left), in a hydrogen-deficient oxidative
environment at 300 K (center), and in a stoichiometric environment at T = 450 K (right).
The displayed water molecules in the contact layers illustrate that the 2-propanol/acetone
molecules are adsorbed on the Co®* adsorption sites, indicated by pink circles in Figure
47. Notably, an epitaxial water layer forms on the B-terminated (001) surface, as can
be observed in the front view of Figure 47 in all three systems. The significance of this
epitaxial water layer for the partial oxidation of 2-propanol will be discussed in section
6.2.6.
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stoichiometric, T = 300 K H-deficient, T = 300 K stoichiometric, T = 450 K

top
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Figure 46: Snapshots of the final configurations of the AIMD simulations are depicted,
showcasing the adsorption of 2-propanol at the A-terminated CozO4 (001)/H50 interface.
The images present top, front, and perspective views. On the left, the stoichiometric
reference system at 300 K is displayed, while the center image represents the H-deficient
oxidative environment at 300 K. Additionally, the configuration in a stoichiometric en-
vironment at T = 450 K is shown. The adsorption sites are indicated by green circles.
Extra water molecules are removed for the sake of clarity. Co®* (pink), Co®" (green), O
in Co30y (blue), O in water and 2-propanol (red), C (gray) and H (white).

6.2.2 Surface/Water Interaction

Proton Transfer

Figure 48 shows the Os—H RDfs for the A-terminated and B-terminated systemps.
Since in all six simulations the surface is exposed to water before adding the 2-propanol
molecule, the surface hydroxylations are mainly due to proton transfers from water film
to the surface oxygen.

For the A-terminated systems (Figure 48 (a)), the significant peak observed at a
distance of 1A confirms the presence of surface hydroxyl groups. These groups form
when the Co?*~O-Co?" bridge on the surface breaks due to water dissociation, resulting

in the transfer of a proton to the surface oxygen atom. Under oxidative conditions, the
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stoichiometric, T = 300 K H-deficient, T = 300 K stoichiometric, T = 450 K
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Figure 47: Snapshots of the final configurations of the AIMD simulations are depicted,
showcasing the adsorption of 2-propanol at the B-terminated CozO,4 (001)/H50O interface.
The images present top, front, and perspective views. On the left, the stoichiometric
reference system at 300 K is displayed, while the center image represents the H-deficient
oxidative environment at 300 K. Additionally, the configuration in a stoichiometric en-
vironment at T = 450 K is shown. The adsorption sites are indicated by pink circles.
Extra water molecules are removed for the sake of clarity. Co®" (pink), Co?* (green), O
in Co304 (blue), O in water and 2-propanol (red), C (gray) and H (white).

first peak’s height decreases notably, indicating a reduction in the number of hydrogen
atoms within the adsorbed water film. Additionally, a smaller peak around 2.8 A suggests
a weak interaction between water and surface oxygen through hydrogen bonding.

The characteristic peak at 1A for the B-terminated system (Figure 48 (b)) confirms
the the surface hydroxylation in the stoichiometric system at both 300 K and 450 K, but
not in the H-deficient environment. In the H-deficient environment at 300 K, the peak is
flattened, indicating the absence of surface hydroxylation. This occurs due to the removal
of hydrogens from the water film, causing proton transfer from the weakly hydroxylated
surface back to the water film, particularly to water hydroxyls that recombine to form
molecular water. The broader peaks around 1.7 A suggest the existence of relatively strong

hydrogen bonds between the water films and the surface. Furthermore, the peaks around
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2.6 A indicate a weak interaction between water and surface oxygen through hydrogen
bonding, which is stronger than in the A-terminated systems.
It can be also noted that the A-terminated surfaces exhibit about 5 times higher levels

of hydroxylation compared to the B-terminated surfaces, as evident from the greater
values for the first peaks.
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Figure 48: Distribution of distances between surface oxygen (Og) and hydrogen: (a) A-
terminated (001) surface (b) B-terminated (001) surface.

H,O/OH~ Adsorption

The RDFs illustrating the distances between oxygen atoms of HoO/OH™ adsorbates
(referred to as Oy,) are presented in Figure 49. These RDFs offer insights into the adsorp-
tion behavior of HO/OH™ species on both the Co?* (A-terminated surface) and Co®"
(B-terminated surface) adsorption sites. The A-terminated and B-terminated systems

exhibit comparable Co-O distances of approximately 2A. This similarity might imply
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that the adsorbates are bonded with similar strengths on both surface terminations, irre-

spective of their different adsorption sites.
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Figure 49: Distribution of distances between oxygen of H,O/OH™ adsorbed species (Oy)
to the closest cobalt ion: (a) A-terminated (001) surface (b) B-terminated (001) surface.

Furthermore, a comparison between the H-deficient systems (green curves) reveals a
slight shift towards lower distances, indicating stronger adsorption of the species com-
pared to the stoichiometric systems. This phenomenon can be attributed to the increased
availability of OH™ groups in the H-deficient systems, which form stronger bonds with the
adsorption sites in comparison to the water molecules. At higher temperatures (orange
curves), the RDFs show a similar trend to that observed at 300 K (black curves), albeit

with broader distributions. The increased width can be attributed to thermal fluctuations.
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6.2.3 2-propanol Dynamics at the Interface

Evolution of O-H, C—H, C-0O, and Co—O Distances

The time-dependent evolution of the O-H, C-H, C-O, and Co*t-O distances of 2-
propanol on the A-terminated surfaces is depicted in Figure 50. In the case of the stoi-
chiometric reference system at 300 K (a), the O-H bond length oscillates between 2.8 A
and 3.8 A, indicating 2-propanol deprotonation and recombination through proton ex-
change with the water film (supported by information from the O—-H radial distribution
functions in Figure 52 (a)). Under oxidative conditions and at a higher temperature (T =
450 K), as shown in Figure 50 (b) and (c), respectively, the recombination process is hin-
dered, leading to 2-propanol decomposition and the formation of 2-propoxide. The other
distances (C-H, C-0, and Co**—0) exhibit similar trends, weakly oscillating around aver-
age values throughout the simulation time. The average bond lengths for C-H, C-O, and
Co?™—O distances are approximately 1A, 1.5A, and 2 A, respectively. This observation
supports the finding that neither desorption nor further dehydrogenation of 2-propanol
occurs.

Similar analyses are performed for the B-terminated systems (Figure 51). In the case
of the stoichiometric system at 300 K (Figure 51 (a)), all distances oscillate around their
equilibrated values throughout the 20 ps of the simulation, indicating that 2-propanol
decomposition does not occur in the reference system. The average equilibrated distances
for O-H, C-H, C-0O, and Co®>"-O distances are approximately 1 A 114,154, and 24,
respectively. Similar trends can be observed for the system at T = 450 K (Figure 51 (c)).
However, in a H-deficient environment with 8 protons removed from the aqueous solution,
2-propanol decomposition is promoted, as is evident in Figure 51 (b). In fact, both O-H
and C-H bond cleavages are observed early in the simulation, resulting in the formation

of acetone. Consequently, the C-O bond (green curve) is contracted.
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Figure 50: Evolution of O-H, C-H, C-0, and Co?**-O distances during the AIMD sim-
ulations for the stoichiometric reference system at 300 K (a), in a hydrogen-deficient
(oxidative) environment at 300 K (b), and in a stoichiometric environment at T = 450 K
(c) for 2-propanol deprotonation at the A-terminated Co3O4 (001)/H5O interface.
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Figure 51: Evolution of O-H, C-H, C-0, and Co?**-O distances during the AIMD sim-
ulations for the stoichiometric reference system at 300 K (a), in a hydrogen-deficient
(oxidative) environment at 300 K (b), and in a stoichiometric environment at T = 450 K
(c) for 2-propanol deprotonation at the B-terminated Co3O4 (001)/HO interface.
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6.2 2-propanol Oxidation in the Liquid Phase

O—H bond

Analysis, as shown in Figure 50, while displaying the time dependence of specific dis-
tances over time, is unable to directly differentiate between proton abstraction and proton
exchanges. However, such information can be provided by the O-H radial distribution
functions.

In Figure 52 (a), the Ocono—H distances in different environments of the A-terminated
surfaces are compared. The RDF for the stoichiometric reference system (black curve) at
300 K exhibits a peak at 1 A, indicating an intramolecular Ojieono—H bond. This supports
the deprotonation of 2-propanol and subsequent recombination via proton exchange with
the water film, as mentioned earlier. On the other hand, both the H-deficient system (blue
curve) and the system at 450 K (red curve) have zero probability at the 1 A distance,
indicating hydrogen abstraction and formation of 2-propoxide in both cases. At distances
around 1.7 A, these systems have a higher probability compared to the reference system,
indicating that the hydrogen from the C2—-H bond is closer to the oxygen of the 2-propoxide
molecule.

The RDFs of the B-terminated surfaces (Figure 52 (b)) for the stoichiometric sys-
tem at 300 K (black) and 450 K (red) exhibit similar behavior near the 1 A distance,
indicating that unlike on the A-terminated systems, temperature does not promote the
decomposition of 2-propanol into 2-propoxide. However, around the 1.7 A distance, the
system at 450 K shows a higher probability compared to the 300 K system, suggesting
that increasing the temperature brings the H from the C2-H bond closer to the oxygen
of 2-propanol. In a H-deficient environment at 300 K (blue), the peak at 1 A disappears,
providing clear evidence of 2-propanol deprotonation in this system. The peak around
2 A for the H-deficient system is also flattened, suggesting that the hydrogen of the C2-H

bond is not in the vicinity of Ogconol, indicating partial oxidation of 2-propanol.

C-0O bond

The length of the C-O distance provides insights into whether the initial 2-propanol
molecule is converted into 2-propoxide or acetone, or remains unchanged. Figure 53
illustrates the distribution of C-O distances, shedding light on these transformations.

In Figure 53 (a), corresponding to the A-terminated systems, perturbations the elec-
trochemical environment (blue curve) or temperature (red curve) result in a shift of the
curve towards the lower region between the 1.4 A and 1.5 A distances. This shift indicates
that the C2—-O bond in 2-propoxide is slightly stronger than the C2—-O bond in 2-propanol.
More importantly, Figure 53 (b) demonstrates that the C2-O bond in acetone (blue curve)
is significantly stronger than both 2-propanol and 2-propoxide, suggesting the formation
of a double bond between C2 and O (i.e., C=0).

The second peaks in the RDFs, located around the 2.4 A distance, correspond to the
C1-0 and C3-0 distances. Notably, the second peak is shorter for the H-deficient system
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Figure 52: Radial distribution function of Oaeenel and all H: (a) A-terminated Coz0y4
(001) surfaces, and (b) B-terminated Co3O4 (001) surfaces.

(blue curve in Figure 53 (b)), indicating that even the C1-O and C3-O distances are

shorter in acetone compared to both 2-propanol and 2-propoxide molecules.
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Figure 53: Radial distribution function of Ogjconor and all C: (a) A-terminated CozOy
(001) surfaces, and (b) B-terminated CozO4 (001) surfaces.

6.2.4 Adsorption Geometry

The time evolution of distance between the alcoholic oxygen and its Co adsorption site
(curve Co*T-O in Figure 51 (b) provides a hint that the distance between acetone and Co
is somewhat shorter, and thus probably stronger, than the bond between 2-propanol and
Co ( Figure 51 (a) and (c)), as is visible from the slight reduction of the distance in the
time interval from about 0.1 to 0.5 ps.

Figure 54 compares the simulation-averaged distribution function, denoted as g(Oconoi—
Co), for the shortest distance between the alcoholic (2-propanol, 2-propoxide, or acetone)
oxygen and its Co adsorption sites across all simulations. As previously shown, 2-propanol
undergoes dehydrogenation on the A-terminated surface in stoichiometric systems at el-
evated temperatures and in hydrogen-deficient environments even at room temperature.

This deprotonation process results in shorter and potentially stronger bonds, as indicated
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by the shift towards smaller values in the distribution functions for the elevated tem-
perature run (red) and the H-deficient system (blue) compared to the room temperature

reference (black).
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Figure 54: Distribution of distances between alcohol oxygen and closest cobalt ion: (a)
A-terminated CozOy4 (001) surfaces, and (b) B-terminated Co3O, (001) surfaces.

On the B-terminated surface (Figure 54 (b)), the behavior is different. The 2-propanol
molecule does not undergo chemical transformations at high temperatures, leading to only
a small shift in the distance distribution towards larger values, likely due to increased
thermal fluctuations. In contrast, the formation of acetone in the hydrogen-deficient
system is accompanied by slight shifts towards smaller distances. This downward shift in
the distance distribution can be attributed to reduced steric requirements in the absence
of two hydrogen atoms, although there is no indication that acetone forms a stronger
bond with the Co3t adsorption site. Overall, the differences in the distribution of pristine

uncharged 2-propanol relative to its corresponding base 2-propoxide (Figure 54 (a)) are
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more pronounced than the differences between the neutral alcohol 2-propanol and the
ketone acetone (Figure 54 (b)).

Another aspect of the adsorbate geometry is depicted in Figure 55, which shows the
distribution of the angle # between the surface normal and the intramolecular O4cono — C
vector. An angle of 0° indicates that the OC bond is parallel to the surface normal,
suggesting vertical adsorption of the 2-propanol molecule on the (001) surface. Conversely,
an angle of 90° indicates that the OC vector lies parallel to the surface plane.

Figure 55 (b) illustrates the distribution of the OC — Z angle for the A-terminated
surfaces. In the reference system, this angle ranges from 35° to 75°, with the highest
probability occurring around 50°. Increasing the temperature to 450 K broadens the
range of possible orientations to 20°-75° (upon formation of the 2-propionate base), with
the maximum probability between 40° and 50°. The H-deficient system at 300 K exhibits
slightly higher angle ranges compared to the reference system. In all cases, the OC vector
points away from the surface plane and is never directed towards the surface, as all angles
are at least 15° lower than 90°.

Figure 55 (c¢) demonstrates the distribution of the OC — Z angle for the B-terminated
(001) surfaces. The reference system shows an angle range of 35°-65°, with the highest
probability occurring around 50°, slightly lower than that of the A-terminated (001) sur-
face. Increasing the temperature to 450 K broadens the range to 35°-75° (attributable
to increasing thermal disorder), with the maximum probability around 60°. The angle
ranges for the H-deficient system at 300 K are slightly lower than those of the reference
system. As with the A-terminated systems, the OC vector always points away from the
surface plane, with all angles being at least 20° lower than 90°.

Overall, both A-terminated and B-terminated systems exhibit adsorption of 2-propanol
at an approximate angle of 50°. Furthermore, when compared to the highly concentrated
regime in the previous section (Figure 35), it can be concluded that there is limited vari-
ation in 2-propanol adsorption orientation under various conditions, concentrations, and
surface terminations. The adsorption angle remains around 50°£10°. These observations

align with the vSFG experimental findings mentioned in the previous chapter.®
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Figure 55: Distribution of angle between O,cono-C2 vector and surface normal Z (001)
axis: (a) schematic representation of the angle, (b) the distribution for the A-terminated
Co304 (001) surfaces, and (c) the distribution for the B-terminated Co30,4 (001) surfaces.
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6.2.5 Reaction Mechanism: 2-propanol Activation and Oxidation

2-propanol Activation (on A-terminated surface)

It was shown in Figure 50 that on the A-terminated surfaces, either in H-deficient envi-
ronment or at 450 K, 2-propanol dissociation occurs. To further illustrate this, Figure 56
presents the two stages of 2-propanol deprotonation for the stoichiometric system at 450 K
(as shown in Figure 50 (c)). The hydroxylation of the surface is evident in Figure 56, with
hydroxyl groups being transferred from the water film to the surface oxygen (since the
initial system consisted of 60 water molecules without any electrochemical perturbation).
One such dissociated water molecule (producing OH~ and H") approaches the vicinity
of the 2-propanol molecule (Figure 56 (a)). This OH™, abstracts the hydroxyl hydrogen
(green) from 2-propanol, resulting in the formation of a 2-propoxide molecule and a water

molecule (Figure 56 (b)). The resulting 2-propoxide molecule remains adsorbed on the

same Co?t site.

(b)

Figure 56: Snapshots of the A-terminated (001) surface at 450 K (top and perspective
views) before (a) and after (b) 2-propanol deprotonation. Co®*" (pink), Co?* (green), O
in Co304 (blue), O in water and 2-propanol (red), C (gray), H in hydoroxyl hydrogen
(green), and other H (white). Extra water are removed for clarity.
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2-propanol Oxidation (on B-terminated surface)

In the previous section, it was demonstrated that out of the six different simulation
systems (three different cases of A-terminated (001) surface and three different cases of
B-terminated (001) surface), only one exhibited the partial oxidation of 2-propanol and
the formation of acetone.

Figure 57 provides a view of the first 0.5 ps of the B-terminated H-deficient system
(Figure 51 (b)), capturing the deprotonation and dehydrogenation process. The four
stages of the 2-propanol partial oxidation reaction can be summarized as follows (see
Figure 58):

1. The 2-propanol molecule is adsorbed molecularly on a Co?" adsorption site via a
Co**-0 bond (Figure 58 (a)).

2. The hydroxyl hydrogen (from 2-propanol) is abstracted by a neighbor OH™ group
present in the water film. This leads to the formation of an adsorbed 2-propoxide

intermediate and water (Figure 58 (b)).

3. After about 400 fs, C—H bond cleavage and proton transfer to another neighboring
OH~ groups takes place (Figure 58 (c)).

4. The formation of an acetone molecule adsorbed on the same Co3* site and molecular

water present in the surrounding environment occurs (Figure 58 (d)).

Distance / A

0 100 200 300 400 500 600 700 800
Time / fs

Figure 57: The first 0.5 ps time evolution of the B-terminated H-deficient system at 300
K (see Figure 51 (b)) in which the partial oxidation of 2-propanol takes place.
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The fact that the Co3" adsorption site remains the same during the 2-propanol oxi-

dation reaction during the whole simulation time is in line with the recent experimental

6,7,32

reports showing that the Co3*t sites to be the stable adsorption sites during the

2-propanol oxidation.

(a) (b)

Figure 58: Snapshots of the four stages of 2-propanol partial oxidation reaction on the
B-terminated H-deficient system at 300 K (top view and perspective view). Co* (pink),
Co*™ (green), O in Coz04 (blue), O in water and 2-propanol (red), C (gray), H in 2-
propanol hydroxyl and CH group (green), and other H (white). Extra water are removed
for clarity.
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Figure 59 presents the charge density difference (CDD) observed at the oxidation steps
of 2-propanol on the B-terminated CozO, (001) surface. The CDDs were computed based
on equilibrium trajectories obtained from the snapshots shown in Figure 58. Specifically,
the figure displays the calculated CDDs for four specific states along the oxidation pathway
to acetone, labeled (a) through (d) in Figure 58.

(a) (b)

(c) (d)

sy
2

Figure 59: Charge density difference of adsorbed 2-propanol molecule on the Co®** site
through the simulation time for H-deficient environment at 300 K: (a), (b), (c¢) and (d)
correspond to the same snapshots from Figure 58. The iso-surfaces are drawn at the —
0.003 (cyan) and + 0.003 (yellow) e A3 density levels. The yellow regions indicate the
accumulation of electron density, while the cyan regions indicate the depletion of electron
density.

To compute the CDD, the electron densities of the substrate (Co3O4 slab) and the

adsorbates (water + 2-propanol) were subtracted from the total electron density of the
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compound system. In Figure 59, our focus is on the 2-propanol molecule, so the remaining
differences that reflect the bonding of water and hydroxy groups with the oxide surface
have been removed.

In this figure, yellow regions indicate the accumulation of (negative) charge, while
cyan regions indicate local reduction of electron density. State (a) shows that initially,
upon adsorption of 2-propanol, the electron density is shifted from the Co®** binding site
and the O-C bond towards the formation of a Co**~O bond.

During the acidic proton transfer, which breaks the O—H bond (b), and the subsequent
oxidative hydrogen bond transfer, which breaks the C-H bond (c), the charge accumu-
lation between oxygen and Co*' remains largely intact. Once the oxidation to acetone
is complete (d), the charge accumulation between oxygen and the cobalt ion is reduced,
indicating weaker interactions despite the small overall shift of the distance distribution

towards smaller values shown in Figure 54.

6.2.6 A-terminated vs. B-terminated (001) Surfaces for 2-propanol Oxida-

tion

One question that naturally arises is why the oxidative reaction occurs exclusively on the
B-terminated surface and not on the A-terminated surface. This observation is particu-
larly intriguing considering previous research® indicating that the A-terminated surface
of Co304 (001)/H50 interface is significantly more reactive than the B-terminated sur-
face. For instance, it has been demonstrated that when the Co3O4 (001) surface is fully
covered by water, approximately 16 water dissociations take place on the surface, whereas
the degree of hydroxylation for the B-terminated surface is less than 5 dissociations.®

To address this question, it is crucial to examine the specific details of the interface
on the B-terminated surface, as depicted in Figure 60. This figure shows different views
(top, front, left, and perspective) of the CozO4 (001)/H,0/2-propanol interface for the
H-deficient B-terminated system at 300 K (refer to Figure 47 (b) and Figure 51 (b)). From
a side view, it is evident that an epitaxial water layer forms on the Co3O,4 (001) surface,
which is absent on the A-terminated (001) surface. By considering all the oxygen atoms
of the adsorbed species (i.e., 2-propanol, HyO, or OH™), trajectory lines are depicted (in
green) for these atoms during the 20 ps of AIMD simulation (as shown below).

Figure 60 reveals two significant observations: (1) there are two types of HoO/OH™
species present on the surface: those that are strongly adsorbed on the Co3t adsorption
sites, exhibiting lower mobility, and those that are weakly bound to the surface, demon-
strating higher mobility; and (2) both deprotonation and dehydrogenation occur due to
the approach of two OH™ groups in the water film to the 2-propanol molecule. Conse-
quently, it can be deduced that the “mobile OH™ groups in the epitaxial water film” are
responsible for the partial oxidation of 2-propanol, and such OH™ groups are exclusively

present on the B-terminated (001) surface.
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Figure 60: Different views (top, front, left, and perspective) of the Co304 (001)/H50/2-
propanol interface for the H-deficient B-terminated system at 300 K (refer to Figure 47
(b) and Figure 51 (b)). Trajectory lines (green) depict the movement of the oxygen atoms
of all adsorbed species. The oxygen atom of the 2-propanol molecule is represented by a
red circle. Two OH™ groups approach the 2-propanol, abstracting both hydrogens from
the 2-propanol molecule. Color scheme: Co®' (pink), Co®*" (green), oxygen in Coz0y
(blue), oxygen in water and 2-propanol (red), carbon (gray), and hydrogen (white).
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6.2.7 Further Discussion

In summary, this section investigated the possible oxidative transformations of an isolated
2-propanol molecule embedded in a water layer on a CozO,4 (001) surface. Simulations
were performed for both the A-terminated surface (with a mixture of Co?*/Co?*t surface
ions) and the B-terminated oxide surface (only Co®" ions). The influence of temperature
for a stoichiometric water layer was studied by comparing identical systems at 300 K and
450 K, as well as comparing a stoichiometric water layer with a H-deficient water layer
where 8 hydrogen atoms were removed. Both systems were electroneutral.

On the A-terminated surface, the alcoholic species and its base were adsorbed via
the oxygen atom to a Co?' site. In the reference system at room temperature over a
period of 20 ps, no bond breaking was observed. In both the thermal and electrochemical
models, only proton transfer of the weakly acidic 2-proponal proton to the basic oxide
was observed. No further reaction took place.

On the B-terminated surface, adsorption took place on Co3zQy sites. In contrast to the
case of the A-terminated surface, no bond breaks via thermal activation of the stoichio-
metric water system on the B-terminated surface were observed, for which a lower degree
of hydroxylation than for the A-terminated Co30,4 (001) surface® has been reported. For
the H-deficient system, the reaction did not stop with the formation of 2-propanol. Again,
different from the case of the A-terminated surface, the reaction proceeded to the full 2-
electron oxidation step to form acetone. The hydrogen abstraction from the carbon atom
occurred as a distinct second step several hundred femtoseconds later than the proton ab-
straction step from the oxygen. Stabilization of the various species and intermediates by
hydrogen bonding from neighboring co-adsorbed water molecules and hydroxy groups was
evident from the analysis presented above. The neighboring OH groups were essential for
the reaction as they cooperated to accept the hydrogen atoms from the alcohol molecule.
The Co®" ions were the adsorption sites, and the organic oxygen atom remained attached
to the adsorption site throughout all observed reaction steps.

The six simulations presented in this section were performed in the dilute limit and
showed that the presence of the aqueous solvent is important. Thermal contributions to
oxidation appeared to be less influential than the local oxidative character in an electro-
chemical environment. As observed, an increase in temperature to 450 K only facilitated
the initial proton exchange between the organic solute and adsorbed solvent products,
irrespective of the nature of the surface termination. The first acid-base proton transfer
step was indeed more prevalent on the more strongly hydroxylated A-terminated surface
than on the B-terminated surface. However, partial oxidation, including electron transfer,
occurred in the studied systems only in an electrochemically oxidative environment.

At variance with such theoretical observations, recent experimental work®? has re-

ported a remarkable conversion of 2-propanol to acetone in the temperature range from
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373 K to 573 K, with a maximum conversion around 430 K for liquid phase but also for
gas phase oxidation. One possible shortcoming of the simulated model systems here is
the absence of a true oxidant such as an active oxygen or peroxo species so that hydrogen
atoms and electrons in the oxidation process must be accepted by the aqueous phase and
the oxide, respectively. Studying such a system with a true oxidant is the objective of the

next section.

6.3 2-propanol Oxidation in the Gas Phase

The motivation behind studying the oxidation of 2-propanol in the gas phase is to gain
insights into the similarities and differences, as well as the general characteristics, between
gas phase and liquid phase oxidation. Furthermore, by utilizing a true oxidizing agent
like oxygen (as discussed in section 6.2.7), the realistic impact of temperature can be
considered.

To investigate gas phase oxidation, dioxygen can be employed as the oxidizing agent,
which has been reported to dissociate on the CozO4 surface into two atomic oxygen species
in a previous experimental study.® For practicality, we assume that this dissociation
has already occurred. Therefore, the simulation consists of a system comprising the B-
terminated (001) surface, eight 2-propanol molecules, and eight adsorbed atomic oxygen
species. Figure 61 showcases the top (a), front (b), left (c), and perspective (d) views of
this system.

Partial oxidation of 2-propanol to form acetone occurs in only one out of the eight
2-propanol molecules, while the remaining seven molecules remain adsorbed in their molec-
ular state. The evolution of O-H, C-H, C-0, and Co**-O distances, for the dissociating
2-propanol molecule during the 20 ps of AIMD simulation is depicted in Figure 62. Ini-
tially, all bond lengths exhibit fluctuations around their original values. Throughout the
first 19 ps of the simulation, no dissociation takes place. However, in the final picosecond
of the simulation, both the hydroxyl hydrogen and hydrogen in CH group undergo ab-
straction, leading to the formation of an acetone molecule. Subsequently, as the O—H and
C—H bonds break, the C—O bond becomes shorter, indicating the formation of a double
bond due to acetone creation.

A distinct observation, in comparison to oxidation in the liquid phase, is that after
19 ps of inactivity (i.e., no dissociation), the system undergoes immediate deprotonation
and dehydrogenation. This behavior is specific to this particular simulation and has not

been observed in any of the previous simulations conducted in this study.

93



6.3 2-propanol Oxidation in the Gas Phase

‘ O (Cos04)
@ O (atomic) O H
@ O (2-propanol) ® H (2-propanol)

Figure 61: Initial snapshots of the AIMD simulation (top, front, left and perspective
views) for system consisted of the B-terminated (001) surface, eight 2-propanol molecules
and 8 adsorbed atomic oxygens at 300 K. Co (pink), O in Co30y4 (cyan), atomic O (red),
O in 2-propanol (orange), C (gray), H in O-H and C2-H (green), and other H (white).
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Figure 62: Evolution of O-H, C-H, C-O and Co*"-O distances for the B-terminated
(001) surface at 300 K during the 20 ps of AIMD simulation.

6.4 Comparison Between 2-propanol Oxidation in Liquid Phase
and Gas Phase

The comparison between oxidation in the liquid and gas phases raises the question of
whether there are fundamental differences between the two. To investigate this, we ex-
amined the time evolution of both cases to determine the exact timing of the reaction.
In Figure 63 (a), we observe the first 2 ps of the simulation for liquid-phase oxidation,
while Figure 63 (b) illustrates the last 2 ps of the simulation for gas-phase oxidation. A
noticeable distinction becomes apparent: in the liquid phase, the cleavage of O-H and
C—H bonds occurs sequentially, whereas in the gas phase, these cleavages happen simul-
taneously.

Figure 64 presents the evolution of Hirshfeld atomic charges for both liquid-phase (a)
and gas-phase (b) oxidations. In Figure 64 (a), we initially observe a higher positive charge
on the hydroxyl hydrogen compared to the hydrogen in C2-H, which aligns with chemical
intuition. As the oxidation reaction progresses and both hydrogens are abstracted and
transferred to neighboring OH groups, their atomic charges become equivalent. The
oxygen atom of the 2-propanol molecule starts with a charge of approximately — 0.2 e
but loses some electron density after the oxidation reaction, resulting in a total charge
of about — 0.05 e. C2 begins with a charge of approximately — 0.1 e and experiences a
decrease in electron density after the oxidation reaction, maintaining its new charge of
approximately + 0.35 e until the end of the simulation.

Similar trends and initial /final charge values are observed for the 2-propanol molecule
oxidized in the gas phase (Figure 64 (b)). The main difference lies in the simultaneous

charge transfer observed in gas-phase oxidation compared to the step-wise charge transfer
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in liquid-phase oxidation.

Overall, the oxidation process in aqueous solution can be characterized as proceeding
through “stepwise reactions”. Water plays an active role in facilitating oxidation by partic-
ipating in deprotonation and dehydrogenation reactions. In contrast, oxidation in the gas
phase can be characterized as involving “simultaneous/concerted” charge transfers. This
distinction can be attributed to the presence of OH groups (in the liquid phase), which
enable the temporary storage of transferring protons, allowing the oxidation reaction to

proceed stepwise—a process that is not possible in the gas phase.
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(b)

Figure 63: Evolution of O-H, C-H, C-O and Co*"-O distances for the B-terminated
(001) surface at 300 K during the 2 ps of AIMD simulation when the oxidation reaction
take place: (a) in the liquid phase and (b) in the gas phase.
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Figure 64: Evolution of Hirshfeld atomic charges of O (orange), C2 (violet), hydroxyl
hydrogen (green) and hydrogen in C2-H (blue) during the 20 ps of AIMD simulation
when the oxidation reaction take place: (a) in the liquid phase and (b) in the gas phase.
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6.5 2-propanol Oxidation in the Gas Phase at High Temperature

6.5 2-propanol Oxidation in the Gas Phase at High Temperature

Recent experimental work®? has highlighted the significant conversion of 2-propanol to
acetone within a temperature range of 373 K to 573 K both in liquid and gas phase
oxidation. In our previous models, it was suggested (as discussed in section 6.2.7) that
the absence of a true oxidant, such as an active oxygen or peroxo species, might ex-
plain the limitations in capturing the temperature impact observed in the aforementioned
experimental study. To test this hypothesis, the following investigation is conducted:

(1) The exact initial system described in section 6.3 (Figure 61) is employed

consisting of (Figure 65 (left)):

e 8 2-propanol molecules
e 8§ atomic oxygen species

(2) The temperature is subsequently raised from 300 K to 700 K. The final
result is displayed in Figure 65 (right), which includes:

e 3 water molecules (indicated by black circles)

4 OH groups

1 atomic oxygen species

4 acetone molecules

2 2-propoxide molecules

2 2-propanol molecules

Therefore, a total of four 2-propanol molecules are oxidized during the simulation. The
formation of water is a distinctive feature of this particular simulation. By comparing
these results with the system at 300 K, where only one 2-propanol oxidation took place,
it can be concluded that the earlier hypothesis regarding the impact of temperature in a

system with a true oxidant is confirmed.
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Initial Configuration Final Configuration

@® 0cooy Co
. O (atomic) O H
O (2-propanol) &) H (2-propanol)

Figure 65: Initial (left) and final (right) configurations of the AIMD simulation (top,
front, left and perspective views) for system consisted of the B-terminated (001) surface,
eight 2-propanol molecules and 8 adsorbed atomic oxygens at 700 K. Co (pink), O in
Co304 (cyan), atomic O (red), O in 2-propanol (orange), C (gray), H in O-H and C2-H
(green), and other H (white).
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7 Summary and Conclusions

In this work, ab initio Molecular Dynamics (AIMD) simulations are employed to investi-
gate the structure, dynamics, and reactivity of Co30, spinel interacting with 2-propanol,

water, and oxygen. The following conclusions are made:

Co30, (001)/2-Propanol Interaction

On the B-terminated Coz0,4 (001) surface, 2-propanol adsorbs molecularly on the Co®*
adsorption sites, although minor dissociation is also observed. The presence of water in
the environment hinders the dissociation of the 2-propanol molecule by deactivating the
lattice oxygen. The simulation results are in agreement with the vibrational sum frequency
generation spectroscopy (VSFG) experiment.®® The distribution of the angles between
the O-H vector and surface normal (z-axis) reveals that this angle varies between 70°
and 90°, indicating that the O-H bonds slightly point away from the surface. Elevated
temperature slightly reduces the 2-propanol/Co3zO4 (001) interaction by increasing the
adsorbate/Coz0,4 (001) distances. Although the Co®" ions are the primary adsorption
sites on the B-terminated (001) surface, Co?" ions also participate electronically upon 2-
propanol adsorption. On the A-terminated (001) surface, the adsorption sites are mainly
Co?" ions. The 2-propanol dissociation is more pronounced on the A-terminated (001)

surface, particularly at high temperatures.

Co30, (111)/2-Propanol and Co30, (110)/2-Propanol Interactions

On the Co304 (111) surface, 2-propanol molecules adsorb on Co®T sites, and in contrast
to the Coz04 (001) surface, all 2-propanol molecules fully dissociate. Co** ions on the
B-terminated (111) surface are significantly more involved compared to the B-terminated
(001) surface. This participation leads to the formation of Co®*™Og propoxide—Co*T bridges
between adsorption sites and the adsorbates. Additionally, the Mars-van Krevelen mech-
anism is observed on the (111) surface, in which a surface OH group is converted to water
by abstracting the hydroxyl hydrogen of a 2-propanol molecule, leaving an oxygen vacancy
in the lattice.

The B-terminated Co3z0,4 (110) surface exhibits higher activity for 2-propanol disso-
ciation compared to the B-terminated (001) surface. The reactivity of the B-terminated
Co304 (110) surface increases sharply with temperature. This temperature-dependent
surface activity is attributed to the presence of peculiar “two-fold” coordinatively unsat-
urated surface oxygen, which is unique to the B-terminated CozO4 (110) surface. The
activity of these “two-fold” surface oxygens substantially increases with temperature.

Overall, both B-terminated (111) and (110) surfaces demonstrate higher activity to-
wards 2-propanol dissociation compared to the (001) surface. While the (111) surface

exhibits higher reactivity at lower temperatures, at higher temperatures, the (110) sur-
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face can be as active as the (111) surface.

2-Propanol Oxidation in the Liquid Phase

On the A-terminated (001) surface, the hydrated 2-propanol molecularly adsorbs on
a Co?" ion. However, increasing the temperature or creating an H-deficient environment
causes the 2-propanol molecule to dissociate, producing 2-propoxide.

On the B-terminated (001) surface, the hydrated 2-propanol molecularly adsorbs on
a Co®" ion. Increasing the temperature does not impact the molecular adsorption of
2-propanol. However, manipulating the electrochemical potential of the water film by
removing a few H atoms leads to the partial oxidation of 2-propanol. The produced
acetone is shown to remain adsorbed on the same Co®" adsorption site for the rest of
the simulation. The various stages of 2-propanol partial oxidation are discussed in detail,
supplemented by charge analysis. The B-terminated (001) surface is found to be favorable
for the partial oxidation of 2-propanol due to the existing “mobile OH™ groups” available

in the epitaxial water film.

2-Propanol Oxidation in the Gas Phase

One limitation of the previous model for simulating 2-propanol oxidation was its in-
ability to realistically capture the impact of temperature, mainly due to the lack of a
true oxidizing agent such as active oxygen species. By introducing oxygen species into
the system, the oxidative dehydrogenation of 2-propanol is observed at high temperature.
During this reaction, 2-propanol and oxygen, as the reactants, are converted into acetone
and water.

By comparing the oxidation of 2-propanol in the liquid phase and gas phase, it is
shown that the oxidation process in the aqueous solution occurs through stepwise reac-
tions. Water plays an active role by participating in deprotonation and dehydrogenation
reactions, facilitating the oxidation process. In contrast, oxidation in the gas phase in-
volves simultaneous or concerted charge transfers. This distinction can be attributed to
the presence of hydroxide groups (OH™) in the liquid phase, which enable the temporary
storage of transferring protons. This allows for the stepwise progression of the oxidation

reaction, a process that is not possible in the gas phase.

Final Remark

Overall, it can be said that the interaction between water and transition metal oxides
(TMOs), such as Coz0y, exhibits a higher level of complexity compared to the water /metal
interface. Water plays a multifaceted role at this interface, with both positive and neg-
ative effects on the 2-propanol oxidation process. On the positive side, water facilitates
2-propanol oxidation by providing “mobile OH™ groups” that can temporarily store pro-

tons. Additionally, previous studies™ have demonstrated that water also promotes the
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activation of O, in gas-phase oxidation. On the negative side, water can compete with
2-propanol molecules for the adsorption sites. It also diminishes the surface reactivity
by deactivating the lattice oxygens of the TMOs. Determining which of these compet-
ing factors ultimately plays the decisive role for the oxidation reaction remains an open

question.
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Appendix

Al. DFT Settings

The following (Table 2) is the DFT settings for performing the Born-Oppenheimer Molec-

ular Dynamics simulation in CP2K :

Table 2: DFT setting in CP2K.

Keyword

Setting

BASIS SET FILE NAME
POTENTIAL FILE NAME
CUTOFF

REL CUTOFF

NGRIDS

METHOD

EPS DEFAULT
EXTRAPOLATION
PERIODIC

SURF_DIP DIR

EPS_SCF

MAX_SCF
PRECONDITIONER
ENERGY GAP

MINIMIZER

BROYDEN BETA

XC_ FUNCTIONAL
DISPERSION FUNCTIONAL
TYPE
CALCULATE C9 TERM
REFERENCE (9 TERM
PARAMETER FILE NAME
REFERENCE FUNCTIONAL

BASIS MOLOPT
GTH_POTENTIALS
500

60

5

GPW

1.0E-10

LINEAR WF
XYZ

Z

1.0E-6

50

FULL KINETIC
1.2

BROYDEN
8.50000000E-001
PBE
PAIR_POTENTIAL
DFTD3(BJ)
TRUE.

TRUE.
./dftd3.dat

PBE
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A2. Basis Sets, Pseudopotentials and Spin Configurations

The basis sets, pseudopotentials and spin configurations of the Co®**, Co?T and O*~ (as

discussed in section 1.4) are as follows:

Table 3: Basis Sets, Pseudopotentials and Spin Configurations for Co®* (type 1).

Keyword Setting
KIND Col
ELEMENT Co

BASIS SET DZVP-MOLOPT-SR-GTH
POTENTIAL GTH-PBE-q17
DFT PLUS U

L 2

U _MINUS J 2.0 (eV)
ALPHA

NEL -1-2

L 20

N 34

BETA

NEL -1-2

L 20

N 34
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Table 4: Basis Sets, Pseudopotentials and Spin Configurations for Co?* (type 2).

Keyword Setting
KIND Co2
ELEMENT Co

BASIS SET DZVP-MOLOPT-SR-GTH
POTENTIAL GTH-PBE-q17
DFT PLUS U

L 2

U _MINUS J 2.0 (eV)
ALPHA

NEL +3-2

L 20

N 34

BETA

NEL -3 -2

L 20

N 34

Table 5: Basis Sets, Pseudopotentials and Spin Configurations for Co?* (type 3).

Keyword Setting
KIND Co3
ELEMENT Co

BASIS SET DZVP-MOLOPT-SR-GTH
POTENTIAL GTH-PBE-q17
DFT PLUS U

L 2

U MINUS J 2.0 (eV)
ALPHA

NEL -3 -2

L 20

N 34

BETA

NEL +3-2

L 20

N 34
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Table 6: Basis Sets, Pseudopotentials and Spin Configurations for O%~.

Keyword Setting
KIND O
BASIS SET DZVP-MOLOPT-SR-GTH
POTENTIAL GTH-PBE-q6
ALPHA
NEL +2
L 1
N 2
BETA
NEL +2
L 1
N 2
Table 7: Basis Sets and Pseudopotentials for H and C atoms.
Keyword Setting
KIND C
BASIS SET DZVP-MOLOPT-SR-GTH
POTENTIAL GTH-PBE-¢4
KIND H
BASIS SET DZVP-MOLOPT-SR-GTH
POTENTIAL GTH-PBE-q1
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A3. Simulation Cells and MD Settings

Table 8: Simulation cells for the (001), (111), and (110) surfaces.

Keyword

Setting

ABC (001)

ABC (111)

ABC (110)
MULTIPLE_UNIT CELL
COORD_FILE_FORMAT
COORD_FILE NAME

16.177 16.177 50.0
19.812 11.438 50.0
22.877 16.177 50.0
111
XYZ

initial config.xyz

Table 9: MD settings in CP2K.

Keyword Setting
ENSEMBLE NVT
STEPS 40000
TIMESTEP 0.50
TEMPERATURE 300.0
COMVEL_ TOL 1.0E-10
REGION GLOBAL
TYPE NOSE
TIMECON 100 (fs)
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A4. Simulation Data
The simulation data utilized in this work can be accessed through the repository
of the Faculty of Theoretical Chemistry at Universitat Duisburg-Essen. The following

categorization outlines the specific simulation data utilized in each chapter:

Chapter 5 Simulation Data

Co304 (001) Surface (section 5.2):

Directory:

Trieste: /Cache/aomranpoor /CobaltOxide /Simus/pure-2prop/

Simulation Names:

198 MD A 8x2prop Co2+ 300K
199 MD B 8x2prop Co3+ 300K
205 MD A 8x2prop_ Co2+ 450K
206 MD B _8x2prop Co3+ 450K
213 199 MD B 8x2prop 1H 300K

Description:
198: 20 ps MD simulation consisted of 8 2-propanol molecules on the A-terminated (001)
surface at 300 K (Reference System)

199: 20 ps MD simulation consisted of 8 2-propanol molecules on the B-terminated (001)
surface at 300 K (Reference System)

205: 20 ps MD simulation consisted of 8 2-propanol molecules on the A-terminated (001)
surface at 450 K

206: 20 ps MD simulation consisted of 8 2-propanol molecules on the B-terminated (001)
surface at 450 K

213: 20 ps MD simulation consisted of 8 2-propanol molecules on the hydroxylated B-
terminated (001) surface at 300 K

Co304 (111) Surface (section 5.3):

Directory:
Trieste: /Cache/aomranpoor /CobaltOxide /Simus/111/

Simulation Names:
214 MD 111 B_8x2prop_ 300K
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228 MD 111 B 8x2prop +8H 300K
229 MD 111 B 8x2prop +8H 450K

Description:

214: 20 ps MD simulation consisted of 8 2-propanol molecules on the B-terminated (111)
surface at 300 K (Reference System)

228: 20 ps MD simulation consisted of 8 2-propanol molecules on the hydroxylated B-
terminated (111) surface at 300 K

229: 20 ps MD simulation consisted of 8 2-propanol molecules on the hydroxylated B-
terminated (111) surface at 450 K

Co0304 (110) Surface (section 5.4):

Directory:
Trieste: /Cache/aomranpoor /CobaltOxide /Simus/110/

Simulation Names:
203 MD 110 _B_8x2prop Co3+ 300K
204 MD 110 _B_8x2prop Co3+ 450K

Description:
203: 20 ps MD simulation consisted of 8 2-propanol molecules on the B-terminated (110)
surface at 300 K (Reference System)

204: 20 ps MD simulation consisted of 8 2-propanol molecules on the B-terminated (110)
surface at 450 K

Power Spectra — 2-propanol gas molecule (section 5.6):

Directory:

Trieste: /Cache/aomranpoor /CobaltOxide /Simus/gas-phase/

Simulation Name:
267 _MD _ gas-phase 1x2prop_ 300K

Description:

267: 70 ps MD simulation of a single 2-propanol gas molecule (to be used as the reference

spectrum)
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Chapter 6 Simulation Data

2-propanol Oxidation in Liquid-phase (section 6.2):

Directory:
Trieste: /Cache/aomranpoor /CobaltOxide /Simus /2-propanol /long-run/20ps/

Simulation Names:

133_MD_B_ 1x2prop Co3+ +60WM 300K Ref
131 MD_ B 1x2prop Co3+ _ +60WM_-8H 300K
134 MD_ A 1x2prop_Co2+ +60WM 300K Ref
135_MD_ A 1x2prop_Co2+ +60WM _-8H 300K
136 MD B 1x2prop Co3+ +60WM 450K

137 _MD_ A 1x2prop_Co2+ +60WM 450K

Description:
133: 20 ps MD simulation consisted of a single 2-propanol molecules + 60 water molecules
on the B-terminated (001) surface at 300 K (Reference System)

131: 20 ps MD simulation consisted of a single 2-propanol molecules + 60 water molecules

on the B-terminated (001) surface at 300 K (8 H atoms are removed from the system)

134: 20 ps MD simulation consisted of a single 2-propanol molecules + 60 water molecules
on the A-terminated (001) surface at 300 K (Reference System)

135: 20 ps MD simulation consisted of a single 2-propanol molecules + 60 water molecules

on the A-terminated (001) surface at 300 K (8 H atoms are removed from the system)

136: 20 ps MD simulation consisted of a single 2-propanol molecules + 60 water molecules
on the B-terminated (001) surface at 450 K
137: 20 ps MD simulation consisted of a single 2-propanol molecules + 60 water molecules
on the A-terminated (001) surface at 450 K

2-propanol Oxidation in Gas-phase (section 6.3 - 6.5):

Directory:
Trieste: /Cache/aomranpoor /CobaltOxide /Simus/TC/

Simulation Names:
194 MD_ B _ 8x2prop 8xO 300K 2
193 MD_B_8x2prop 8xO_ 700K

Description:
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194: 20 ps MD simulation consisted of 8 2-propanol molecules + 8 atomic Oxygen on the
B-terminated (001) surface at 300 K (Reference System)

193: 20 ps MD simulation consisted of 8 2-propanol molecules + 8 atomic Oxygen on the
B-terminated (001) surface at 700 K

Chapter 4 Simulation Data

Directory:
Trieste: /Cache /aomranpoor /CobaltOxide /Simus/Bulk/

Simulation Names:

272 MD Bulk 300K

Description:

272: 72 ps of MD simulation consisted of the bulk Co30, spinel at 300 K
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