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Abstract

For the majority of innovations, the tailored synthesis of functional materials is
essential, making thin film deposition techniques like chemical vapor deposition
(CVD) important for a sustainable future. Investigating the manufacturing charac-
teristics of the CVD method used to create thin films is crucial since precise control
and modeling of the process is important for its long-term viability.

Thin film deposition often has its origin in a gas-phase decomposition of the
precursor and any reactants involved, forming the “true” precursors responsible for
film growth. A major obstacle in the characterization of these deposition processes
is the difficulty to detect highly complex initial reactive intermediates and primary
pyrolysis products with lifetimes of a few hundreds of microseconds. The goal of
this thesis was the fundamental understanding of the gas-phase chemistry and ki-
netics upon thermal decomposition of three metal-organic precursors, Al(CsH705)s,
Zr(C5H704)4 and Fe(CsHs)a, which are commonly used in the synthesis of thin
metal oxide films and functional nanomaterials. This includes the identification
and characterization of reactive intermediates that are generated upon the thermal
decomposition of these metal-organic complexes. In each experiment, the precursor
was pyrolytically decomposed in a resistively heated silicon-carbide (SiC) microreac-
tor up to a temperature of 1500 K. The gaseous sample leaving the SiC microreactor
was subsequently analyzed by vacuum ultraviolet double imaging photoelectron
photoion coincindence spectroscopy (VUV-i2PEPICO). Given the capabilities of
i?’PEPICO coupled to a tunable synchrotron lightsource providing VUV photons,
intermediates, such as radicals, but also metal-containing species were successfully
assigned based on their ionization thresholds (PIE) and molecular fingerprints
(ms-TPES). Temperature-dependent species profiles were derived which give hints
on the underlying chemistry.

In the case of the metal p-diketonate precursors, the results show that the
precursor is decomposed at lower temperatures below 600 K mainly due to surface
reactions with the wall. This primary decomposition channel affords the formation
of AI(OH)2(C5H7032) or Zr(OH)s(C5H704)s together with CigH1205. The analysis
of the dataset at temperatures above 600 K hints on a change in the mechanism,
where the gas-phase decomposition of Al(C5H;0,); and Zr(CsH;O3)s becomes
dominant. In the case of Al(C5H702)3 the major reaction pathway was rationalized
where the precursor decomposes in the gas-phase forming Al(CsH;05)(C5;HgO2)
and acetylacetone (CsHgO,) at temperatures above 600 K in inert atmosphere.
Kinetic parameters were determined and are in good agreement with literature

vii



values at similar conditions. It is demonstrated that the thermal decomposition of
Al(acac)s follows first-order kinetics in the gas-phase with an activation energy of
57 + 4kJmol ' and a reasonable pre-exponential factor.

In the second reaction system, using Zr(CsH7O5),, six important Zr-intermediates
such as Zr(C5H705)2(C5HgO4) were assigned for the first time and a complete gas-
phase reaction scheme in the temperature range from 400 to 900 K is presented.
First, in a primary decomposition step Zr(C5;H702)2(C5HgO3) is formed. Based on
this the mechanism proceeds in a parallel and consecutive manner which finally
forms ZrO(CsHgO,), the final intermediate before subsequent surface reactions
lead to film growth at temperatures higher than 850 K. Additionally, adiabatic
ionization thresholds of the Zr-intermediates were determined which can be used to
identify metal-containing reactive intermediates in CVD processes using zirconium
precursors. For both precursors, several hydrocarbons and oxygenated by-products
such as m/z 100 acetylacetone, m/z 82 acetylallene and m/z 58 acetone were
characterized and reaction pathways were rationalized.

In a third experiment, the thermal decomposition behavior of the ferrocene
(Fe(Cp)a) was investigated in inert and reductive atmosphere. The reaction mecha-
nism is a two-step process. The initial decomposition takes place at temperatures
below 900 K. Here, cyclopentadienyl radicals and cyclopentadiene are released to
the gas-phase, but no iron containing intermediate was found in the gas-phase.
This is most likely because the iron-containing intermediate is adsorbed on the
surface. At higher temperatures a rapid decomposition of Fe(Cp)s in the gas-phase
and the formation of atomic iron was observed. The addition of 10% hydrogen
significantly changes the reaction mechanism. First, the addition of hydrogen adds
up to the hydrogen pool on the surface. This in turn enhances the reaction of the
cyclopentadienyl radicals with hydrogen on the surface forming cyclopentadiene
in excess. Second, catalytic H-losses lead to a rupture of the ligand and a high
carbon content on the surface which was rationalized by a black residue on the
surface, as well as the formation of CsH, hydrocarbons that were released to the
gas-phase. The activation energy for these reaction steps was determined and aligns
well with previously published literature values using alternative reactor models
and detection techniques.

The results of this thesis show that by combing experimental data with numerical
simulations of the flow field, one can elaborate on the thermal decomposition
pathways of CVD precursors, when the lifetime of the intermediates is on the order
of microseconds. The data provided can be used to identify reactive molecules
in CVD reaction systems and model the process. Modeling the process helps to
improve the understanding of reaction mechanisms in CVD reactors and decrease
possible impurities or parasitic side reactions which in turn are detrimental for the
film growth rate.
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Zusammenfassung

Im Rahmen der meisten technischen Innovationen hin zu einer nachhaltigeren
Zukunft werden funktionelle Materialien eingesetzt. Zur Synthese dieser Mate-
rialien werden haufig Diinnschichttechnologien, wie exemplarisch die chemische
Gasphasenabscheidung (CVD) genutzt. Um ein CVD-Verfahren zu modellieren,
zu skalieren und funktionelle Materialien mit den gewtlinschten Eigenschaften zu
erzeugen ist ein grundlegendes Verstandnis der beteiligten chemischen Prozesse von
grofler Bedeutung.

Héaufig ist die Zersetzung des Vorlaufers in der Gasphase der erste Schritt des
Abscheideprozesses. Die Charakterisierung der anfanglichen Reaktionsprozesse
in der Gasphase gestaltet sich jedoch aufgrund der hohen Reaktivitat und damit
kurzen Lebensdauer der primaren Pyrolyseprodukte schwierig. Das primére Ziel
dieser Arbeit war daher die Untersuchung und das grundlegende Verstandnis der
Gasphasenchemie und -kinetik der thermischen Zersetzung dreier metallorganischer
Vorlaufer, Al(CsH;03)3, Zr(CsH705)4 und Fe(CsHs),, die tiblicherweise bei der
Synthese von diinnen Metalloxid-Filmen und funktionellen Nanomaterialien verwen-
det werden. Dies beeinhaltet die Identifizierung und Charakterisierung reaktiver
Zwischenprodukte, die bei der thermischen Zersetzung dieser metallorganischen
Komplexe entstehen. Die Vorldufer wurden dazu zunéchst in einem widerstands-
beheizten Siliziumkarbid (SiC)-Mikroreaktor bei Temperaturen bis zu 1500 K
thermisch zersetzt und die gasférmige Probe am Austritt des SiC-Mikroreaktors
mittels der isomerselektiven vakuum-ultravioletten Photoelektronen-Photoionen-
Koinzidenzspektroskopie (VUV-i?PEPICO) analysiert. Mit Hilfe dieser Methode
konnten reaktive organische Zwischenprodukte, sowie metallhaltige Intermediate
anhand ihrer Tonisationsschwellen (PIE Kurven) und der spektroskopischen Fin-
gerabdriicke (ms-TPES) erfolgreich detektiert und zugeordnet werden. Auf Basis
dieser Charakterisierung wurden temperaturabhangige Speziesprofile abgeleitet, die
Hinweise auf die zugrunde liegende Chemie geben.

Im Falle der untersuchten [-Diketonat Metallkomplexe, Al(CsH;O2); und
Zr(CsH704)4, konnten zwei Temperaturbereiche identifizieren. Die Ergebnisse
zeigen, dass der Vorlaufer bei niedrigeren Temperaturen unter 600 K hauptsach-
lich aufgrund von Oberflichenreaktionen an der Wand zersetzt wird. Dieser
primére Zersetzungskanal ermoglicht jeweils die Bildung von Al(OH)y(C5H70,)
und Zr(OH)y(C5H704)s zusammen mit C1oH;305. Die Analyse der Datensétze bei
Temperaturen oberhalb von 600 K deutet auf eine Anderung des Mechanismuses hin,
bei der die Gasphasenzersetzung von Al(CsH;03)3 und Zr(CsH702), dominant wird.
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Im Fall von Al(C5;H;O,)3 lasst sich der Hauptreaktionsweg mit der Bildung des
Intermediates Al(C5H702)(C5;HgO2) und Acetylaceton (CsHgOs) bei Temperaturen
iiber 600 K beschreiben. Die kinetischen Parameter fiir diese Gasphasenreaktion
wurden bestimmt und die erste Reaktionsordnung wurde experimentell bestatigt.

Bei der Zersetzung von Zr(CsH702), wurde eine komplexere Gasphasenchemie
beobachtet. Basierend auf der Charakterisierung von sechs wichtigen Zr—Zwischen-
produkten wurde zum ersten Mal ein umfassendes Gasphasen-Reaktionsschema im
Temperaturbereich von 400 bis 900 K aufgestellt. Zunachst wird in einem priméren
Zersetzungsschritt Zr(CsH;0O5)2(C5HgO3) gebildet. Darauf aufbauend verlauft
der Mechanismus vornehmlich konsekutiv, wodurch in drei Schritten schliellich
ZrO(CsHgO4) gebildet wird. Dieses Intermediat fungiert als Vorlaufer fiir die
nachfolgende Oberflichenreaktionen, die schlussendlich zum Filmwachstum bei
Temperaturen iiber 850 K fithren. Dariiber hinaus wurden die adiabatischen Ion-
isierungsschwellen der Zr—Zwischenprodukte bestimmt, die zukiinftig zur Identi-
fizierung metallhaltiger reaktiver Zwischenprodukte verwendet werden koénnen. Fiir
beide Ausgangsstoffe wurden mehrere Kohlenwasserstoffe und sauerstofthaltige
Nebenprodukte wie m/z 100 Acetylaceton, m/z 82 Acetylallene und m/z 58 Aceton
charakterisiert und die jeweiligen Reaktionswege zur Bildung derselben diskutiert.

In einem dritten Experiment wurde das thermische Zersetzungsverhalten des Fer-
rocens (Fe(Cp)s) mit und ohne Zugabe von 10% Wasserstoff untersucht. Zunéchst
lief§ sich eine oberflichenkatalytische Zersetzung bei Temperaturen unterhalb von
900 K beobachten. Dabei werden Cyclopentadienyl-Radikale und Cyclopentadien in
die Gasphase freigesetzt. Bei hoheren Temperaturen wurde eine schnelle Zersetzung
von Fe(Cp)s in der Gasphase und die Bildung von atomarem Eisen beobachtet.
Die Zugabe von 10% Wasserstoff verdndert den Reaktionsmechanismus. Erstens
wird durch die Zugabe von Wasserstoff die Anzahl der Wasserstoffatome an der
Oberfliche vergroflert. Dies wiederum verstérkt die bimolekulare Reaktion der
Cyclopentadienyl-Radikale mit dem an der Oberfliche adsorbiertem Wasserstoff,
wobei grofle Mengen Cyclopentadien gebildet werden. Zweitens fithren katalytis-
che H-Verluste zu einem Bruch des CsHs-Liganden und somit zu einem hohen
Kohlenstoffgehalt auf der Oberfliche. Sowohl fiir die unimolekulare Zersetzung, als
auch fiir die bimolekulare Reaktion mit Wasserstoff wurden kinetische Parameter
bestimmt, die gut mit den bisher verdffentlichen Daten tibereinstimmen.

Die Ergebnisse dieser Arbeit zeigen, dass eine Untersuchung der thermischen Zer-
setzung von CVD-Vorlaufern in der Gasphase in einem Mikroreaktor unter Zubhilfe-
nahme von Simulationen des Stromungsfeldes moglich ist und metallhaltige reaktive
Zwischenprodukte mit einer Lebensdauer in der GroBenordnung von Mikrosekun-
den erfolgreich nachgewiesen werden kénnen. Die bereitgestellten kinetischen
und mechanistischen Daten konnen verwendet werden, um reaktive Molekiile in
CVD-Reaktionssystemen zu identifizieren und den Prozess zu modellieren. Die
Modellierung des Prozesses tragt zu einem besseren Verstandnis der Reaktion-
smechanismen in CVD-Reaktoren bei und verringert durch geeignete Wahl der
Reaktionsparameter mogliche Verunreinigungen oder parasitdre Nebenreaktionen,
die sich wiederum nachteilig auf die Filmwachstumsrate auswirken.
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Chapter 1

Introduction and Motivation

In high-tech societies thin films and coatings are embedded in almost everything
around us and affect every aspect of our life. The annual worldwide market for thin
film technology in 2020 was worth 27.6 billion US dollars and is expected to grow
in excess of 8.3% per annum in the forecast period from 2021 to 2028, reaching 53.2
billion US dollars by 2028 [1]. A major factor for that growth is that thin films have
distinct advantages over bulk material because their properties are not restrained
to the design and control of heat treatment procedures to tune the properties of
alloys using phase diagrams. In contrast, by using thin film technologies, numerous
compositions of thin films can be engineered which modify the functionality of the
bulk material by amplifying or adding new desired properties, with respect to a
specific demand.

Various approaches exist to deposit thin films on substrates and to tailor
materials for a specific application, such as physical vapor deposition or sputtering.
The final objective of any deposition methodology is to produce a thin film of high
quality in a reproducible manner on industrial scale. A scalable, high-throughput
manufacturing process to deposit solid materials on surfaces at high temperatures
from gaseous precursors is called chemical vapor deposition (CVD) [2]. The method
is characterized by a sequence of complex homogeneous-heterogeneous reactions
and meets the aforementioned criteria because of its numerous advantages. These
include adjustable deposition rates and conditions, the scalability and the ability to
control and minimize the critical deposition parameters, such as temperature and
pressure. With respect to film quality aspects, CVD ensures reproducibility in film
thickness, composition and purity. Considering the chemical compounds used to
perform CVD, a high flexibility to use a wide range of precursors, such as halides,
hydrides and organometallic compounds, is ensured, which expands the variety of
films to be deposited [2, 3]. Especially its non-line-of-sight nature demarks CVD
from other deposition methods, such as physical vapor deposition or sputtering,
with beneficial effects on a uniform thickness of coatings of complicated shapes.

This is why many of the largest multi-billion dollar industries use CVD methods,
or their products, in manufacturing and tailoring their devices [3, 4]. This includes,
but is not limited to the fields of energy conversion [5, 6, 7, 8, 9] and storage
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[10, 11, 12, 13], electronics [14, 15, 16], optoelectronics [17, 18, 19], sensors [20],
thermal insulation barriers [21, 22, 23], surface hardening [24, 25] and nanomaterials
(26, 27, 28]. In order to obtain a fundamental understanding of the processes
underlying the synthesis and functionalization of materials produced by CVD, much
attention was paid on these topics by researchers over the last two decades. This is
mainly because the underlying chemical processes are a major factor influencing
the efficiency and properties of the functional materials obtained. Previous findings
regarding the role of gas-phase chemistry in CVD processes underlined that the
decomposition pathways and reactions in the gas-phase are a central issue among
the whole chemical process [29].

1.1 The Role of Gas-Phase Reactions

1.1.1 Overview

The synthesis of thin films by CVD and functional nanomaterials by chemical vapor
synthesis (CVS) is driven by the complex chemistry of the metal-organic precursor
used. Unlike in atomic layer deposition, where the process is easily controlled by
surface reactions, in CVD the chemical mechanism is complicated by preceding gas-
phase reactions that are often parasitic when the goal is surface growth [30, 31, 32].
Usually the reaction sequence in CVD involves both gas-phase and surface reactions
[33]. A simplified model consisting of the sequential physical and chemical steps
involved in the formation of thin layers by the thermal CVD method is shown in
Fig. 1.1. The most important process steps can be summarized as follows [29]:

@ Gas-phase reactions: After evaporation and transport of the reagents
(i.e., precursor and reactive gases) into the reactor, the precursor is partially
decomposed in a unimolecular homogeneous gas-phase reaction or, if reactive
gases are present, in a bimolecular reaction. This leads to the formation of
various stable and unstable metal-organic intermediates as well as gaseous
by-products, including short-lived free radicals.

@ Mass transport: The reactants formed by the initial decomposition reactions
diffuse through the boundary layer towards the substrate surface.

@ Adsorption and surface reactions: After diffusion through the boundary
layer, the intermediates may adsorb on the surface where they can undergo
subsequent heterogeneous surface reactions that may lead to a release of
by-products into the gas-phase.

@ Surface diffusion: The adsorbed species diffuse on the surface to growth
sites, where nucleation and surface reactions form a thin film.

@ Desorption: Organic by-products from surface reactions could desorb and
be released into the gas-phase by mass transport through the boundary layer
during any step between @ and @
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| Homogeneous gas-phase reactions |

o0
Gascous @ — ®%e + Intermediates ' — .
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! Boundary layer

| Heterogeneous surface reactions | )
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Figure 1.1: Schematic of typical CVD and CVS process using an iron precursor
(ferrocene), based on [29]. The precursor molecule is used for two purposes, (a) the
growth of encapsulated nanoparticles in the gas-phase by CVS and (b) the surface
growth of carbon nanotubes on catalytic iron particles by CVD. The numbers from
@ to @ are explained in the text.

It is the richness of chemistry of the precursors that makes layers with various
properties possible. However, with variety comes complexity. This is mainly valid
for the associated deposition parameters that are not easy to control and handle.
In general, three regions of film growth as a function of temperature are defined
for a CVD process, where the growth rate is either controlled by the kinetics or by
mass transport. At high temperatures, desorption of the precursor or prereactions
in the gas-phase may lower the growth rate. Often process parameters encompassed
within the kinetically controlled regime are chosen for synthesis, which is located
at relatively low temperatures, where the surface deposition is either controlled by
surface or gas-phase reactions.

From the process scheme in Fig. 1.1, we can anticipate that the extent of gas-
phase reactions primarily depends on macroscopic parameters such as temperature,
pressure and composition. The influence is increased with increasing temperature
and reactant concentration as well as in low pressure environments, due to larger
mean free paths of molecules [34]. While for low partial pressures of the reactants
and at relatively low temperature, surface reactions dominate, at high partial
pressure and high temperature the gas-phase reactions, which are in some cases
necessary to form the desired surface-active growth species [35], are an important
factor [36, 37]. At sufficiently high temperatures, the precursor already reacts in
the gas-phase and may form particles (gas-phase nucleation/ particle formation/
generation of nanoparticles) by CVS [38] (see Fig. 1.1 (a)). In some cases, this is
desired, for example to form powders with high purity [39]. Yet in many cases,
these prereactions lead to a contamination of the thin film by fractional parts of
the precursor ligands and are therefore detrimental when the goal is surface growth
[40]. In the case of carbon nanotube synthesis, the catalyst, promoting the growth
of these functional materials, could be deactivated by reaction intermediates and
products that stem from gas-phase reactions [41].

In summary, not only properties of a thin film, such as the phase formation,
crystalline orientation, surface morphology, and stochiometry depend on the ther-
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modynamics and kinetics of the reaction system, but also a detrimental defect
concentration and poor film adhesion, as well as quality and functionality of the film
are influenced by the underlying chemical mechanism, especially in the gas-phase
[42, 43]. Therefore, controlling the whole process requires a complete understanding
of its initial steps in the gas-phase to obtain materials, having the required physical
and chemical properties. Popular examples, where gas-phase reactions play an
important role in the deposition process, are the growth of graphite and diamond
from hydrocarbon precursors [44]. But also when using metal-organic precursors the
analysis of gas-phase reactions should not be omitted [27, 45, 46]. Because of this
an accurate description of the gas-phase kinetics is of great importance to model
and understand film growth processes. This holds true especially for modeling the
whole deposition process, where a complete set of reactions is necessary.

Likewise the analysis of gas-phase reactions is of great importance for the
exemplary metal g-diketonate and organometallic precursors investigated in this
study; aluminium(IIT)acetylacetonate Al(C5H7O3)3, zirconium(IV)acetylacetonate
Zr(C5H704),* and ferrocene Fe(CsHs)o®. Given the high metal-oxygen bond
strengths of metal S-diketonates [47], the homogeneous decomposition of the first
two precursors is considered as the rate-limiting step for film growth [40], while
ferrocene has an even higher bond dissociation energy of 382kJ mol™'[48]. Conse-
quently, the characterization and role of the gas-phase chemistry and kinetics of
these precursors is of particular interest. In the following, a short literature review
on the most important aspects of gas-phase related studies in general and with
respect to the aforementioned precursors in particular, is presented.

1.1.2 Mechanism & Kinetics

In general, there exist various approaches to model the gas-phase part of a CVD
process thermodynamically, but also kinetically. While equilibrium calculations
answer general questions about the feasibility of a given reaction path and phase
diagrams can be constructed for preselection of precursor concentrations and reaction
conditions [2, 49, 50], a more precise and accurate analysis of a CVD system requires
the consideration of the chemical kinetics and mass transport phenomena [49]. The
first one is frequently tackled using ab-initio molecular dynamic simulations based
on the density functional theory [51, 52, 53, 54, 55, 56, 57, 58, 59], whereas the
latter is addressed by modeling the flow field characteristics in a given CVD system
[60, 61, 62, 63, 64, 65]. In order to validate such models, a clear need for experimental
kinetic studies of the decomposition processes in the gas-phase exists. Besides the
evolving field of theoretical studies of the thermodynamics [66, 67] and kinetics
[68, 69, 70, 71, 72], which is up to today on a advanced level, several methods were
applied to experimentally analyze thermal decomposition pathways in the gas-phase.
In particular, flow reactors with well defined flow fields, usually operated in the

!Commonly abbreviated as Al(acac)s, which will be primarily used within this thesis.
2Commonly abbreviated as Zr(acac)y, which will be primarily used within this thesis.
3Commonly abbreviated as Fe(Cp)a, which will be primarily used within this thesis.
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idealized plug-flow regime, are used to elucidate the gas-phase chemical kinetics
of various organometallic precursors by applying in-situ and ex-situ analytical
methods, such as Fourier-transform infrared spectroscopy (FTIR) [73, 74, 75, 706],
molecular beam mass spectrometry (MBMS) [73, 75] or gas chromatography-mass
spectrometry (GC-MS) [77, 78].

In most cases, combinations of these techniques are used to tackle questions
on the analysis of thermal decomposition pathways in the gas-phase. The flow
field, for which analytical solutions exist, is well-characterized. Therefore, the
evaluation of kinetic rate data for elementary reactions to stable product species
is easy to perform. Besides the well described flow field, the main disadvantage
of these analytical methods lies within their sensitivity to sample highly complex
initial reactive intermediates and primary pyrolysis products with lifetimes of
a few hundreds of microseconds. Often, using the aforementioned setups, the
unimolecular decomposition pathways could not be easily assessed due to the
interference of intramolecular secondary reactions or collisions with the wall and
therefore a termination of reactive species formed in the early stages of precursor
decomposition. For instance, in the CVD of Al(acac)s and Zr(acac), only stable
species were found and the complex high temperature kinetics were not possible
to reveal. This leads to rather superficial models and therefore the observation
and characterization of these early products is of fundamental interest for the
optimization of a CVD process.

1.1.2.1 Decomposition Mechanism of Al(acac)s;

In the past, considerable efforts were made to study the reaction kinetics [79, 80]
and to characterize the involved primary gaseous reaction products [80, 81, 82] of
the thermal decomposition of Al(acac)s, which is frequently used in the synthesis of
Al; O3 thin films by CVD at temperatures of 623-1223 K [83, 84, 85, 86]. In the first
systematic investigation of the decomposition mechanism, Hoene and coworkers [81]
identified several decomposition products, such as carbon dioxide (CO;), acetone
(C3HgO) and acetylacetone (C5HgOs) at temperatures of 423-673 K, using electron
ionization molecular beam mass spectrometry (EI-MBMS) [80, 81]. These findings
were complemented by low-pressure pyrolysis studies using the manometric method*
by Minkina [79] ranging from 653-723 K, where she additionally verified methane
(CHy), ketene (CoH50), butene (C4Hg) and carbon monoxide (CO) as the most
abundant species. In a later study, Bykov and colleagues [80] covered a wider
temperature range from 423-923 K using EI-MBMS. Based on their findings, a few
newly detected volatile oxygenated hydrocarbons, such as C;gH12,05 and C5HgO,
were detected. Furthermore, they proposed the first reaction scheme for the thermal
decomposition of Al(acac)s in the gas-phase®:

4Measurement of pressure rises due to a thermal decomposition of the precursor.
5Species marked with an asterisk are postulated species. The arrows indicate, if the species is
desorbed (1) from, or adsorbed (|) on the surface.
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AI(C5H702)3 — AI(C5H702)2<OH)* + C5H60T, (R 11)
AI(C5H702)3 — AI(C5H702)(OH)2* + C10H1202 T, (R 12)
Al(C5H702)3 — C5H802 T + CgHGOT + CQHZOT (R 13)

+ condensed phase (Al, C-residuum, O-residuum)” | .

This mechanism was later extended by adding subsequent heterogeneous surface
reactions of the volatile metal-containing species suggested in Reac. R 1.1 to Reac.
R 1.3, but also surface reactions directly from Al(acac)s were considered. Those
surface reactions would lead to the formation of volatile reaction by-products and
metal-containing surface intermediates, where the latter may form Al;Oj3 layers in
subsequent surface reactions [82, 87, 88]:

AI(C5H702)2(OH)* J/ — AI(OH)g* + ClongoQ T , R14
(

Al(C5H702)3 i — Al C5H702)O* + C5H802 T + C5H6OT, R 1.6

R 1.7

—_~ o~ o~ o~
~— N~ ~—

Al(C5H70,)3 ) — Al(C5H705)0% + C5HgO 1 + C3HgO 1
+ C,H,0 1,

Al(C5H705)3 L — Al(C5H;0,)0" + C5HsO 1 + C3HgO T (R 1.8)
+COt +C,

Al(CsH704)3 | — Al(CsH;05)0* + CsHgO 1 + C4H 051 (R 1.9)
+ CH, 1,

Al(C5H;0,)0* — AIO(OH)* + C3HzO 1. (R 1.10)

If we evaluate the above written mechanism and consider the main takeaways
from previous literature, two statements can be made. First, although the metal-
containing intermediates seem to play a central role in the mechanism, they have not
been experimentally validated, yet, rendering the current mechanism speculative.
Second, gas-phase chemistry plays an important role in the decomposition of
Al(acac)s, since the detected decomposition products hint to an initial destruction
of the ligands in the gas-phase. These reactions lead to an unfavorable carbon
contamination in the film, as indicated in Reac. R 1.8. Its extent can reach
considerable amounts of up to 25% [89]. Efforts to reduce these detrimental
impurities were made in the past, by adding water vapor to the reaction mixture,
leading to a complete removal of the splitted-off ligand parts, which results in carbon
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free films that grow at lower temperatures [89, 90]. These insights additionally
demonstrate that major challenges, such as an incomplete decomposition of the
ligands, but also tools to solve these challenges, are deeply rooted in the gas-phase
chemistry. However, despite its importance, the gas-phase mechanism and kinetics
of Al(acac)s were, up to this point, not understood sufficiently.

1.1.2.2 Decomposition Mechanism of Zr(acac),

Since Zr(acac)y is an important precursor for the formation of ZrO, thin films
at temperatures of 573-1073K [91, 92, 93, 94], many attempts have been made
to characterize the reaction products and pathways involved. It was found that
Zr(acac), decomposes by a series of steps, which was rationalized by the detection
of various organic hydrocarbons and oxygenated species in the gas-phase. Among
others, acetylacetone (CsHgO,), acetic acid (CoH302) and propyne (C3Hy) were
found at temperatures up to 523 K. Carbon dioxide (CO,), water (H,O) and
methane (CH,) were revealed as secondary decomposition products at temperatures
higher than 623 K [95, 96, 97].

Responsible for their formation are reactions occurring in the gas-phase or
on the surface that afford the formation of metal acetates (Zr(acac)s(CH3COO)s,,
ZrOH(CH3COO)3, ZrO(CH3C0O0),), metal carbonates (ZrOCOsj), as well as other
intermediate species on the surface [95]. In this context, a critic of the aforemen-
tioned findings by Ismail [95] is done by Schlupp et al. [96], who argued that their
measurements indicate an incomplete conversion of the precursor and a considerable
carbon residue, which they contributed to a possible oxygen contamination in
Ismail’s system. As for the decomposition of Al(acac)s, the detection of volatile
hydrocarbons and oxygenated species and the proof of carbon residuals in the
deposited film [96, 97] demonstrates that gas-phase chemistry plays an important
role here. Although some insights were gained by the assignment of surface reaction
products, based on the associated weight loss [95, 96], a complete reaction mecha-
nism, including the gas-phase intermediates proposed, has not been formulated. So
far, only a global reaction has been suggested [95, 98]:

Zr(C5H7049)y — ZrOy + C—residual + gas—phase 1. (R 1.11)

To overcome parasitic side reactions and carbon impurities enclosed in the film,
similar strategies as for Al(acac)s, for instance adding reagents such as oxygen or
water vapor, were successfully established and can be described by the following
global reactions [98]:

ZY<C5H702)4 + 24 02 — ZI‘OQ + 20 COQ T + 14 HQOT, (R, 112)

ZI‘(C5H7OQ>4 +2 HQO — ZI"OQ +4 C5H802 T . (R 113)

Besides oxidation of ZrO by molecular oxygen on the surface, beneficial effects of
reagents such as oxygen and water can likely be assigned to the gas-phase. Here,
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a destruction of ligands can be avoided and stable products are formed by the
reaction of oxygen and water with metal-containing intermediates or carbonaceous
by-products, which ultimately leads to carbon-free ZrO, films [96]. However, for
the gas-phase neither experimental verification of metal-containing intermediates,
whose formation most probably drive the deposition process, nor precise reaction
pathways can be found in the literature. Only global reactions as described in Reac.
R 1.11 to Reac. R 1.13 were agreed on in the past, clearly leaving some gaps in
knowledge on the decomposition of Zr(acac),.

1.1.2.3 Decomposition Mechanism of Fe(Cp),

Unlike the aforementioned metal S-diketonate precursors, the organometallic precur-
sor ferrocene is mainly used in the manufacturing of functional nanomaterials, such
as carbon nanotubes (CNTs) by the catalytic chemical vapor deposition (CCVD)
method [27, 99]. Typical synthesis temperatures range from 923 to 1223 K [100, 101].
From the analysis of the associated synthesis routes, it can be concluded that the
morphology, crystallinity and growth kinetics of CN'Ts are highly influenced by
the gas-phase mechanism and kinetics [102]. When used simultaneously as carbon
source and catalyst, the following simple pathway for thermal decomposition of
ferrocene is suggested:

FG(C5H5)2 —— Fe+2 C5H5 . (R 114)

This reaction was rationalized by various studies on the decomposition products
[103, 104, 105] and kinetics [48, 106] upon the thermal decomposition of ferrocene.
Summarizing the findings in those studies shows that the formation of volatile
hydrocarbons such as methane (CH,), ethylene (CoHy), the cyclopentadienyl radical
(CsHs), cyclopentadiene (CsHg) and naphtahlene (C1oHg) were observed. However,
a key issue, especially with earlier literature results in relation to the detection
and characterization of those gaseous products, are the pitfalls of the utilized
analysis methods. These do often not allow to detect gaseous intermediates and
the intermediate reaction pathways, for the most part, remain unclear. Due to
highly versatile experimental conditions applied in previous studies, up to today,
the gas-phase kinetics are not well understood either [107].

Another important aspect is that ferrocene is often not used as a single source
precursor for the synthesis of CNTs, but additionally serves as catalytic agent
in combination with further hydrocarbon sources, such as acetylene and xylene
[108]. The presence of other reaction partners certainly complicates the mechanism
occurring in the gas-phase. This is because possible intermediates act either as
promoter for CNT growth or as detrimental impurity that may lower the growth rate
and lead to unacceptable product quality by forming parasitic volatile intermediates
[109, 110]. Some studies indicate that the by-products may also deactivate the
catalytic Fe-particles leading to a slower growth rate or even a termination of the
growth [111].
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Consequently, methods to improve catalyst lifetime by reduction of ferrocene
using hydrogen were established and rationalized [112, 113], which, as a positive
side effect, significantly lower the decomposition temperature [114, 115, 116]. Again,
attention is drawn to the gas-phase chemistry, since some of the additional reactions
are likely to take place in the gas-phase and it is widely accepted that the gas-phase
decomposition mechanism, besides the quality, additionally influences the type of
product obtained [117]. Therefore, a complete understanding of the decomposition
pathways and kinetics of Fe(Cp), in inert and reactive atmosphere is important
and would enable scientists to control the synthesis process, when applying a wide
range of reaction conditions.

1.2 Research Objectives

In sum, the decomposition pathways of all three model precursors are highly complex
and are of homogeneous-heterogeneous nature. Despite considerable efforts in the
past to tackle gas-phase reaction pathways and explain unwanted side-products
and carbon incorporation in the films, complete mechanisms of the initial steps
of thermal decomposition in the gas-phase are still unknown. Uncovering the
mechanism is especially important since it has a strong influence on the morphology
and therefore the quality of the thin film or functional material synthesized.

A key problem with the analysis of CVD reaction systems in-situ is the detection
and characterization of the chemical species involved. In typical CVD environ-
ments, it is difficult to isolate reactive molecules and intermediates and often only
secondary, as well as stable decomposition products are detected using conventional
spectroscopic methods, such as FTIR, GC-MS and EI-MBMS. In addition, it is
difficult to obtain meaningful data by inserted probes. This is because condensation
of the precursor on the probe’s surface may occur, which falsifies product detection
and the derivation of kinetic rate data, where the latter is highly dependent on an
accurate quantification of the inlet and outlet composition. This is why kinetic
rate data of metal-organic precursors is scarce in the literature, although data is
clearly needed to validate and build up models for film growth. The demand for a
basic understanding of the processes in the gas-phase should not be underestimated,
since well established models bridge the gap between small scale laboratory and
industrial scale reactor setups. These often have a wide variety of geometries
and flow conditions, which mainly influence the quality and growth rate of film
deposition by an interplay between gas flow, heat and mass transfer and chemical
reactions close to the deposition surface. This is accounted for by accurate modeling
of the deposition mechanism with computational fluid dynamics (CFD) methods
and underlines the necessity to deliver satisfactory experimental validation data
[118, 119].

When using solid precursors that are transported to the reaction chamber
by sublimation in an inert carrier gas, the maintenance of well-defined reaction
conditions in the chamber can be another challenge for various classes of compounds
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[120].  Precursor decomposition and the exposure to moisture and air in the
evaporator prior to chemical reaction in the reactor could falsify and complicate the
interpretation of kinetic data. This calls for suitable methods to track and control
the incoming gas-phase composition, prior to the analysis of the decomposition
upon thermal excitation inside the reactor. In the context of the previously stated
insights from the literature and given the importance of gas-phase reactions in CVD
processes, the primary aim of the present work is to develop a deep understanding
of the elementary processes and fundamentals of the decomposition of Al(acac)s,
Zr(acac)y, and Fe(Cp)s in inert and for the latter in reactive atmosphere. To
overcome recent challenges in the detection of reactive intermediates with low
lifetime, a novel approach is needed, which is capable to:

« Reactive intermediates: Isolate, detect and characterize short-living in-
termediates, also in trace amounts, in CVD like environments with high
sensitivity. The method should have a sufficient resolution to distinguish
between various species in complex sample compositions, by separation of
similar masses and isomers using a single detection method.

o Metal-containing intermediates: Identify metal-containing intermediates
that are considered as true precursors for film growth with a lifetime of at
least a few microseconds.

« Kinetic data: Extract kinetic rate data for the initial decomposition steps
by using CFD assistance for a precise description of the complex flow field in
the reactor.

o Proof of concept: Establish a blueprint study, which, due to the wide
variety of CVD precursors used, demonstrates that also other precursors with
higher structural complexity, such as Zr(tmhd),, could be analyzed with the
presented method. This is of particular interest, since with higher complexity
of the ligand structure, less data is available on the precursors decomposition
routes.

1.3 Research Strategy

New developments in the area of reactor design and spectroscopy have led to
promising approaches to tackle the questions outlined in the previous section. For
instance, Chen et al. [121] developed a microreactor that allows to continuously
generate radicals with lifetimes of a few microseconds. These silicon carbide (SiC)
pyrolysis tubes have been extensively used in combustion and catalysis science to
elucidate reaction mechanisms in the past [122]. Given that the employed CVD
precursor has a sufficient volatility, which is the case for the compounds studied
in this work, one can benefit from the short residence times that are achievable in
a microreactor. Thus, a successful experimental investigation of the reactions of
these compounds seems feasible.

10
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The combination of mass spectrometry with photoelectron spectroscopy by
methods such as vacuum ultraviolet (VUV)® double imaging photoelectron pho-
toion coincidence spectroscopy (i?PEPICO), paves the way to understand gas-phase
mechanisms with high sensitivity, selectivity and tunability by using synchrotron
radiation (SR). By exploiting the capabilities of i’PEPICO, both the main spectral
fingerprint and the ionization energy (IE) are used for species identification, sup-
plemented by velocity map imaging (VMI) of electrons and ions. This allows to
unequivocally prove the existence of species in the sample isomer-selectively, which
is especially beneficial for large molecules, where the low ionization energies often lie
close to each other. Yet, the isomer-selective identification requires tunability of the
ionization energy and additional analytical dimensions in form of the momentum
of the detected particles [122]. Additionally, information on the kinetic energy
of the electrons that originate from a single ionization event, leaving a cation
behind, gives orbital specific information, which is unique for each isomer. The
detection method ultimately yields a multidimensional dataset consisting of the
mass dimension, the ionization energies and the vibrational structure in the cation
of each single ionization event [123]. In addition, the tunability of the photon energy
from synchrotron sources allows one to obtain fragmentation free mass spectra,
when the ionization energy is chosen slightly above the ionization limit of the
species of interest. Finally, synchrotron-assisted i?PEPICO does not only provide
the opportunity for the detection of short-living metal-containing intermediates
in the gas-phase [124], but also enables one to identify and characterize reactive
intermediates isomer-selectively and therefore unravel complex chemistry of CVD
precursors.

So far, this field of research has been explored less profoundly with respect
to CVD precursors and only a few attempts were performed, using a relatively
simple approach of tunable photoionization mass spectrometry to investigate the
reaction mechanism. Examples are the decomposition of trimethylaluminium in a
flow reactor [125], the deposition of transition metal-alloys on glass substrates [126],
as well as the investigation of silicon compounds upon thermal excitation using a
Chen-type pyrolysis reactor setup [127, 128]. From the previous literature review it
becomes clear that the detailed reaction kinetics of Al(acac)s, Zr(acac), and Fe(Cp),
are not well understood. Despite a common agreement that unimolecular gas-phase
reactions forming metal-containing intermediates should play an important role in
the mechanism of thin film deposition by CVD, only a limited amount of studies
show experimental evidence for them. However, as outlined, these results are
interfered by possible drawbacks of the employed analysis methods, such that a
re-investigation is reasonable. First of all, the question must be answered whether
metal-containing gas-phase intermediates for the three precursors can be observed
at all, or whether the reactions mainly take place on the surface. Besides the general

5The wavelength range from 120-240 nm which is strongly absorbed by the surrounding air.
Therefore, a vacuum apparatus is often necessary for its usage. Vacuum ultraviolet radiation is
considered as a universal detector in spectroscopy due to its absorption characteristic for many
different molecules.
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verification of gas-phase chemistry in these systems, the main research questions to
be answered are:

« Al(acac)s: What is the structure of the proposed metal-containing interme-
diates outlined in Reac. R 1.1-Reac. R 1.107 What is their role in the reaction
mechanism? How do they influence the ligand destruction and result in a
possible carbon contamination of the thin film? Do the proposed unimolecular
gas-phase reactions obey first-order kinetics? What are the reaction kinetics
of the formation of possible metal-containing intermediates? How can the
beneficial effects of oxidizing reactions on the film morphology be explained?

e Zr(acac)y: Is it possible to investigate this precursor under stable condi-
tions, since a decomposition in the evaporator is expected? Are reactive
intermediates, such as metal acetates, solely formed on the surface, or do
they initially form in gas-phase reactions? Can the global mechanism in
Reac. R 1.11 be extended to reach conclusions about the impact of possible
gas-phase intermediates on the film morphology and structure?

« Fe(Cp)a: Can the previously proposed intermediate primary Fe(CsHs) be
experimentally validated? To what extend and in which temperature win-
dow do catalytic surface reactions significantly influence the decomposition
mechanism? What is the role of hydrogen in the decomposition mechanism?

Important groundwork on metal-containing intermediates, i.e., their generation
and spectroscopic characterization, is an essential part of this thesis. By using
the capabilities of i*PEPICO, a novel approach is presented to answer the above
summarized questions and provide direct experimental evidence on the initial steps
of gas-phase chemistry of CVD precursors. This will be helpful to determine thin
film synthesis pathways more precisely and may give rise to improvements in the
growth rate and film morphology (less C-incorporation) by controlling the critical
reaction parameters such as pressure, temperature and gas composition. Finally,
the experimental results from the novel method presented can serve as an input
to model the complete CVD process and use less time-consuming experiments in
future process improvement steps.

If gas-phase reactions are present it must be assured that these originate from
gas-phase reaction steps rather than being adsorbed molecules that come from
surface reactions of the precursor. Using a microreactor with small residence times
and a high dilution of the precursor <0.01% should minimize the contribution of
surface reactions to the reaction pathway. Therefore, the present approach covers the
gas-phase chemistry and the precise determination and characterization of surface
reactions is not within the scope of this thesis. Although not focusing on surface
reactions, indirect conclusions on surface reaction residues are occasionally drawn
by analyzing the gaseous composition, especially at low reaction temperatures,
where surface reactions may play a role in the mechanism.
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1.4 Structure of the Thesis

After the preceding introductory part, a discussion of the fundamental principles of
the methods used in this thesis is presented in Chap. 2. First, the reader shall be
introduced into the topic of synchrotron radiation and its beneficial properties for
the analysis of gaseous samples. This is followed by a description of spectroscopic
methods suitable for gas-phase investigations, such as photoionization mass spec-
trometry (PIMS) and photoelectron spectroscopy (PES). This discussion sets the
foundation to elaborate on the advanced blended evolution of both aforementioned
methods, called i?PEPICO. In this context also interfering phenomena, such as
dissociative photoionization (DPI), are explained. Especially the advantages of
i?PEPICO in comparison to conventional spectroscopic methods for the analysis of
gaseous samples are highlighted.

In the preceding Chap. 3 the experimental aspects of the VUV beamline and
endstation at the Swiss Light Source (SLS) synchrotron facility are covered, where all
experiments were conducted that are part of this thesis. Details on the construction
of the SiC microreactor are summarized and the operation procedures specific to the
investigation of CVD precursors are explained. The simulation of the microreactor
is challenging because of the large pressure gradient between inlet and outlet and
unclear gas flow conditions inside the reactor. These aspects were investigated in
cooperation with Dr. Seung-Jin Baik. Results of the simulations by Dr. Baik were
used as input for data reduction procedures.

The following Chap. 4 - Chap. 6 present and discuss the main results of the
synchrotron-assisted mass spectrometic investigation of the thermal decomposition
of three exemplary organometallic precursors: Al(acac)s in Chap. 4, Zr(acac)y in
Chap. 5 and Fe(Cp)y in Chap. 6, respectively. The results were already presented
and discussed at scientific conferences and published in peer-reviewed journals
[129, 130, 131] in the field of materials science and physical chemistry. Therefore,
the structure of the chapters is in accordance with the original publications. Each
chapter additionally contains a separate introductory paragraph emphasizing the
author’s contributions to the investigation.

These chapters are followed by highlighting the results obtained in this thesis
in Chap. 7, containing a summary of the important findings of this work and
discussion of the main insights and conclusions that are derived from the preceding
investigations. The chapter closes by pointing out limitations of the presented
approach and suggests areas for future investigations to either tackle the outlined
weaknesses and challenges or continue the work presented. Finally, additional
information on the respective chapters are given in Appendix A to Appendix C.
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Chapter 2

Theoretical Background

Starting from the basics of the generation of synchrotron radiation (SR), the struc-
ture of elemental storage rings and the associated physics necessary to understand
the phenomena of SR are described. The further discussion of the main radiation
characteristics explains why SR, especially in the vacuum ultraviolet (VUV) range,
is advantageous to analyze gaseous probes and is therefore used in this work. A
general discussion on photodissociation and photoionization dynamics is presented
thereafter, followed by a brief overview of spectroscopic techniques used to char-
acterize elusive gas-phase intermediates, which exploit the ionization by photons.
The chapter will conclude with an introduction to promising approaches to detect
molecules with short lifetimes in gaseous samples. The focus of this discussion
lies on the flash-pyrolysis technique, which was applied to obtain the main results
presented in this thesis. This is complemented by an introduction to the principles
of unimolecular gas-phase kinetics.

2.1 Synchrotron Radiation

2.1.1 Definition and Properties

Synchrotron radiation (SR) is generally understood as a specific kind of radiation
emitted by accelerated particles. This radiation provides a constant spectrum of
intense, collimated electromagnetic radiation with a well defined polarization and a
quasi-continuous time structure [132, 133]. For centuries, mankind was in touch
with SR by observing stars and galaxies emitting light, from which portions stem
from the acceleration of elementary particles in the magnetic fields located around
those astronomical objects [134]. James Clerk Maxwell started the theoretical
analysis of electromagnetism in 1865, when he predicted in his pioneering study that
electromagnetic radiation is emitted by transversely accelerated, charged particles,
which move along a trajectory at almost the speed of light [135]. However, it
was half a century later, when in 1898 Liénard first pointed out specific emission
properties of this kind of radiation by presenting mathematical expressions for the
quantification of the rate of energy emitted, whose relation is given by the fourth
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power of the energy-mass ratio v (Lorentz factor) [136]:

P~ By (2.1)
Here, P is the radiation power per particle, e is the charge of a particle, ¢ is the
speed of light, g the relativistic velocity, ro, the radius of the orbit and m the
mass of a particle. This equation implies that the emitted energy can reach high
levels. Considering that the radiated power P scales inversely with the fourth power
of the particles mass, it becomes apparent that electrons, due to their low mass,
are advantageous for the generation of SR with high intensity and are therefore
compared to protons predominantly used.

Given these insights and in the context of building larger electron accelerators
with substantially higher energies of a few tens of MeV, the amount of energy
loss due to emitted radiation is not neglectable. This is because the energy loss,
according to Eq. 2.1, scales with the fourth power of the electrons energy. Therefore,
the classical theory of the radiation loss of electrons traveling in circular trajectories
received attention in the literature. The question arose whether those electron
accelerators have an intrinsic energy limit due to radiation losses [137]. In 1944,
Ivanenko and Pomeranchuk [138] formulated a mathematical expression of the rate
of energy loss due to radiating electrons and hence the first formal description of SR.
Shortly thereafter this radiation was firstly observed in a General Electric 70 MeV
electron synchrotron [139] and its properties, such as the fourth power relation (see
Eq. 2.1), the spectral distribution, geometry, angular collimation and coherence,
as well as the polarization, were thoroughly summarized by Schwinger in 1949
[140]. Those insights were later utilized in the 1960s for the construction of the
first generation electron storage rings and the parasitic use of SR by beamlines to

investigate a wide variety of problems in physics, chemistry and materials science
[141].
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2.1.2 Generation

Modern synchrotrons of the third generation, as depicted in Fig. 2.1, consist of six
main components to accelerate electrons to relativistic speeds of several GeV and
exploit the broadband synchrotron radiation [133, 142, 143]:

@ Injection system: First, electrons are produced in the electron gun by using
a hot filament. These are then further accelerated in a linear accelerator
(LINAC) to about 100 MeV, which forces the electrons to build small discrete
packets (“bunches”). These bunches have an elliptical shape with the length
of a few centimeters, roughly consisting of 10!° electrons that are responsible
for the well-defined, pulsed time structure of SR in the hundreds of MHz
range, generating photon pulses with a duration of up to 100 ps.

@ Booster ring: This section is used to further accelerate the bunches of
electrons after leaving the electron injection unit by forcing them on a circular
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®

Bending magnet (BM) Experiment

Figure 2.1: Schematic of the most important parts of a third generation synchrotron,
based on [142]. The devices numbered from @ - @ are further explained in the
text.

motion using bending dipole magnets. The stored bunches of electrons are
then periodically injected into the storage ring to maintain a constant ring
current. Usually this is done in top-up operation mode, where electrons are
accelerated to the same energy as they have in the storage ring, which allows
an uninterrupted user operation.

@ Storage ring: This part contains the electrons moving in circular paths by
using an array of magnets to constitute the ring magnetic lattice. Due to
a possible collision with residual gas molecules, and the resulting unwanted
electron loss, storage rings are operated under ultra high vacuum, below
10~ mbar. For instance the Swiss Light Source (SLS) storage ring is operated
at an electron energy of 2.4 GeV and has a circumference of 288 m.

@ Major source components: These devices are built in specific sections
of the storage ring in order to generate synchrotron radiation by passing
them. (a) The bending magnets (BM) are dipole magnets working in opposite
directions, which are used to deflect the electrons in the arced sections of
the storage ring. This generates a broad spectrum and good photon flux.
(b) Insertion devices (ID), such as undulators and wigglers, are a series of
alternating magnet poles constructed in the straight lines of the storage
ring, which force a sinusoidal trajectory to the electrons leading to high
photon energy and flux, as well as a brighter and a more focused radiation.
Additionally, the radiation is linearly polarized in the plane of the storage ring
and elliptical polarized out of plane. Radiation in the monochromatic vacuum
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ultraviolet (VUV) spectral range from 6-12 €V is particularly useful for valence
shell photoionization experiments. The radiation can therefore serve as a
useful source for spectroscopy of valence and even inner shell electrons [141].
To generate photon energy in the VUV range BMs are used because they cover
a broad spectral range at narrow vertical angular divergence of 1/v. This
results in collimated light, especially useful for photoelectron experiments
that were conducted in this work.

@ Radiofrequency cavities (RF): For every turn in one cycle the electrons
in the storage ring loose energy in form of synchrotron radiation. Integration
of Eq. 2.1 over an isomagnetic storage ring with a constant orbital radius of
the arc 7o, and a ring current j results in an expression for the amount of
electron energy loss P,o in one turn in engineering units [142, 143]:

E*YGeV]

Torb [m]

Pog[W] 2 88.5 - j[mA]. (2.2)

For a machine with an electron energy of 2.4 GeV (SLS), using the definition
of the orbit radius according to

Torb|m] = 3.34 - (2.3)

and a magnetic field strength B of 1.4T, the energy loss per cycle can be
calculated to be approximately 205kW. This energy loss must be replaced
by RF's which supply the electrons the extra amount of energy needed to
replenish and keep them on a stable trajectory inside the storage ring. The
frequency used is typically on the order of a few MHz (SLS: 500 MHz).

@ Optics and experimental endstations: Since the bandwidth of the emitted
synchrotron radiation from bending magnets is too broad for high resolution
spectroscopic experiments, optical elements must be used in order to tailor the
beam, such that only distinct photon energies can be selected. This tunability
is especially useful for photoionization experiments because it permits to
measure close to the ionization threshold, without fragmentation interference.

In summary, the excellent tunability due to a wide spectral distribution from
infrared to X-ray, the low divergence of 1/4 minimizing the ionization volume,
the pulsed nature of the emitted light with an accurate repetition rate, together
with a stable photon flux over a long timescale, offer a wide variety of options for
spectroscopists. Especially the specific ranges of the BM radiation, such as the
radiation in the VUV range, can be exploited for photoionization experiments, and
is therefore utilized in this thesis.
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2.1.3 VUV Beamline at the SLS

Since most of the results presented in this thesis were obtained at the SLS storage
ring in Switzerland, some important facts and features of the VUV beamline
attached to it are summarized here. In the storage ring, an electron energy of
2.4 GeV at a ring current of 400 mA is generated by 36 dipole magnets, which are
separated in 12 groups of three triple bend achromats, which deflect the electron
beam. The magnetic field strength of the dipole magnets is 1.4 T, which are build
on a circumference of 288 m. In total 177 quadrupole magnets focus the beam to an
equilibrium emittance! of 5.5nmrad~". The facility contains nine undulator and
eight bending magnets in operation giving a total of 18 experimental endstations
that are used to tackle a wide variety of problems in chemistry, physics, biology
and materials science [144].

One of those endstations is the X04DB VUV beamline which was used to perform
the measurements reported in this thesis. An exemplary layout of a system of
optical elements used to control the angular acceptance by specific apertures, block
hard X-ray radiation by appropriate filters and focus, as well as monochromatize
the molecular beam to utilize VUV synchrotron radiation of desired properties in
the experiment, is displayed in Fig. 2.2 [145]. As described in the previous section,
synchrotron radiation from bending magnets is characterized by a wide energy
spread with unequal distribution and is horizontally diverging with an angle of
8mrad at the SLS. Since the experiments for studying chemical mechanisms and

kinetics require precisely tunable monochromatic light at a high resolution, special
optical devices (see Fig. 2.2 @,,@) are used to tailor the beam, while a ring

@ and a lead shield @ work to prevent high energetic deflections from the storage
ring to the beamline.
The power of the emitted beam from the BM @ is on the order of 200 W and can

be controlled by two entrance slits @ and @ in vertical and horizontal direction.
By adjusting the photon flux, one can avoid a saturation of the spectroscopic
devices in the experimental endstation. While the distribution of BM radiation is
independent from the photon energy (i.e., wavelength of the radiation) in horizontal
direction, its vertical characteristics are strongly influenced by the photon energy
[145]. Having high energy, X-ray radiation is mainly emitted in the plane and the
less energetic VUV radiation contains trajectories above and below the plane of
the storage ring. This calls for a high vertical acceptance of the beamline optics.
Therefore, a water-cooled copper rod @ is placed centrally to the beam eliminating
most of the X-ray photons in the area of + 0.2mrad, but allowing most of the
VUV photons to pass, while the beam energy is reduced to ~ 53 W. This measure
decreases the heat load on the optical elements @, and @ and avoids their
deformation during operation, which would otherwise lead to beam instability.
Afterwards, the beam reaches the first optical component of the monochromator,
a platinum-coated copper mirror @ This mirror serves to tremendously decrease

'Refers to the area occupied by the beam in a position and momentum phase space. As a rule
of thumb one can say that if the emmitance is high, the brightness of the beam is high.
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Experiment

Figure 2.2: Schematic of the VUV beamline at the SLS based on [145]. The
purpose of the devices numbered from @ - is further explained in the text.

the photon beam energy by almost 98% and owns a high reflectivity in the VUV
range, blocking radiation with energies >150¢eV. In this spectral range, grating
monochromators are the first choice to generate a small bandwidth of radiation from
a high incoming band, since, depending on the gratings installed, their reflection
covers photon energies from a few eV up to 2000 eV [146]. To obtain VUV radiation
from 5-30eV at the SLS endstation, the reflected beam hits a 150, 600 or 1200
lines/mm silicon grating , which acts as a dispersive element and is responsible
for tuning the wavelength A and therefore its energy according to:

m-A=2-d-cos(0) - sin(¢p). (2.4)

Here, m is the diffraction order, d the line spacing and © and ¢ the constant deviation
and scan angle. Depending on the grating used, one can tune the resolution E/AE
and photon flux, as well as energy range without breaking vacuum [145]. Higher
grid line densities lead to lower photon fluxes, while the resolution increases. As
a compromise between flux and resolution and to cover the ionization potentials
of most of the expected products, a grating with 150 lines/mm was used in all
experiments. Hence, a resolution of F/AE = 1500 and a photon flux of 5 x 10 s7*
is achieved at 7.882¢V [145].

After being tailored by the dispersive element, the collimated beam is then

refocused by a second platinum-coated silica mirror @ into a rare gas filter .
Having higher harmonic radiation, this gas filter serves to block these harmonics
by using a mixture of noble gases in a differential pumped system. Additionally, a
MgF,; window can also be used to block radiation above 11V, which is especially
useful for the investigation of molecules having ionization energies below 8.0eV.
After passing a vertical exit slit, which is adjustable between 110 and 1000 um,
the beam can be utilized in the ionization volume of the experimental endstation.
Details on the last part of the endstation, including the gas filter, are given in
Sec. 3.1.
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2.2 Spectroscopic Techniques

In order to reach the listed goals in Chap. 1, a quantitative, highly sensitive, fast and
selective detection method to in-situ monitor the early stages of thin film deposition
in the gas-phase is needed. The method should be able to track the fate of stable and
reactive molecules and therefore provide a more profound picture of the associated
reaction mechanism. All four criteria are met by a combination of photoionization
mass spectrometry (PIMS) and threshold photoelectron spectroscopy (TPES) at
imaging conditions, commonly referred to as double imaging photoelectron photoion
coincidence spectroscopy (i*PEPICO). The basic approach and principles behind
both methods, as well as their combination, are discussed in this section.

2.2.1 Photoionization Mass Spectrometry

A potential energy diagram of a photoionization process of an exemplary diatomic
molecule is depicted in Fig. 2.3. Here, on the left side, the transitions from the
ground state neutral molecule AB to different excited states of the cation are shown.
Upon a gradual increase of the molecules excitation by synchrotron radiation and
only if the photon energy is high enough for the electron to be released form the
valence shell of the molecule AB, a cation in its ground state AB*(X) and an
electron e are formed [147]:

AB+hv — ABT(X) +e . (2.5)

This process is called photoionization and the mass-selective detection of the
corresponding ions, is denoted photoionization mass spectrometry (PIMS). The
minimum photon energy, which is required to ionize the molecule AB in such a
process is defined as the adiabatic ionization energy IE,4. Its values are on the
order of 8-12¢eV for most of the organic molecules, whereas open-shell molecules
(radicals) have generally lower ionization energies because the unpaired electron
destabilizes the initial state. This holds also for larger compounds, such as metal
[-diketonates and metallocenes.

If the photon energy exceeds the ionization energy, also fragmentation can occur,
such that a fragment ion is formed from the parent ion. Although this ion is then
probed from complex chemical mixtures, it is formed due to ionization and not a real
product of the reaction that is under investigation. If one gradually increases the
photon energy and tracks the intensity of the parent ion using a mass spectrometer
with Wiley-McLaren space focusing optics [149]?, photoionization efficiency curves
(PIE) are obtained (see Fig. 2.3, right).

If the excitation energy exceeds the adiabatic ionization energy IE,q, higher
vibrational states can be occupied, leading to a stepwise increase in the PIE curves

2This technique allows fast and slow ions of the same mass to arrive at the same time on the
detector.
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Figure 2.3: Schematic of a typical photoionization process of a diatomic molecule
AB. Left: single photon ionization to distinct ion states; right: sketch of an idealized
photoion yield curve for those transitions (based on [148]).

(see right side of Fig. 2.3). The most intensive transition of the cationic ground
state AB*(X) to form an ion in a configuration which is the same as that of the
equilibrium geometry of the ground state neutral molecule® is defined as vertical
ionization energy IE,+ which is also a distinct parameter given in the literature for
various organic and inorganic molecules. After ionization of a specific molecule, the
ion signal sharply increases close to the ionization threshold because the probability
of ionization, represented by the absolute photoionization cross section o, increases.
For large molecules, having many transitions, the onsets in the associated PIE
curves can be used to approximately determine the adiabatic ionization energy IE.q
by a simple linear extrapolation method with an exponent of unity, a slope m and
the crossing with the y-axis denoted as b [150, 151, 152]:

o(hv) =m - hv' +b. (2.6)

Given the knowledge of the ionization thresholds, it is possible to identify and
characterize specific molecules in a gaseous sample according to their ionization
energies [153]. Additionally, if o is known, for instance from specific databases
[154, 155], quantitative measurements of various species in the sample are also
possible. However, especially for elusive intermediates, ionization cross sections are

3This is the transition with the highest Franck-Condon factors, i.e., those with the greatest
overlap integral of the respective vibrational wavefunctions.
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often not available, since their generation and detection in sufficient amounts is
difficult. Especially photon energy-dependent ionization cross sections o(hv) of CVD
precursors and their decomposition products are scarce, unlike for stable molecules
involved in flame chemistry, for which there are copious data [156, 157, 158].

Three of the criteria discussed in the introductory paragraph of this thesis can be
met by PIMS. Given that the cross sections are known, the method is quantitative,
as other mass spectroscopic methods, highly sensitive and in part selective because
the soft ionization provided by synchrotron radiation as energy source allows for the
suppression of fragments by tuning the photon energy close to the specific ionization
thresholds, working in part isomer-selective. PIMS also offers the possibility to
obtain three-dimensional datasets with variations in temperature, photon energy
and mass-to-charge ratio to derive temperature-dependent species profiles and
track the evolution of specific species in complex CVD reaction environments.
Yet, due to several reasons discussed in the following section, Sec. 2.2.2, the
characterization of species from complex reaction mixtures by various types of
photoelectron spectroscopy provide a higher accuracy in the exact determination of
species molecular fingerprints and therefore deliver isomer-selectivity.

Although the applicability of PIMS is quite versatile, a possible ionization event,
called dissociative photoionization (DPI), can occur. This means the fragmentation
of the cation and therefore an increased difficulty in the characterization of neutral
species that were initially present in the sample. By taking into account the simple
diatomic example in Fig. 2.3, dissociative ionization can be observed if the excitation
energy is higher than the bond energy of the cation ABT(A)*. According to the
anharmonic approximation®, the vibrational bands of the cation converge towards
the bond dissociation energy. Therefore the fragment ions A™ and B are formed:

ABT(A) + hv — A* + B. (2.7)

Crossing the energy barrier to the vibrationally excited state ABT(A) leads to a
stepwise increase in the corresponding idealized PIE curve (see Fig. 2.3, right).
Here, DPI gives rise to a signal emerging from the newly formed cation A, while
the neutral fragment B according to Eq. 2.7 is also generated, but not detected.
The direct dissociation with photon energies above E(A™) yields another PIE curve
(green) for the fragment ion AT. Tts appearance energy (AE) is defined as the
activation barrier for the breakage of the weakest bond in the cation (see Eq. 2.7).

The process of dissociative ionization is often observed in high energy ionization
methods with energies higher 20 eV, for example electron impact ionization. This is a
common problem in species identification because in conventional electron ionization
mass spectrometry one can hardly distinguish from the mass spectra, whether the
measured signals correspond to parent ions that emanate from direct ionization, or
are in fact induced by daughter ions formed by DPI. This issue occurs because the

4This process should not be confused with photodissociation, which occurs when solely UV
photons are utilized to trigger a bond break in a neutral molecule.

5A concept from classical mechanics assuming that in an oscillator, the restoring force is not
linear to the atomic spacing.
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precursor can undergo DPI to form fragments which have the same mass-to-charge
ratio as possible reactive intermediates formed due to thermal excitation. Also at
incomplete conversion of the precursor, while scanning the photon energies beyond
the appearance energy (AE) of a specific precursor, dissociative ionization (DPT)
cannot be prevented and must be accounted for, when species profiles are evaluated.
It is therefore essential to elucidate the precursor cation’s fragmentation pattern
in detail by at least a determination of its room temperature appearance energies.
This is to understand the precursors pathways of dissociative ionization in order
to accurately judge on ion signals collected in pyrolysis experiments. As will be
discussed later in Sec. 2.2.4, photoelectron spectroscopy combined with imaging
techniques can help to address this issue experimentally.

2.2.2 Photoelectron Spectroscopy

Although PIMS is quite sensitive with respect to isomer-specific characterization,
mass-selectivity alone cannot provide the full picture of the chemical mechanism
in a reactive sample. For instance, in the case of two molecules having the same
mass and close ionization energies one cannot successfully resolve their molecular
structure by PIMS because the onsets in the PIE curves do not have an idealized
staircase structure (see Fig. 2.3). In reality, a continuous increase is observed, which
is detrimental for the accuracy of the determined ionization threshold. Therefore,
other methods must be combined with PIMS to improve the analysis.

Photoelectron spectroscopy (PES) is an indispensable tool to study the pho-
todynamics of open-shell molecules. Since most of the excess kinetic energy is
transported away by the photoelectron, information of the electronic structure of
the remaining cation can be obtained. Based on the photoelectric effect, it can be
observed that upon excitation by electromagnetic radiation the energy balance is
shared between the absorbed adiabatic ionization energy of the molecule IE,q, the
internal energy of the cation Ej,, (vibrational, rotational), as well as the kinetic
energies of the ion and electron, respectively. Considering the energy balance one
obtains the following relation:

€kin T+ Eion = hy — IEad- (28)

In conventional photoelectron spectroscopy lightsources with sufficient intensity at
a fixed wavelength, as provided by He discharge lamps (21.22€V), are used [124].
This energy is sufficient to analyze most of the valence orbitals because the majority
of ionization energies is within the energy range applied. The photoelectrons kinetic
energy distribution is then captured using an electron energy analyzer which tracks
the electron signal by applying a range of electric fields in a hemispherical deflection
analyzer. The most recent construction methods achieve a resolution of 10-30 meV
[159].

By applying Eq. 2.8 one can obtain information on the ionization energy of
the molecule and the vibrational structure of the corresponding cation. As already
discussed, the ionization energy is defined as the negative binding energy of the
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ejected electron, which is in the case of valence orbitals weekly bound. The most
intense transition equals the vertical ionization energy 1E, ¢, whereas the lowest
energy corresponds to the previously introduced adiabatic ionization energy IE.q.
Although PES can obtain information on both ionization thresholds, no information
on the cations mass is obtained, such that the nature of the corresponding molecule
remains unclear. This is especially the case when transitions to non-bound electronic
states, in other words DPI, occurs. In addition, samples containing a complex
mixture of many constituents, as usually probed in thermal decomposition studies
of complex precursors, can hardly be interpreted due to the missing mass dimension.
This is mainly because of the difficult ion extraction, since electric fields, necessary
for ion sampling, are almost always absent in PES systems. In addition, due to the
limited resolution, rotational energies in the cation cannot be resolved. However, the
missing information can be obtained by adding mass-selectivity to the method which
is intrinsic in mass-selective threshold photoionization techniques. This topic will be
discussed later in this chapter. In addition, although the photoions from a reaction
mixture can, in principle, be collected by their m/z ratio, conventional PES provides
only information on the kinetic energy of the photoelectrons. This results in a
series of often overlapping photoelectron spectra of neutrals in the reaction mixture
whose analysis is tedious [160]. Therefore conventional photoelectron spectroscopy,
without any modifications, is not an attractive method to study mixtures of neutral
species as found in the thermal decomposition of CVD precursors.

2.2.3 Threshold Photoelectron Spectroscopy

A major disadvantage of PES is the low collection efficiency of electrons, since most
of the energetic electrons enter the electron analyzer under a variety of angles and
do not reach the final aperture. Thus, the collection efficiency, and therefore the
resolution of the instrument mainly depends on the initial energy of the energetic
electrons. High energies correspond to low efficiencies and vice versa. Therefore,
the method of conventional PES leads to very low collection efficiencies below 0.1%
[124]. It becomes apparent that the resolution barrier of conventional PES does
not allow to resolve vibrational progressions of a molecule. Because of that, some
improvements were made to the original technique of PES which are based on the
idea to discriminate between energetic and near-zero energy electrons, so called
threshold electrons, and obtain threshold photoelectron spectra. This is corroborated
by the observation that threshold electrons benefit from intrinsically higher collection
efficiencies than energetic electrons, which makes a method, detecting only threshold
electrons, more efficient. By definition, threshold electrons are produced at the
ionization threshold when the photon source is on-resonance with the electrons. At
this point, their yield considerably increases, providing the ionization thresholds of
a molecule as a function of photon wavelength. Since this method necessitates to
scan the photon energy and scan through the ionization thresholds of a molecule,
instead of a continuum light source, one needs a tunable monochromatic light to
account for all of the ion states. As has been discussed in the previous subsection
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Sec. 2.1, synchrotron radiation can fulfill such a demand and is therefore frequently
used in threshold photoelectron experiments [161].

In comparison to PES, not only the energy source but also the collection method
of the electrons has to be modified in order to collect only threshold electrons with
satisfactory precision and resolution. The first approach was presented by Villarejo
et al. [162] who added an electron extraction region by applying a relatively weak
constant electric field of 3V ecm™!. Electrons were accelerated to a specific energy
and refocused onto an entrance slit that only allowed electrons having the same
energy to pass, before entering the electrostatic analyzer. This method, however,
did not exceed the resolution obtained by photoelectron spectroscopy at that time
(50 meV) and the energy spread of the threshold electrons was relatively high (10%).
Some inventions followed which improved the resolution by a reduction of the
thickness of the ionization region. This lowered the dispersion of electrons leaving
the ionization region to 150 meV and therefore improved the resolution to 35 meV,
yet they suffered from low signal levels [163, 164].

Other solutions to improve the method of threshold photoelectron spectroscopy
(TPES) using an electrostatic analyzer, are either not applicable for coincidence
studies [165] or suffer from low collection efficiencies due to electrical fields applied
[165, 166] and the low mass resolution of the ions [167]. Besides these approaches,
another solution where the electrons are detected by their time-of-flight (ToF) [168]
using Wiley-McLaren space focusing conditions was established [149]. This approach
does not only erase the aforementioned energy spread due to a high voltage drop
in the ionization region but also avoids the collection of energetic electrons whose
velocity vector points towards the detector and therefore contributes to the threshold
electron signal. These so called “hot electrons” are responsible for asymmetric peaks
towards higher energies in the spectra and increase the background signal [124].
Applying the discussed method, coincidence studies [167], i.e., analyzing electrons
and ions from the same ionization event at the same time, are possible and the
resolution of the photoelectron spectra are only limited by the photon bandwidth
of the lightsource used.

2.2.4 Imaging Photoelectron Photoion Coincidence Spec-
troscopy (iPEPICO & i?PEPICO)

As neither PIMS, nor PES, nor TPES provide the full information on electrons and
ions that are formed upon a single ionization event, a blend of those methods is
necessary to exclude the detection of any false products. A possible solution is to
detect photoelectrons and photoions in coincidence and also measure the kinetic
energy distributions of both by appropriate imaging techniques. The possibility to
also analyze the ions tackles the basic problem of mass-selectivity inherited to PES
and gives possibilities to apply coincidence studies on complex mixtures of neutrals
to determine single ionization energies and explore fragmentation patterns.

This is even enhanced when velocity map imaging (VMI) is used for a measure-
ment of the kinetic energy distribution of both electrons and ions. Here, charged
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particles are focused according to their velocity at a right angle to their extraction
axis, irrespective of their origin within the ionization region. Those particles are
then collected on imaging plates, on which rings with specific radii, corresponding
to the electron’s initial kinetic energies, are displayed [169]. For the electrons, this
represents an effective method to extract them, enables one to account for hot
electron contributions and is also taking care of the collection efficiency issue of
electrons from the relatively large ionization regions. If one combines VMI with
the collection of threshold electrons, the electron intensity increases by a factor of
ten and the resolution by a factor of two. In addition, more insightful coincidence
studies are also possible, as well as narrow ion ToF peaks can be achieved because
of the considerable higher electric fields applied compared to conventional PES
[170]. However, in earlier setups, hot electron contributions were only minimized
but not avoided. A major challenge associated with coincidence studies of threshold
electrons and ions after enhancing both the ion collection efficiency and high photo-
electron resolution by VMI methods, is the prevention of hot electron detection.
This was solved by Sztaray and Baer [171] who established a threshold photoelectron
study with velocity map imaging and suppressed hot electron contribution by using
a multi-channel plate® with two anodes, collecting the center (threshold & hot) and
ring (hot) electrons.

As has already been outlined, it is also beneficial to probe the photoions
associated to a specific ionization event and examine their kinetic energy distribution.
This is because it adds another analytical dimension to the dataset, providing the
possibility to distinguish between cold rethermalized background and hot molecular
beam ion signals. This additionally provides the ability to characterize a broad
kinetic energy release of ions which is associated to fragments rather than directly
ionized species. Hereby, DPI patterns can be explored and reaction pathways can
unambiguously be identified. Given these advantages, based on an early concept
[172], a specific coincidence experiment was developed by Bodi et al. which benefits
from a combination of the electron kinetic energy analysis and the ToF analysis of
ions, utilizing the imaging of both charged particles on position-sensitive detectors
[173, 174]. Such a method, where also the ions are velocity map imaged, is termed
double imaging photoelectron photoion coincidence spectroscopy (i*PEPICO). This
method allows to study ionization energies and species formation in multi-species
mixtures at high ionization rates by collecting both electrons and mass-selected
ions in delayed coincidence [173].

Since photoionization mechanisms, especially of bigger molecules such as CVD
precursors, are complicated and often include competing parallel pathways that
have to be considered, one needs a method to distinguish between the detection
of artificial molecules, due to the dissociative photoionization and directly ionized
molecules that were present in the sample [127, 129, 130]. Reconsidering the
capabilities of i?PEPICO, these criteria are met. By using this method one can
distinguish between dissociative and direct ionization with high certainty. The

6A device to detect single particles, for instance electrons and ions.
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presented i?’PEPICO technique therefore allows to execute threshold photoelectron
spectroscopy on mass-selected parent ions, which is a great opportunity when
problems of thermal decomposition of CVD precursors are addressed. Consequently,
this experimental method is mainly used to obtain the results shown in Chap. 4,
Chap. 5 and Chap. 6.

2.3 Probing Gas-Phase Intermediates

The main objective of this thesis is to determine the major species formed in the
gas-phase. A common approach is to rely on macroscopic system parameters as, for
instance, the temperature and pressure in the reactor, as has been done in previous
kinetic studies analyzing the growth rate of CVD processes [175, 176, 177, 178].
Due to the experimental techniques applied, for the most part, stable species were
probed. As an extension to previous investigations, in this thesis an in-situ mass
spectrometric analysis coupled to photoionization, is used. The main advantages of
this approach, such as the high sensitivity without exhibiting massive fragmentation
of the ions, was already explained in the previous section. However, the in-situ
detection of elusive, highly reactive intermediates, which are a major player in the
gas-phase chemistry, are not straightforward. In this section, ways are presented
to probe and analyze those molecules with high efficiency, and an experimental
environment for their collection and evaluation is discussed.

An essential requirement to investigate chemical reactions in the gas-phase,
containing highly reactive intermediates that are ejected from a tubular reactor
to perform qualitative and quantitative kinetic investigations, is an appropriate
sampling method. The method must not only conserve the chemical composition
of the sample leaving the reactor, but also enable to efficiently detect reactive
intermediates. In addition, this should be accompanied by a sufficiently high signal
intensity of the source signal, even at low concentrations in the gaseous composition
to be analyzed. Since radical-radical reactions are mainly driven by molecular
collisions, the mean free path Apcan, i-e., the average distance a particle travels
before its collision with another particle, is an important factor to be considered.
From kinetic gas theory, assuming the ideal gas law, one obtains:

kT
mean — \/§7T0'2p’

where kg is the Boltzmann constant, ¢ is the Lennard-Jones parameter, in other
words the particle diameter of a soft sphere, T the temperature and p the pressure.
The higher Ayean, the lower is the probability for two particles to collide. A beneficial
relative lack of collisional perturbations can be found in so-called free molecular flows
where the chemistry is considered as “frozen”, meaning that no further bimolecular
reactions occur.

A common way to transform a flow into a free molecular flow is by generating a
supersonic, continuum jet expansion from a high-pressure source (here, the reactor

(2.9)
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Figure 2.4: Schematic of the molecular beam sampling method. A supersonic
expansion @ is formed by expanding a gas mixture from a nozzle @ with diameter
dp. Its characteristic shock waves form a free molecular flow region (molecular
beam). The transition between continuum and free molecular flow is denoted as

“quitting surface” @ The sampling cone with diameter ds is sketched to indicate
that the analysis of the gaseous composition takes place downstream within the

ionization volume @ The dashed streamline indicates the direction of the flow (in
accordance with [182, 183]).

@ in Fig. 2.4) into a low-pressure background where the flow transits into the
desired molecular flow regime. Right in this region, a sampling cone is inserted. For
this purpose and since spectroscopic investigations can often only be performed in
ultra-high vacuum environments, the gas leaving the reactor being at low vacuum
to ambient condition, exhibits a mandatory multi-stage differential pumping, i.e.,
pressure levels are reduced to ultra-high vacuum at 10~7 mbar. Such an expansion
in the first stage forms a molecular beam (see Fig. 2.4) after passing a specific
threshold area @ [179, 180] where the randomly oriented motion of the molecules,
due to their thermal energy inside the reactor, is almost completely converted into
kinetic energy directed towards the beam propagation axis [181]. In terms of energy
conservation this reads:

2

h0:h+%. (2.10)

According to Eq. 2.9 and assuming for the reactor part @ of the system in Fig. 2.4
an average pressure po = 1500 Pa and a maximum temperature Ty = 1200 K the
mean free path can be calculated for an inner diameter dy = 1 mm. One obtains for
two typical carrier gases used in spectroscopy, namely helium (og, = 2.66 x 1071%m)
and argon (oa, = 3.33 x 1071%m) [182] values for the mean free path of g, =
3.51 x 107°m and A\a, = 2.24 x 10~°m. Since the aperture of the gas reservoir
to the background chamber dy = 1 mm is a factor of 30 higher, the flow situation
at @ is that of a continuum free jet expanding from a high-pressure source to a
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low-pressure background chamber, since Apean << do.

There are two distinct features of supersonic free jets that are beneficial. First,
the velocity increases along the flow axis. Second it even increases faster than the
speed of sound. An isentropic region, called “zone of silence” is formed along the
centerline of the jet (see Fig. 2.4 @) In order to describe the expansion physics
of free molecular beam jets, one assumes an isentropic free expansion of the gas
while it transits smoothly from continuum to free molecular flow. The latter one is
advantageous, most importantly because in a free molecular flow particle collisions
are reduced and the molecules do not chemically react. Therefore the composition at
the outlet of the reactor is conserved [182]. However, the transition from continuum
to free molecular flow @ is not instantaneous and must be considered when choosing
the distance between the reactor outlet and the sampling device, which the gas will
pass, before entering the spectroscopic analysis apparatus (4 ).

2.3.1 Free Jet Physics

The nature of a free jet expansion is that the enthalpy is almost completely converted
into directed kinetic energy (see Eq. 2.10). That is an acceleration of the flow to
supersonic conditions with Ma>1 in the central part of the expansion (see Fig. 2.4).
This is a good approximation as long as the flow remains in the continuum region
of the expansion @ In this case, the one-dimensional isentropic relations of
an ideal gas with constant heat capacities give the following expressions for the
thermodynamic variables T', p, v and p [182]:

;; — (1 + ’Y;Mcﬂ)l : (2.11)
e A
;:0 _ (1 + 72_1Ma2> o (2.13)

pi _ (1 . ;Maz)”(“) | (2.14)

In the above written equations v, is the terminal velocity which is reached in the
area, where no further cooling of the molecules in all internal degrees of freedom
(translational, rotational, vibrational), occurs [184]. The ratio of heat capacities
v = ¢,/¢, is equal to 1.667 for an ideal monatomic gas, such as the noble gases used
in this study. The expressions for the state variables are given solely as a function
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of the Mach number Ma which is defined as the velocity of the gas divided by the
propagation of sound in a gas. The speed of sound can be expressed as:

RT
a=1 (2.15)

where R = 8.314 Jkg ' K~ is the universal gas constant which yields:

Ma = —. 2.16
=t (216)

Considering the above given relations Eq. 2.11 to Eq. 2.14, it can be stated that the
temperature, density and therefore the collision frequency decrease continuously
with distance from the expansion source. In contrast, the axial velocity is rapidly
increasing and asymptotically approaching its terminal speed v,,. The velocity
distribution is characterized by a Boltzmann distribution of the mean value in both
directions, parallel and perpendicular to the streamlines with an almost Gaussian
shape for the first one and a superposition of two Gaussians for the latter one. Here,
the temperature is the connecting parameter and 7)) = 7', is valid. Additionally,
collisions with walls, clustering or striking events with background gas molecules
or the sample device may attenuate the beam intensity and broaden the velocity
distribution [182].

The propagation length x,, of the Mach disc in Fig. 2.4 is often much longer
than the transition zone x4, which represents the boundary between continuum and
free molecular flow region. This location is reached quite fast, due to the strong
acceleration of the flow in axial direction. In the transition region of finite size
@, modeled as discrete “quitting surface” [185], the cooling of the internal states
terminates. This is represented by the temperature parallel to the streamlines Tj
which is, in other words, nothing else than the spread in parallel velocities. At this
point, the transition to free molecular flow comes into play, where the description
of the flow by continuum mechanics is not appropriate to analytically examine the
properties of the flow in the centerline, i.e., where the molecular beam is sampled
and analyzed. Its location can be approximated using the correlations for the
terminal parallel speed ratio S| « suggested by Miller from a heated source in terms
of the dimensionless Knudsen number Kng = X\g/dy [182]:

S =A [\/inodoﬁaz}B =A {Kngl}B , (2.17)

where ng is the number density of molecules in the source, wo? is the cross section of
a hard sphere, and the dimensionless parameters A and B were analytically derived
by Beijerinck and Verster [185], who suggest to set A = 0.527 and B = 0.545
for monatomic gases. The Mach number far downstream of the quitting surface
boundary @ is then approximated with:

May o = £Sn,oo. (2.18)
g
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For the case derived in Sec. 2.3 and following the above described procedure, we
obtain values for helium: Ma| o ne = 3.58 and argon: Maj . ar = 4.57. Using
these results, the approximate demarcation between the continuum and the free
molecular flow regime in the setup used in this thesis is at [182]:

1 -1
7, (M) "™ (2.19)
dy Cy ‘ ‘

Inserting C; = 3.26 [186] yields a quitting surface distance from the tube exit of
Zgne = 0.12cm xg Ay = 0.17cm. Although the distance between the skimmer and
the reactor can be tuned in z-direction in the experimental setup used in this study
(see Chap. 3), the position of the sampling cone (skimmer) exceeds the quitting
surface boundary in any case.

At this point, it is of interest whether fast reactions in a typical time frame may
occur while the gas composition travels from the exit of the reactor until it reaches
the transition point x4. This is because conditions should be chosen, such that these
reactions are minimized. The speed of sound a represents an upper limit to this
time because the flow is considerably faster than the sonic speed [187]. Since most
of the recombination reactions, which would be parasitic for the analysis, occur on
the microsecond timescale [188], the time for the gas to reach the skimmer

o= (2.20)

a

is with 7ypne =~ 21s and 754, =~ 9ps on the lower boundary of this microsecond
timescale. Therefore, not only a free molecular flow is probed in the experiments
presented in this thesis, but it is also ensured that the outlet composition, despite a
few very fast reactions that may occur, is predominantly preserved for spectroscopic
analysis.

In sum, a correctly adjusted molecular beam sampling apparatus provides a
high beam intensity on the order of 10'® particles/rad ™! s7! leading to a sufficiently
high signal-to-noise ratio, as well as a tight focusing of spatial distributions, due to
the high velocities in supersonic jets [182]. In this thesis this method is therefore
used to probe the gas-phase because the described state is advantageous for the
spectroscopic evaluation of gaseous molecules and allows to detect and isolate
inorganic and organic reactive intermediates.

2.3.2 Concepts for the Analysis of Elusive Species

In the previous paragraph, when describing the molecular beam physics, the source,
from which the expansion occurs, is represented by a simplified concept of a capillary
nozzle with a specific radius dy (see Fig. 2.4). However, in order to isolate and analyze
radicals and elusive intermediates at high number densities and simultaneously
avoid bimolecular reactions to examine the reaction pathways and kinetics, special

32



2.3 Probing Gas-Phase Intermediates

concepts for the decomposition of a precursor, prior to the spectroscopic analysis in
a supersonic jet expansion, are necessary. This is especially the case when one aims
on the detailed investigation of the decomposition mechanisms of metal-organic
CVD precursors and their associated metal-containing reactive intermediates, since
their handling and the isolation of elusive species is not straightforward.

Besides numerical approaches, high effort has been undertaken to unravel
gas-phase chemistry using various analysis methods such as optical spectroscopy
[189, 190, 191], mass spectrometry [127, 128, 192, 193, 194, 195, 196] and gas-
chromatography [78, 197]. Drawbacks of those methods are their limited sensitivity
towards the isolation of elusive intermediates and the possible interference of
secondary reactions.

A popular method which accounts for the drawbacks of the aforementioned
investigation methods is infrared laser powered homogeneous pyrolysis (IR-LPHP).
Here, a chemically inert photosensitizer in the infrared region (usually SFg) absorbs
vibrational energy from a CO, laser and rapidly converts this energy to translational
and rotational energy (i.e., heat) via relaxation processes [198]. The main advantage
lies in the direct transformation from the laser’s energy to heat in a finite volume of
the pyrolysis cell, leading to very high achievable temperatures in the center of the
cell (up to 1500 K), whereas the walls remain unheated. Although wall reactions can
be minimized, the induced temperature gradient, in conjunction with the unknown
temperature field in the flow cell, complicates the extraction of kinetic parameters.
Therefore, kinetic data obtained from this method, by taking average values, is
only a rough approximation [198]. Despite the complexity of the experiment and
the associated drawbacks, valuable insights into the pyrolysis mechanisms of CVD
precursors by applying IR-LPHP were obtained by the group of Douglas K. Russell.
They subsequently analyzed the pyrolysis products by matrix isolation [199, 200],
FTIR and GC-MS [199, 200, 201].

As an alternative, thermal flash-pyrolysis sources such as the famous Chen
nozzle [121], a resistively heated silicon carbide (SiC) flow tube used to thermally
crack the precursors bonds, are used. When combined with numerical simulations
of the flow field, these can be utilized to extract kinetic rate data, as demonstrated
previously [129, 130, 202, 203, 204]. The main advantage over the conventional flow
reactor method is rooted in the intrinsically low residence time of the molecules in
microreactors on the order of a few tenth of microseconds and the high dilution
of <0.01%, which minimizes intramolecular reactions [130, 202]. This has led
to their successful application as pyrolysis sources in order to obtain mechanistic
insights into the chemistry of e.g., organosilicon compounds [127, 205, 206, 207, 208].
Nevertheless, considerable effort must be undertaken because the evaluation of data
generated from flash-pyrolysis is not straightforward and requires a careful coupling
and interpretation of computational and experimental results. In this thesis, it will
be demonstrated, how a microreactor, combined with numerical simulations of the
flow field, leads to valuable insights, both mechanistically and kinetically, into the
decomposition channels of metal-organic precursors [129, 130, 131]. The topic of
the microreactors flow field will be addressed later in this thesis (see Chap. 3).
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2.3 Probing Gas-Phase Intermediates

2.3.3 Unimolecular Decomposition Kinetics
2.3.3.1 Reaction Rate and Rate Laws

Given the initial and final state of an arbitrary chemical reaction, thermodynamics
is able to make a statement on the feasibility by calculating the free enthalpy and
the concrete equilibrium states of the reaction. However, no information on the
reaction rate or reaction path can be obtained. This is where chemical kinetics
comes into play which monitors the progress of a chemical reaction, i.e., the change
of the concentration of the reactants with time. In order for a reaction to occur, the
reacting system cannot easily change to a state of lower free enthalpy, but it has to
overcome a certain reaction barrier. For an exemplary unimolecular dissociation
reaction of molecule AB the reaction sequence reads:

AB+M — A+ B+ M. (R 2.1)

Considering the above given reaction, the instantaneous rate of reaction r is defined
as the rate of consumption of a reactant or formation of a product, which is the
slope of a tangent on the graph of concentration vs. reaction time:

d[AB] d[A] d[B]

_ _ _ 4l 21
" dt dt  dt (2:21)

It has been found that the rate of a reaction is proportional to the reactants
concentrations to a specific power, called the reaction order n, which is the sum of
the exponents to which the concentration of a specific reactant is raised in the rate
law:

r = kun - [AB]", (2.22)

with the proportionality factor k., defined as the specific unimolecular reaction
rate constant for a reaction order of n = 1. This rate is mainly influenced by
the temperature, whereas for gas-phase reactions in specific setups also a pressure
dependence can be observed.

If, for a given reaction, the associated rate law and the rate constant is known,
one can predict the reaction rate from the composition of the sample at a given
temperature and pressure. Rate laws can also be utilized to provide evidence to
assess the plausibility of an assumed mechanism by checking for the correctness of
the initially assumed reaction order. The reaction rate may be obtained, such as
has been done in this thesis, by spectroscopic methods that provide information
on the gaseous sample composition by quantifying the individual components
concentrations. This has been done in this thesis when analyzing the unimolecular
decomposition of Al(acac)s and Fe(Cp), and the bimolecular decomposition of the
latter (see Sec. 4.3.8 and Sec. 6.2.6).
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2.3 Probing Gas-Phase Intermediates

A common approach to obtain the proportionality factor k. in Eq. 2.22 is to
express the dependence of the reaction rate on the concentrations of the reactants
with respect to the reaction order n in terms of differential equations, so called rate
laws. To finally evaluate the composition of a reaction mixture and determine the
reaction order as well as the rate constants of a given reaction, one needs to solve
the rate law by integration, which reads for a unimolecular reaction with n = 1:

d[AB]

Cdt
Integration in the limits of the initial concentration [A]y and the final concentration
[A] yields:

— Juni - [AB]. (2.23)

In m = —kuni - . 2.24
([A]t)) 224

When the left-hand side is plotted against ¢, for a first order reaction, a linear
function with the slope of —k,,; is found. The above given Eq. 2.24 is then used to
predict the concentration of any component at any reaction time in the system and
to compare it to the measured composition obtained by spectroscopic methods.

Using this approach, temperature-dependent values of the reaction rate kyy;
can be determined and the order of the reaction n can be confirmed. Note that
usually effects of the product concentrations or the influence of surface reactions by
changing the surface-to-volume ratio is considered in the analysis. However, in the
course of this thesis, surface reactions are minimized in the microreactor setup, and
therefore their role on the kinetics is not discussed further at this point.

2.3.3.2 Temperature, Pressure and Concentration Dependence

It has been found and was numerously confirmed experimentally that the rate of a
reaction is highly dependent on the temperature. Although first formulated longer
than a century ago, the Arrhenius-equation [209, 210], in its traditional from, is
able to describe the temperature-dependency of gas-phase chemistry using two
parameters, the frequency factor A and the activation energy F,:

E

Funi = A - exp BT . (2.25)

Here, following the collision theory, the first parameter A can be interpreted as a
probability of collision in a given volume, whereas the second parameter F, defines
the energy required to overcome the reaction barrier necessary for the reaction to
occur.

To qualitatively understand the meaning of the latter empirical parameter E,,
one must consider the potential energy profile of a chemical reaction. An exemplary
profile is shown in Fig. 2.5, where the molecular potential energy change of an
exothermic unimolecular decomposition reaction according to Reac. R 2.1 along
the reaction coordinate t is displayed. In the initial state, the reactant AB contains

35



2.3 Probing Gas-Phase Intermediates

@ O

5o 0°

ﬁ’g@@

AB

E[)(Jl.z\“*

E, . A+B

Ep()l‘./\ + E])()I,B

Y

)
)

>
t

Figure 2.5: Schematic of an energy diagram for a unimolecular decomposition
reaction according to Reac. R 2.1 which shows the energy as a function of the
progress of the reaction ¢, adapted from [211].

a specific potential energy E,q a. When the reaction event proceeds by e.g., a
collision with a background gas molecule M, a specific amount of kinetic energy
is added until a maximum in the energy diagram is reached, called the transition
state AB*. Here, the molecule AB is distorted by such an extent that a further
addition of energy would inevitably lead to the breakage of the weakest bond and
the formation of the lower energetic products A and B. The minimal difference
between the reactants potential energy and the potential energy of the transition
state is defined as the activation energy FE, of the forward reaction.

It has been observed that for the reaction rate of a unimolecular decomposition
reaction, besides the temperature, also the pressure is an important factor. This
is especially valid for CVD precursors where often no reactant is present and
the dissociation of the precursor molecule bonds either by excitation or by a
collision with surrounding inert gas molecules M drives the process. Although
these reactions contain steps that can be attributed to unimolecular, as well as
bimolecular chemistry, the overall mechanism turns out to proceed according to
first order kinetics.

The first description of a collisional-activation mechanism for a unimolecular
reaction was introduced by Lindemann [212] and later refined by Hinshelwood
[213]. In this theory, commonly known as Lindemann-Hinshelwood mechanism, it is
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2.3 Probing Gas-Phase Intermediates

assumed that a reactant molecule A7 collides with a third-body molecule M, which
could be A itself, and becomes energetically excited:

A+M L5 A* 4 M. (R 2.2)

This step, is by nature, bimolecular. But as we will see in the derivation of the
reaction rate for such a mechanism, under specific circumstances, the reaction
follows first order kinetics®. After the first step, the energized molecule A* can
proceed via two pathways, either following a deactivation step in another collision
process

AT+ M S5 A+ M, (R 2.3)

or it can undergo a unimolecular decay according to

A2, p. (R 2.4)

It is further assumed that step Reac. R 2.3 is one hundred percent efficient, such
that every molecule A* is deactivated upon collision with M at the rate k_;. The
integrated rate laws for these reactions with respect to A* read:

dA"] _
o= k- [A]M], (2.26)
d[A*] \
T = ke [ATIM], (2.27)
dlA*] ;
o= ke [A) (2.28)

Applying the stead-state assumption (d[A*]/dt = 0) for the net rate of A* yields:

d[A*]

i ki - [A]M] — k_y - [A"][M] — ko - [A*] = 0. (2.29)
The rate of formation of the product P is expressed as:
d[P]
—— = ko - [AT]. 2.
RPN (230

One can now replace the concentration of A* by rearrangement of Eq. 2.29. In
terms of the concentration of A this yields:
AP kaks A)M]
dt ko + k_4q [M] '

(2.31)

"Usually the precursor in the framework of this thesis.
8This is commonly referred to as pseudo-first order reaction kinetics.
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2.3 Probing Gas-Phase Intermediates

As one can immediately recognize this reaction is not first order since it has a
dependence on both the concentration of the reactant A and the third-body molecule
M. However, for understanding the pressure influence on a unimolecular reaction,
one has to distinguish between two cases for the above given expression. First at
high pressure, where [M] — oo, ko can be neglected in the denominator, whereas
for the second case, at low-pressure, where [M] — 0, k_; can be ignored. After
simplifying the rate expression in Eq. 2.31 by combining the rate coefficient kyy;
with the rate law similar to Eq. 2.23, one can obtain information on the respective
reaction order.

When the rate of deactivation is much greater than the rate of unimolecular
decomposition (high-pressure), such that k_; > ky. Then Eq. 2.31 simplifies to the
following first order expression for the rate of decomposition of A to its products P:

d[P]
= kuni - [A], 2.32
- A (232
with the rate constant k,,; defined as:
k1k
Foni = —2. (2.33)
k_q

So, for the first case, at high pressure, a first order reaction and for the second
case, at low-pressure, a second order reaction mechanism is obtained. This concept
is later taken into account when analyzing the reaction kinetics of Al(acac)s; and
Fe(Cp)s in Chap. 4 and Chap. 6.
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Chapter 3

Experimental Methodology

Following the theoretical aspects of synchrotron radiation and its usage in double
imaging photoelectron photoion coincidence experiments (i?PEPICO) to unveil
decomposition mechanisms and kinetics, this chapter is devoted to describe the
technical aspects of the i?PEPICO experiment at the Swiss Light Source (SLS).
This is complemented by a description of the silicon carbide (SiC) microreactor and
its basic properties, which is useful in the understanding of the analysis presented in
the following chapters. Additionally, some aspects of data extraction and analysis
is given that are important for the interpretation and evaluation of the obtained
data described in the upcoming chapters.

3.1 Overview of the Setup

The most important parts of the reactor setup that was used in this work can be
extracted from Fig. 3.1 and its features are discussed in detail in e.g., Sec. 4.2.1 and
in the literature [172, 173, 174]. Only a brief overview is given here.

The experimental setup consists of three main elements. The first part is a
sample container, embedded in an isothermal copper block (evaporator). Here,
small amounts® of a solid CVD precursor with low volatility is placed in a heated
stainless-steel tube with and inner diameter of 3 mm and a total length of ~ 40 mm.
To increase the vapor pressure and therefore obtain higher concentrations of the
precursor in the gas mixture, the copper block is heated by up to four temperature
controlled heating cartridges mounted inside two drillings at each side of the copper
block. The sublimed gas is then transported by a carrier gas? and expanded through
a 100 pm pinhole and transported into a SiC microreactor whose properties and
features are thoroughly described in the next section (Sec. 3.2).

At the reactor outlet, a molecular beam is formed and its central part is cut out
by a 1 mm conical skimmer. In order to obtain sufficient vacuum for analysis, both,
the source (SRC) and experimental (EXP) chamber are pumped by a turbomolecular

1Usually a few grams.
2An inert gas, such as argon or helium.
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Figure 3.1: Vacuum apparatus of the experimental setup at the X04DB VUV
beamline at the SLS synchrotron facility with embedded images of the most important
parts of the pyrolysis reactor setup. The schematic in the background is taken from
a recent publication [129].

diffusion pump (SRC: Pfeiffer TPH 1201 UP at 16001s~!; EXP: Pfeiffer TMH 521
YP at 5001s7!). Those are accompanied by a single cryopump mounted at each
chamber (SRC: Leybold COOLVAC CK at 50001s™!; EXP: Leybold COOLVAC
1500 CL at 15001s7!) [173]. The gas composition of the molecular beam is then
analyzed by the combustion reactions followed by photoelectron photoion coincidence
(CRF-PEPICO) endstation currently running at the SLS synchrotron facility in
Switzerland. Thanks to its flexible design, various experiments can be performed
using laminar flames [214], flow [215], as well as catalytic [122], photolitic [216] and
pyrolytic reactor setups [153].

40



3.2 SiC Microreactor

3.2 SiC Microreactor

The following paragraph will highlight key features of the flash-pyrolysis reactor as
introduced in Sec. 2.3.2, which was used in this work. Among the known pyrolysis
reactors, resistively heated microreactors [217] based on the initial design by Chen
et al. [121] are frequently used to generate and isolate reactive organic and inorganic
species by forming a supersonic jet at the nozzles exit with the properties and
advantages as described in Sec. 2.3.1. The most important physical relations, as
well as the setup itself will be explained in the following.

3.2.1 Flow Characteristics

Because of the rapid pressure drop at the exhaust of the microreactor and the
high temperature heating, a characterization of the flow field is not straightforward.
Usual methods to experimentally sample important flow field parameters fail here,
since the microreactor is not optically accessible and probes such as thermocouples
would, because of their size, strongly disturb the flow. To anyway accurately
interpret and quantify the data and not only obtain mechanistic information on
the precursor’s chemistry, analytical or computational calculations can be used
to characterize the complex flow field and extract values of flow field parameters,
especially pressure, velocity and density. Since it is possible to sample the flow
conditions at the boundaries of the microreactor, i.e., the temperature and pressure,
computational fluid dynamics (CFD) studies of the flow field were performed
[129, 130]. A detailed discussion on the results obtained will be made in the
corresponding chapters Chap. 4 and Chap. 5 and only basic considerations for the
description of the flow field in a microreactor is given here. This is mainly because
the numerical simulations were conducted by my project cooperation partner Dr.
Seung-Jin Baik at the Chair of Fluid Dynamics and a detailed discussion about the
methods applied is therefore not within the scope of this thesis. However, some
basic aspects that are important for the interpretation of the experimental results
presented in this work are given here.

The Boltzmann equation provides a general description of the time-dependent
evolution of a gas flow and represents the motion of gas molecules and their collision
at a specific location in a mixture. As has been touched in Sec. 2.3 the type of
flow is determined by the Knudsen number, which is defined as the ratio of the
mean free path from Eq. 2.9 to the characteristic length [parac of the flow region.
Inserting the dimensionless numbers Ma and Re, one obtains:

AT Ma
V2 Re’
For a tube luarmc is represented by the tubes inner diameter d;. Having values of
Kn below 0.01, the flow is operated in the continuum region and can be treated

by continuum mechanics as represented by the Reynolds averaged Navier-Stokes-
equations (RANS) for mass and momentum conservation (see Sec. A.1.1 and

Kn (3.1)
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3.2 SiC Microreactor

Sec. B.1.1). Applying a no-slip boundary condition leads to pressure, temperature
and velocity fields and therefore a complete description of the flow field. Hence,
the influence of the often very complex field can be analyzed with the aim of a
determination of kinetic rate parameters and to obtain information on the residence
time distribution of molecules traveling through the microreactor. Despite their
importance, those information are scarce in the literature.

Since CVD precursors are investigated here close to their deposition conditions,
the question about the extent of the surface reactions in the microreactor arises.
From fluid mechanics we known that the extent of wall reactions depend on the
Péclet number Pe, a dimensionless relation between residence time 7yes = lcharac/t
and radial diffusion time Tqg = 13,,,../ DAB:

Tres lcharac U
Pe = =

(3.2)

)
Tdift Dag

where Dyp is the diffusion coefficient of species A (the specific precursor) in the
bath gas B (argon or helium). The diffusion coefficient is obtained using empirical
equations. Depending on the flow rate and carrier gas used, residence times on
the order of 14-100 ps are achieved. In the exemplary case of Al(acac)s in argon
(see Sec. A.1.5), for all, but the highest temperature, Pe is <1, meaning that the
residence time in the microreactor is in most cases too short for significant radial
diffusion. This is valid for all, but the closest molecules to the wall, leading to a
minimized impact of wall reactions on the high temperature results obtained in this
thesis.

Another major influence factor that could bias probing only unimolecular reac-
tion products from a microreactor experiment are radical recombination reactions.
Because of the almost nonexistent reaction barrier, they are expected to occur
extremely rapid on timescales that are below the microreactors residence time. As
these reactions are of second order, their rate scales quadratic with the radical
concentration. To exploit the second benefit of the presented setup, the dilution
of the precursor molecule entering the reactor is kept below 0.01%, which keeps
the radical concentration low and has proven to be an effective method to suppress
bimolecular reactions under pyrolytic conditions and therefore probing only the
unimolecular reaction pathways [122].

In line with the general description of molecular beam physics in Sec. 2.3.1 the
radial pressure gradient causes a diffusion of light species from the centerline of the
jet. This phenomenon is known as mach-number focusing and could influence the
results by an enrichment of heavy species in the centerline of the molecular beam.
Although the velocity of all species in beam propagation direction is constant,
the transverse velocity perpendicular to the beam centerline axis is higher for
lighter molecules such as H, since the velocity scales with 1/y/m. In the data
evaluation, this pressure diffusion is accounted for by an instrument factor called
mass discrimination factor, which has been evaluated for the i?PEPICO apparatus
by different groups for various setups independently to be close to unity [218, 219].
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I.D. 1 mm; O.D 2 mm

Supersonic jet

Figure 3.2: Schematic of the silicon carbide (SiC) microreactor used in this thesis
to investigate the thermal decomposition of the precursor molecules. At the outlet,
a molecular beam is formed by expanding the gas to high-vacuum.

3.2.2 Setup and Calibration

An exemplary sketch of the microreactor setup used in this thesis is shown in
Fig. 3.2. The reactor is a tube made out of the refractory semiconductor silicon
carbide (SiC) obtained by Saint-Gobain Ceramics under the brand Hexoloy©SA.
The tube has an inner diameter of about 1 mm and an outer diameter of about
2mm. The reactor spans a total length of approximately 30 mm, whereas only a
short area is resistively heated. Two electrical contacts are mounted on the SiC
tube and their distance defines the heated reaction zone of the microreactor. Here,
the precursor molecules are thermally cracked. The design principle of this region
is that it should be as small as possible in order to keep the residence time low and
therefore decrease the chance of formed reactive intermediates to undergo secondary
reactions. In the studies presented in this thesis, a constant heated length of 10 mm
was chosen which represents a compromise between appropriate resistivity and
advantageous short residence times, which are inversely connected.

The resistance of the SiC tube scales inversely with the temperature and has
values of 20-150€2 [217]. Since the thermal conductivity of SiC is relatively low,
despite the thick reactor wall of & 1 mm, the temperature gradient between the
inner and outer surface is neglectable. Therefore the temperature reading of a
type C thermocouple, attached to the central part of the tube, allows for a reliable
approximation of the inner surface temperature of the SiC tube under reaction
conditions (see Fig. 3.3).

To minimize the temperature reading error, the thermocouple was first attached
to the reactor surface with an insulating tape to fix its position and maximize its
contact efficiency and second consistency was kept by using the same thermocouple
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Figure 3.3: Calibration curve of the surface temperature vs. electrical power.

throughout the measurements while keeping the step size of the resistive power
source nearly constant. The values so obtained are used as boundary condition in
computational fluid dynamics (CFD) simulations of the flow field (see Sec. 4.2.3;
Sec. 5.2.1). This procedure is widely accepted and has already successfully provided
boundary conditions to perform CFD calculations in similar setups [202, 204].
Most of the studies that utilize such kind of microreactors either rely on those
simulation results or on a single surface temperature measurement and quote the
overall uncertainty, due to imperfect contact between the reactor surface and the
thermocouple, to be + 50-100 K in the centerline [220, 221]. Temperatures between
300 and 1500 K can be realized in the heated zone which is sufficient to cover primary
reaction pathways of the precursor molecule with the highest bond dissociation
energy under investigation, ferrocene [48].

3.3 Data Acquisition and Evaluation

As outlined in Sec. 2.2.4 the i?’PEPICO spectrometer is capable to detect both
photoions and photelectrons generated in the same ionization event. In the present
setup, both particles are accelerated in opposite directions from the ionization volume
on two position-sensitive delayed-line anode detectors (DLD) connected to a micro-
channel plate (MCP) manufactured by Roentdek, DLD40. Since strong and curved
electric fields are required for ion velocity map imaging (VMI), the voltages can be
adjusted to run experiments either at imaging or space focusing operation conditions
[174]. The first one is advantageous for the determination of fragment signals and
background subtraction which leads to fragmentation free mass spectra. The latter
one plays out its strengths when it comes to distinguishing isotopic patterns, since
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the mass resolution is improved. To understand the experimental method applied
for generating the results presented in this thesis, the data acquisition technique of
such a system is shown in Fig. 3.4 and described in detail in the following paragraph.

3.3.1 Ion and Electron Collection Method

As can be depicted from Fig. 3.4, upon ionization, a constant electric field accelerates
electrons and ions in opposite directions perpendicular to the ionization region.
Both are focused on detector plates using electrostatic lenses. The electric fields
can be altered such that either linear fields are used for space focusing conditions
or dual curved fields are applied, providing imaging conditions. Depending on
the experimental requirements, the electric fields can be tuned to either yield a
good mass resolution (space focusing), or focused kinetic energy distributions of
the cations (imaging conditions) [174, 222]. Central part of the apparatus are
the position-sensitive detectors (PSD), which are two particle delay line detectors
(DLD), in principle a lattice of z- and y-filaments, which are mounted at the
backside of a multi-channel plate (MCP). The MCP amplifies the impact signal
and transmits it to the DLD. Since the electrons, by nature, have a much lower
mass then the ions, their time to reach the detector is considerable smaller than
that of the corresponding ions. Again, in order to merge both analytical benefits
from PES and PIMS, i.e,. the mass analysis of the cations and the kinetic energy
of the electrons, one must identify fitting ion-electron pairs that originate from
the same ionization event, termed true coincidence and delimit them from false
coincidences, where erroneous ion-electron pairs are matched. Since those false
coincidences naturally occur in coincidence experiments and they also scale with
the ionization rate, which is high when synchrotron radiation is used, special care
must be taken to minimize their impact.

Electrodes
PSD Vie Vi, \Y% PSD
il
ZKE a
Electron flight tube hy Ton flight tube
p-shielding
I | xxyny. | | xxyw I
MCP MCP

Figure 3.4: Schematic of the data acquisition principle of the CRF-PEPICO
apparatus, based on [174, 222].
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3.3.2 The Coincidence Principle

An effective method to minimize false coincidence is the multi-start multiple stop
(MM) data acquisition approach [223], which is schematically shown in Fig. 3.5.
Here, exemplary signals arising from the cations, electrons and possible coincidences
are shown. After the first particles impact on the electron detector, a master clock
is triggered, representing the start signal of a specific, reasonable time-of-flight
(ToF) time window of usually >40 ps, depending on the flight-time of the heaviest
molecule in the mixture. The signals of both, electrons and ions, are given a time
stamp with respect to the master clock and they are cross correlated within the
preselected time window. According to the scheme in Fig. 3.5, 13 false (dashed
arrows) and 6 true (colored checkmarks) coincidences can be identified. The false
coincidences contribute to the background of the ToF spectrum on the right hand
side of Fig. 3.5, whereas true coincidences represent the signal peaks in the ToF
spectrum. The cation’s ToF of the true coincidences is then calculated by taking the
difference between the electron and ion timestamp with respect to the master clock.
It becomes apparent that although using the MM method still an inevitable fraction
of false coincidences occur, leading to a low dynamic range of the apparatus, which
is detrimental for the analysis of highly diluted mixtures. Considering that CVD
precursors are seeded in small number densities within the carrier gas stream, the
detection of low amounts of radicals and intermediates is only successful, when the
dynamic range of the instrument is sufficiently high. By utilizing a position-sensitive
detector to record the ion impact coordinates in combination with a time-dependent
electric field (see Fig. 3.5 ¢)), which deflects the ions perpendicular to their flight
direction as a function of time, one can judge from combining the cross correlation
technique with the time-dependent deflection field, if an electron-ion pair is termed
true or false coincidence with a very high efficiency. This is, if the impact position of
an ion fits the theoretical position according to the electrical deflection field at the
time of ionization. A theoretical impact position of the ion on the position sensitive
detector in subfigure d) is calculated based on an instrumental factor and the time
of flight of the cation teation (gray) in subfigure c). The intersections between the
field curves for Vi (dashed-line) and V; (straight line) determine the predicted
position of the ion having the flight time equal to t..on. If the theoretical predicted
position (grey circle in subfigure d)) matches the predicted position (crosses), the
cross correlation is then counted as a true coincidence (see Fig. 3.5 d), blue cross).
Otherwise, the event is termed false coincidence (orange cross). This procedure is
done for all electron-ion pairs and the result of this analysis is shown as a mass
spectrum in subfigure b). Such a data treatment increases the dynamic range to
10° and therefore allows to record mass-selected threshold photoelectron spectra
(ms-TPES) at high ionization rates of up to 100 kHz. This is advantageous when
using pulsed synchrotron radiation, as provided by the electron accelerator of the
SLS [222].
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Figure 3.5: Schematic of the multi-start multiple stop (MM) data acquisition
approach with exemplary matches of true (green and yellow checkmarks) and false
(black dashed arrows) coincidences for the two molecules A (green) and B (yellow),
based on [222]. False coincidences are randomly distributed over time while true
coincidences have a specific timescale. In subfigure b) on the right hand side, an
exemplary mass spectrum derived from the raw data on the left hand side a) is
shown, where the coincidences are summed up. A stick spectrum is obtained where
true coincidences are colored and false coincidences are shown in gray as a function
of their time of flight (ToF). The analytical procedure to distinguish between true
and false coincidences is displayed in subfigures ¢) and d). The method is based on
the usage of time-dependent deflection fields V, and V, having different frequencies
and is further explained in the text.
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3.3.3 Data Analysis
3.3.3.1 Identification and Separation of Energetic Ions

The ions that are generated from a single ionization event are mass-analyzed in
a conventional time-of-flight (ToF) mass spectrometer with Wiley-McLaren space
focusing conditions [149]. In the present setup, the electrons trigger the start signal
for the ToF of the ions. These ion are then accelerated in a constant electric field of
>200V em ™!, subsequently pass a field free drift region (see Fig. 3.4), before hitting
the position-sensitive detector (PSD). The signal gets then intensified by an MCP
and is sent to further analysis.

Applying an energy balance between the potential energy o ion Pertained to
the electric field of a plate capacitor with the potential difference U for an ion
with the electrical charge z - e, Epotion = 2 - € - U, and the kinetic energy of the ion
Fiinion = 1/2 - m - (lanir/ToF)? due to acceleration, results in the following relation
to calculate the ToF of a particle having the mass m:

2.
ToF = 1/%. (3.3)

The above given relation shows that ions can be separated by their mass, because
the ToF is proportional to the ions mass m, meaning for higher masses, the ToF is
longer than for shorter masses.

In order to distinguish between ions having almost the same mass, as e.g., ketene
(CoH20; m/z = 42.0367) and propene (C3Hg; m/z = 42.0797), a sufficient mass
resolution is necessary. The mass resolution is defined as the smallest difference
between masses that can be separated and reads R = m/Am. Unfortunately, as
pointed out in the previous section, in the present setup a compromise must be
made, since the mass resolution is increased by applying a high electric field. Yet
this is simultaneously detrimental for the electron collection efficiency. To exploit
all the benefits described for the i?PEPICO setup, as a trade-off, a resolution of
~ 300 is achieved when using imaging conditions, while space focusing conditions
would improve the overall mass resolution to about 500. Whenever possible, the
results presented in this thesis are measured with both operation modes to obtain
the valuable information given by the mapping of ions on the position-sensitive
detectors using imaging conditions, but also space focusing conditions were applied
to sufficiently resolve neighboring m/z values for isotope characterization of metal-
containing intermediates (see Sec. 5.2.4).

The respective photoionization mass spectra (PIMS) are then obtained by
averaging over a specific integration time of 60-900s to achieve sufficient signal-to-
noise ratios for even the lowest product concentrations. Additionally, conventional
photoionization efficiency (PIE) curves, a summation of the total ion signal over a
respective energy range for each m/z channel, can be obtained. These are utilized
for the evaluation of ionization energies which hint on the underlying species
contributing to the m/z channel, as described in Sec. 2.2.1.
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To exploit the major enhancement of the present CRF-PEPICO apparatus
and obtain fragmentation free mass spectra, the 2D-images of the kinetic energy
distribution of the ions mapped on position-sensitive detectors are evaluated. An
example is given in Fig. 3.6. As the photoions are velocity map imaged (Fig. 3.6,
left), the molecular beam component (yellow ellipsis) can clearly be separated from
the room temperature background, because of its higher kinetic energy [153]. The
alignment of the molecular beam prior to each experiment by using the kinetic
energy distribution of the ions enhances the sensitivity of the instrument and radical
detection is improved [224]. A smart choice of the beam component region-of-
interest (ROI) extracts only the energetic ions from the raw data, contributing to
background and fragmentation free mass spectra.

3.3.3.2 Mass Calibration & Fitting Procedure

The transformation of ToF raw data to mass dimensions (m/z) is performed by
using a polynomial of the second degree and the mass-to-charge ratio is obtained
from the following relation:

m/z = a - ToF? + b - ToF + c. (3.4)

At least three peaks must be directly allocated spanning the whole ToF range of
interest, usually up to the precursors nominal mass. The calibration constants a, b
and c are then obtained and can be used to convert the spectra from time to mass
scale. The integration of the peaks is done by fitting the specific mass peaks to a
Gaussian function using the program “Flammenfit 4.7” [225]. Physically reasonable
parameter boundaries for the resolution (i.e., width range of the Gaussian function)
and the location of each expected species based on their flight-time can be set
in the programs species list. Although the mass resolution in the present system
is limited when using imaging conditions, by applying space focusing conditions,
convoluted peaks at neighboring masses can be evaluated by a deconvolution of
the raw signal and an integration of the respective overlapping Gaussian functions
using a customized list of observed peaks. Due to the modification of electric fields,
this calibration must be performed separately after each measurement block for
both operating conditions, imaging and space focusing. The data is exported in
ASCII format and further evaluated using “Origin Pro” in its latest version.

3.3.3.3 Identification of Threshold Electrons

As already discussed in Sec. 2.2.4, collected threshold electrons have negligible
off-center momentum and are usually located inside a small spot on the position-
sensitive detector (see Fig. 3.7). But in the same area, photoelectrons with significant
kinetic energy (“hot electrons”) distribute in larger radii around the center and also
contribute to the overall electron signal. Using the strategy introduced by Sztaray
et al. [171] the contribution of these energetic electrons can be efficiently reduced
by subtracting the ring signal, weighted by a constant empirical factor f, from the
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center signal (see Fig. 3.7). This factor relates the area of the ROI for the center
signal Acenter t0 the area of the annular gap representing the ROI for the ring signal
Aring:

Acenter
= . 3.5
f v (3.5)
Usually the empirical factor f is determined to be around 1/3. The raw signals are
obtained using the i?PEPICO software tool at version 3.0, which is provided by the
beamline staff [226]. The TPES signal is then calculated by the following relation:

STPES = Scenter - f ' Sring- (36)

In summary, each threshold electron can be assigned to a single ionization event.
Together with the mass-selection capability of the photoions that are tracked in
coincidence, ms-TPES can be obtained. An advantage over conventional photo-
electron spectroscopy is that collecting only the threshold electrons, which follow
the Franck-Condon principle allows to directly compare the obtained spectra to
literature references from quantum chemical calculations, which is especially useful
for reaction intermediates, whose reference spectra are tedious to measure and
therefore are scarce in the literature.

3.3.4 Evaluation of Mole Fractions

To take all temperature-dependent expansion effects into account, the influence of
gas-expansion on species signal intensity is summed up by introducing the instrument
dependent gas-expansion factor A(T") [227]. Measuring the signal intensity of an
inert species, here the bath gas argon, gives the gas expansion coefficient (see
Fig. 3.8) using the following relation:

_ Sar(T,15.8¢V)
 Sar(Th, 15.8¢V)’

ANT) (3.7)
According to the method introduced by Cool et al. [156], the signal intensity of
species i is written as follows:

S{(T,E) =C - 2(T,E) - 0;(E) - D; - ®p(E) - X(T). (3.8)

In this relation C'is an instrument-dependent constant, x;(7, E') is the mole fraction
of species i at the photon energy F and temperature 7. At a fixed photon energy,
the photon flux ®p(FE) is constant and given that the mass discrimination factor D;
is close to unity at the SLS apparatus [218, 219] assuming a constant C' [227], the
mole fraction of the precursor gas can then be calculated by the following relation:

Spre (T)

Tpre(T') = @pre(To) - A(T) - m-

(3.9)
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Figure 3.6: Procedure to obtain fragmentation and background free mass spectra
from ion image data. Left: Exemplary velocity mapped ion image (VMI) with
a specific region-of-interest (ROI) to obtain background (BG) free mass spectra
(red) by leaving out the room temperature BG as well as fragmentation free mass
spectra (yellow). This is done by only evaluating the ions with narrow kinetic energy
distribution, since fragmentation is characterized by a randomly distributed kinetic
energy release, which would result in a broader kinetic energy distribution of the
ion signal in the VMI.
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Figure 3.7: Procedure to subtract hot electrons from electron VMI raw data
(left) to obtain threshold photoelectron spectra (orange, right) by analyzing only
the threshold electrons and subtracting the hot electron contribution using center
(dashed) and ring (dotted) electrons according to Eq. 3.6 [171], own representation.
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Figure 3.8: Gas expansion coefficient A as a function of temperature using argon
as inert gas.

The initial mole fraction in the evaporator stage is calculated using the vapor
pressures relations from the literature for Al(acac); [228], Zr(acac), [229] and
Fe(Cp)s [230], respectively. Using Eq. 3.9 one can obtain temperature-dependent
mole fraction profiles of the precursor and therefore kinetic investigations are possible.
Details on the calculations can be found in the respective chapters Chap. 4-Chap. 6.

3.3.5 General Procedures and Settings for the Analysis

When using a synchrotron radiation source coupled to an i?PEPICO apparatus
for data collection and analysis, some procedures must be undertaken to obtain
satisfactory signal-to-noise ratios and high signal levels. Appropriate settings and
calibration are also a prerequisite to obtain a well-resolved molecular beam on
the imaging detector which is one of the major benefits of double-imaging setups.
Prior to each experiment, the photon energy is calibrated using the 11s’, 12s’
and 13s’ autoionization lines of argon in the first and second order. The mass
discrimination factor can be neglected in the experiments and is set to unity (see
Sec. 3.2.1). The stark shift of the observed signals to lower photon energies due to
the high extraction fields of >200V ecm ™! used was accounted for by correcting the
mass-selected photoelectron spectra (ms-TPES) accordingly [231]. At the cost of
a slightly lower energy resolution of 8 meV [232], but to optimize the photon flux
necessary to detected elusive species, in this study, a 150 lines/mm grating was
used (see Sec. 2.1.3).

Further methods to tailor the beam by filtering higher harmonics or unwanted
artificial signal fragments were exploited. Those beneficial effects can be achieved by
using an optical mirror that is transparent up to a specific wavelength, but opaque
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above this threshold. Higher harmonics can also be eliminated by the absorption of
energy in a noble gas filter through ionization, where the ionization energy of the
noble gas limits the use of each substance to a specific energy range (Sec. 2.1.3).
In the present CRF-PEPICO apparatus both methods are used. Hence, three
modes of operation can be adjusted to manipulate the refocused monochromatized
radiation with the aim to maximize signal intensity in the i?PEPICO apparatus
while suppressing artificial signals, e.g., from higher harmonics. First, for energies
below 8.0V, a magnesium fluoride (MgF5) window can be screwed into the optical
path, having the benefit to only transmit electromagnetic radiation below 11.0eV.
This is especially useful for suppressing artificial signals at energies below 8.0V,
where the ionization threshold of large metal-containing and organic molecules are
often located. Its usage helps to avoid fragmentation of heavy metal-containing
molecules and simultaneously achieves a better signal-to-noise ratio for the collected
ms-TPES. The second mode of operation is primarily used which utilizes a rare gas
filter with nine differentially pumped chambers, operated either with a mixture of
Ne/Ar/Kr for energies of 8.0-12.0€V or in case of the third operation mode pure
Ne for energies up to 21eV. This configuration efficiently suppresses second order
radiation [173].

Passing these optical elements through an adjustable exit slit, radiation with
the desired properties enters the vacuum apparatus and ionizes the gaseous sample
within the ionization volume. In the described experiment, the choice of averaging
times depend mainly on the concentration and ionization cross section of the species
of interest. Since the costly beamtime? is shared among many users in a competitive
application process and its total amount is therefore strictly limited, averaging
times should be kept to a minimum. Considering this, and given the high dilution
of the precursor molecules in the carrier gas stream, acquisition times for the main
species of 240-360s were chosen. Species with lower expected mole fractions need
longer averaging times of up to 900s, especially when using the MgFy; window.
Hereby, for the metal-containing intermediates, satisfactory signal-to-noise ratios of
>10 are achieved.

30ne hour of beamtime costs approx. 1000 Euro.
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Abstract

Although aluminium acetylacetonate, is a common precursor for chemical vapor
deposition (CVD) of aluminium oxide, its gas-phase decomposition is not well-
known. Here, we studied its thermal decomposition in a microreactor by double
imaging photoelectron photoion coincidence spectroscopy (i?PEPICO) between
325 and 1273 K. The reactor flow field was characterized by computational fluid
dynamics (CFD). Quantum chemical calculations were used for the assignment
of certain species. The dissociative ionization of the room temperature precur-
sor molecule starts at a photon energy of 8.5eV by the rupture of the bond
to an acetylacetonate ligand leading to the formation of the Al(C5H7;05)," ion.
In pyrolysis experiments, up to 49 species were detected and identified in the
gas-phase, including reactive intermediates and isomeric/ isobaric hydrocarbons,
oxygenated species as well as aluminium-containing molecules. We detected alu-
minium bis(diketo)acetylacetonate-H, Al(CsH;O,)(C5HgO3), at m/z 224 together
with acetylacetone (CsHgOs2) as the major initial products formed at temperatures
above 600 K. A second decomposition channel affords Al(OH),(C5H702) along
with the formation of a substituted pentalene ring species (C1oH1203), as assigned
by Franck—Condon simulations and quantum chemical calculations. Acetylallene
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(CsHgO), acetone (C3HgO) and ketene (CoHo0) were major secondary decomposi-
tion products, formed upon decomposition of the primary products. Three gas-phase
aromatic hydrocarbons were also detected and partially assigned for the first time:
m/z 210, m/z 186 (Cl4H18 or 012H1002> and m/z 146 (CllH14 or CQHGOQ) and
their formation mechanism is discussed. Finally, Arrhenius parameters are pre-
sented on the gas-phase decomposition kinetics of Al(C5H705)3, aided by numerical
simulation of the flow field.
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4.1 Introduction

Due to its wear and corrosion resistance, high band gap and beneficial refractive
index, aluminium oxide (AlyO3) is a popular coating, widely used in a variety
of applications, for instance, in protective coatings, microelectronics, and optical
devices. In particular, Al,O3 can act as a passivating layer, as an alternative
gate dielectric oxide [233, 234], anti-corrosion and permeation barrier coating
(235, 236, 237, 238], as well as surface enhancement coating in the cutting tool
industry [236, 239]. Thanks to high growth rates and comprehensive surface
coverage, Al;O3 layers are frequently synthesized by metal-organic chemical vapor
deposition (MOCVD), a widely used technique for the preparation of functional
coatings [240]. In MOCVD processes, a volatile, metal-containing precursor is used
for the deposition of thin films.

Metal S-diketonates are advantageous, due to their relatively high vapor pressure
at moderate temperatures and their thermal stability [241], which explains the
increased use of the non-toxic and inexpensive aluminium tris(acetylacetonate)
Al(C5H;0,)3! as a precursor in MOCVD [83, 86, 241, 242, 243, 244, 245, 246,
247, 248]. Tt is well-known that gas-phase reactions play an important role in the
determination of the film composition, purity, and growth rate [240]. Due to the
high activation energy of the unimolecular dissociation of metal S-diketonates, the
homogeneous decomposition of the gaseous precursor is considered as the rate-
limiting step for film growth [241]. Unwanted particle formation and nucleation
processes may also occur in the gas-phase which reduce the growth rate significantly
[240]. Consequently, the characterization of the gas-phase chemistry is of particular
interest. This explains efforts to study the reaction kinetics [79, 80] and attempts
to characterize [80, 81, 82| primary gaseous reaction products of the thermal
decomposition of Al(C5H70s)s, although the definitive reaction mechanism has
remained elusive so far.

In an early work, von Hoene and coworkers [81] used ez situ mass spectrometry
to identify the primary decomposition products of the thermal degradation of
Al(C5H7032)3 in vacuum at temperatures of 423-673 K. They identified carbon
dioxide (CO3) and acetone (C3HgO) as the major decomposition products and
found traces of acetylacetone (CsHgOsz), too. A drawback of this study was the
possible interaction between the condensed and the gas-phase which may lead to
side reactions. Tackling this, Minkina [79] investigated the gas-phase pyrolysis at a
low pressure of 1kPa under static conditions by the manometric method between
653 and 723 K. Besides methane (CH,) and ketene (CyH20), acetone, carbon
dioxide, butene (C4Hg), and carbon monoxide (CO) were the most abundant species
detected. Because of the large excess of acetone and carbon dioxide, she concluded
that these products originated from the sequential decomposition of acetylacetone.
Therefore, only secondary decomposition products of Al(CsH;O,)3 were identified.
Covering a wider temperature range from 423 to 923 K, Bykov and colleagues [80]
determined the onset of the thermal decomposition of Al(C5H703)3 in a heated

!Commonly abbreviated as Al(acac)s.
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reactor to be around 563 K by electron ionization mass spectrometry. Additionally,
they recorded temperature-dependent species profiles, which showed three distinct
temperature regimes, and proposed reaction schemes for each. According to their
findings, the first decomposition step proceeds via the loss of acetylacetone and
the subsequent formation of acetone and ketene. A second decomposition pathway
involves the cleavage of the enolic C—~O bond combined with an intramolecular
rearrangement of the central H-atom, followed by loss of an uncharacterized CsHgO
isomer at m/z 82. The formation of a cyclic diketone at m/z 164, which further
decomposes upon ketene loss to yield 3,5-dimethylphenol at m/z 122, represents
the third proposed decomposition pathway. It has been stated that this mechanism
can be explained by an Al-O bond breakage and a transformation of bidentate
CsH70, ligand into a monodentate one [82].

However, standard 70 eV electron ionization mass spectra suffer from fragmenta-
tion, which complicates the assignment of the detected m/z peaks to their neutral
parent species. To address this, Rhoten and DeVore [90] conducted an in situ
study of the thermal decomposition of Al(CsH703)3 in a low-pressure stationary
flow reactor in the 500-900 K temperature range by Fourier-transform infrared
spectroscopy (FTIR) and subsequent gas chromatography-mass spectrometry (GC-
MS) analysis of the sample residue. They identified at least ten volatile organic
products. In addition to a confirmation of the findings by Bykov et al. [80], they
could assign CsHgO to 3-pentyn-2-one and emphasized the role of H-atom migration
with intramolecular rearrangement in the reaction mechanism. However, they did
not detect aluminium-containing intermediates or products besides the precursor
itself and indicated that the species characterization using GC-MS can be biased
by the reaction of Al(C5H70s3)3 in the column.

Previous studies probing the gas-phase of CVD processes using Al(C5H703)3
show that the experimental results under CVD process conditions are often too
complex to be exploitable, because mostly secondary decomposition products
were detected and the real nature of the mechanism remained elusive so far. As
the deposition temperature increases, gas-phase chemistry may initiate complex
sequential reactions leading to the production of surface-active reaction products
that facilitate or even allow the desired film growth. This means that relying
exclusively on such methods may result in major reaction pathways being overlooked.
This motivated us to identify aluminium-containing decomposition products of
Al(C5H704)3 definitely and isomer-selectively to provide comprehensive insight into
the reaction mechanism.

Recently, tuneable vacuum ultraviolet (VUV) synchrotron radiation has been
used as a soft ionization technique to probe harsh environments, such as flames
[158, 249, 250], flow reactors [122, 251, 252], and MOCVD processes [125, 126], to
characterize reactive intermediates and products unambiguously. Combining the
tunability of the photon energy and velocity map imaging (VMI) kinetic energy
analysis of the photoelectrons, double imaging photoelectron photoion coincidence
spectroscopy (i*PEPICO) [253], has been shown to be a promising tool for the
isomer-selective identification and characterization of reactive intermediates upon
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pyrolysis [254]. These sophisticated techniques to detect short-lived gas-phase
species have proven to be useful not only to determine and characterize elusive
reactive intermediates but also to delimit surface-bound and gas-phase chemistry.
An accurate description of the gas-phase kinetics is of great importance to model
and understand film growth processes. This holds especially true for modeling the
whole deposition process, where a complete set of reactions in necessary.

The present work reports on the photolysis and thermal decomposition of highly
diluted Al(C5H70O5)3 in inert carrier gas in a silicon carbide (SiC) flow tube mi-
croreactor at reduced pressure and temperatures between 325 and 1273 K. To
model the flow field inside the SiC reactor, we applied computational fluid dy-
namics (CFD). Products leaving the reactor expand into high vacuum and form
a molecular beam, in which reactive molecules are preserved. The intermediates
and products are subsequently ionized by tuneable VUV synchrotron radiation and
detected by imaging photoelectron photoion coincidence spectroscopy (i2PEPICO).
Temperature-dependent photoionization mass spectra offer insights into the decom-
position steps. Photoionization mass spectra (PIMS) and photoion mass-selected
threshold photoelectron spectra (ms-TPES) were recorded in the 7.0-11.5eV photon
energy range to assign the reactive intermediates and the products formed. In
contrast to previous studies, we are able to detect metal-containing intermediates
when their lifetime is at least a few microseconds.

4.2 Methods

4.2.1 Experimental Setup

The experiments were performed at the VUV beamline [145] at the Swiss Light
Source (SLS) of the Paul Scherrer Institute in Switzerland. A detailed description of
the experimental apparatus [173, 174] as well as the reactor setup pioneered by Chen
et al. [121] can be found elsewhere [217]. A schematic sketch of the experimental
setup is shown in Fig. 4.1. Aluminium tris(acetylacetonate) (>99%, Sigma-Aldrich
Inc.) is sublimed in a stainless steel tube, heated within a copper block (reddish
brown in Fig. 4.1), to ensure isothermal sublimation conditions. The temperature
and pressure of the sublimation chamber are monitored and kept constant during
each measurement. Unimolecular reaction conditions are achieved by a relatively low
pressure and a highly diluted sample stream to minimize the likelihood of reactive
collisions. Argon (99.9999%) was delivered by calibrated mass flow controllers (MKS
Instruments) at a constant flow rate of 22sccm. To reveal potential bimolecular
chemistry in the reactor we conducted six separate experimental sets operating
at evaporator pressures of 550 and 1600 mbar and sublimation temperatures of
395/405/420 K. Assuming thermal equilibrium, the precursor mole fractions at the
reactor inlet ranged between 6.8 X 107°<Z Aj(acac), <4.8 x 107%. After sublimation,
the mixture is expanded through a 100 pm pinhole into a resistively heated SiC
flow microreactor [217] with an inner diameter of 1 mm and a heated length of
10 mm. To measure the decomposition temperature, a type C thermocouple, with
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Figure 4.1: Schematic drawing of the pyrolysis reactor coupled to the i?PEPICO
experimental apparatus. The working principle of velocity map imaging (VMI)
and the raw data are shown on the right hand side; the yellow circle in the ion
(bottom) image displays the region of interest chosen to sample the translationally
cold molecular beam directly, suppressing the background and the dissociative
photoionization signal.

an estimated uncertainty in the examined temperature range of 1%, was attached
centrally to the outer surface of the pyrolysis reactor in the middle of the heated
range. Earlier studies quote the overall uncertainty of the centerline temperature to
be + 100K [220, 221]. The temperature readings were used as boundary condition
in the numerical simulation of the flow field and will be given in the results part.
This procedure has been already established in previous studies [202, 204].

After passing the reaction zone, the reactive mixture is rapidly expanded to
high vacuum at 6.8 x 10~° mbar and forms an effusive molecular beam. The rapid
drop in collision frequency preserves the gas composition, including highly reactive
species. After expansion from the reactor, a nickel skimmer with a 2 mm orifice
cuts out the central part of the gas mixture, letting a fraction of the pyrolyzed gas
sample proceed towards the ionization chamber, which is kept at a background
pressure of less than 10~ mbar. In the ionization region, the sample beam is crossed
by the monochromatized VUV radiation at an energy resolution of 6 meV. The
resulting cations and photoelectrons are separated by a constant extraction field
of 243V em™!, which accelerates them in opposite directions. After passing the
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respective flight tubes, electrons and ions are detected by two Roentdek DLD40 fast
position-sensitive delay-line anode detectors in delayed coincidence in velocity map
imaging (VMI) conditions. This means that the impact radius is proportional to
the species’ initial kinetic energy corresponding to its momentum perpendicular to
the extraction axis [124]. VMI allows us to spatially separate the parent ions from
the room temperature background in the chamber and also from ions formed in
dissociative ionization, which is often accompanied by large kinetic energy release
perpendicular to the beam propagation direction (see region-of-interest (ROT)
highlighted in Fig. 4.1) [173].

In all experiments the photon energy was either kept constant at near-threshold
photoionization energies of the decomposition species of interest or was scanned
with a step size of 0.025€V in the 7.0-11.5€eV range. To minimize fragmentation
and to be above the ionization threshold for various molecules, we recorded mass
spectra of the reaction mixtures at 7.8, 8.0, 8.5, 9.0, 9.5, 10.0, 10.5, and 11.5eV
within a temperature range of 325 K to 938 K. Single measurements were carried
out at higher temperatures up to 1273 K to investigate secondary and tertiary
decomposition products. The spectra were corrected by the known photon flux
at the respective photon energies and were used to derive temperature-dependent
species profiles. In order to account for the higher internal energies of the pyrolyzed
species and the corresponding red shift of the ionization onset, we shifted the
literature spectra for better comparison by less than 0.1eV. Species were assigned
based on their molecular mass, photoionization mass spectrum (PIMS) or their
mass-selected threshold photoelectron spectrum (ms-TPES). The latter are based
on the center signal of the electron detector, where threshold electrons are detected,
from which the hot electron contribution has been subtracted according to the
procedure by Sztaray and Baer [171]. The photoelectron spectra allow for an
unambiguous identification of most of the primary decomposition products by
comparing them to reference spectra [253]. Additionally, quantum chemistry can
help in species identification, as shown below.

4.2.2 Quantum Chemical Calculations

The Gaussian 16 A03 [255] suite of programs has been utilized to calculate the
adiabatic ionization energies of some of the detected species. Geometries were
optimized on the B3LYP/6-3114++G(d,p) level of theory and the vibrational fre-
quencies of both neutral and ionic species have been calculated. Adiabatic ionization
energies were calculated using composite methods, such as CBS-QB3 [256] or G4
[257]. The hydrogen transfer reaction of the initial decomposition reaction of
aluminium tris(acetylacetonate) was explored using constrained geometry scans
applying B3LYP/6-3114+4G(d,p) and further refined by utilizing the synchronous
transit-guided quasi-Newton method [258] to locate the transition state. We have
refined the energetics of this reaction applying CBS-QB3 computations [259].
Franck—Condon (FC) simulations have been carried out in the double harmonic
approximation, based on frequency analysis at the optimized geometries of the
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neutral and cation utilizing eZspectrum [260]. The stick spectra were convoluted
with a 20-40meV full width at half maximum Gaussian function to account for
the rotational envelope and the energy resolution and the adiabatic ionization
energy was shifted to fit the experimental threshold photoelectron spectra (TPES).
Time-dependent density functional theory (TD-DFT) calculations were carried out
to identify excited-state bands in the photoelectron spectrum, at the B3LYP/6-
311++4G(d,p) level of theory [261].

4.2.3 CFD Simulation of the Microreactor

Reactive intermediates are not detectable at long residence times, because they
are converted to more stable products. Thus, the reactor is designed such that
secondary reactions are minimized by ensuring short residence times <100 s [202].
This requires small reactor geometries, whose characterization is not straightforward.
For instance, the microreactor surface temperature is measured at one point on
the outer surface, while the whole temperature profile is of interest. To interpret
and quantify the experimental observations, the flow field in the microreactor must
be known, as well as residence times, pressure, and temperature fields. As the
conditions in the microreactor are hardly measurable directly [262], modeling was
used to estimate them.

The Boltzmann equation provides a general description of the evolution of a
gas and represents the motion of gas molecules at each location in the gas and
the change with time due to collisions between molecules [263]. When the fluid’s
molecules have a short mean free path, the fluid can be treated by continuum
mechanics, for instance with the Navier—Stokes equations (see Eq. A.1 and Eq. A.2).
The Knudsen number (Kn) represents the ratio of the mean free path to the
characteristic length of the flow region (see Eq. A.3 and Eq. A.4), and determines
whether the continuum mechanics formulation can be used. Depending on Kn the
flow region can be divided into a continuous flow region (Kn<0.01), a slip flow
region (0.01<Kn<0.1), a transition flow region (0.1<Kn<10), and a free-molecular
flow region (Kn>10). The flow in the slip region can be predicted by considering
a slip (boundary) condition with the Navier-Stokes equations when Kn deviates
from the continuum regime just slightly (0.01<AKn<0.1). Since Kn is between
0.005 and 0.02 in the microreactor it is in the slip condition range as shown in
Fig. A.3. Thus, to investigate the flow field the Navier—Stokes equations with
a slip (boundary) condition (see Eq. A.5 and Eq. A.6) are solved using ANSYS
Fluent 19.1 [264]. Furthermore, gaseous flows should be considered as compressible
when the pressure changes are more than approximately 20% of the mean pressure
[265]. The microreactor flow must be considered compressible since its outlet is
connected to high vacuum at 6 x 107° mbar. Compressibility is accounted for using
the second-order upwind Roe-flux difference splitting scheme [266].

The simulation was performed with pure argon flow because the concentration
of the precursor is negligible. The viscosity and thermal conductivity of argon were
determined by Bich et al. [267]. To obtain simulation results for different operating

63



4.2 Methods

conditions efficiently the computational domain was set up as axisymmetric two-
dimensional geometry (see Fig. A.1). A single simulation took approximately 300
core hours with 1.09 M nodes and 1.08 M cells with 10 pm grid size. This grid
size is small enough to resolve the flow field (see Fig. A.2 and Fig. A.3). Due
to the lack of experimental data for such systems, as for instance pressure and
temperature readings inside the reactor, we validated our approach on a similar
numerical microreactor study utilizing the boundary-layer model by Weddle et al.
[203]. The flow field of our approach correlated fairly well with the reference data
(see Fig. A.4) which shows its feasibility under the present experimental conditions.
Results of our CFD calculations are taken into account when the effective pyrolysis
temperature as well as the kinetics are determined based on the measured surface
temperature and the modeled flow field temperatures. The findings (see Sec. 4.3.7)
show that the reactor geometry and experimental conditions should allow radicals
to survive up to the reactor outlet so that they can be probed after expansion into
high vacuum.

4.2.4 Kinetics

Studies that use a microreactor to investigate the thermal decomposition processes
rarely quantify the reaction kinetics because the conditions inside the reactor are
poorly known. We overcame this by modeling the flow field inside the SiC reactor,
which includes detailed temperature fields and residence times for various reaction
conditions (see Sec. 4.3.7). This information, combined with the measured species
profiles, enabled us to carry out a kinetic analysis of the primary decomposition
step. The steps to determine the temperature dependence of the Al(C;H;03)3
mole fraction proceed according to Zhang et al. [227]. In our case, argon is used
as reference species for the determination of the gas expansion coefficient \(T'),
which summarizes temperature-dependent signal variations of argon (m/z 40),
representing the variation in sampling efficiency due to changing expansion behavior
as a function of temperature. The mass-dependency is not further investigated in
our case, because it only affects light species such as Hy significantly [227]. The
gas expansion coefficient has been determined by recording temperature-dependent
mass spectra at a fixed photon energy of 15.8¢eV in the 346-909 K range and is
shown as Fig. A.6. For an incident photon energy of 8.0eV and fixed photon flux,
the mole fraction of Al(C;H;O5)3 at temperature 7" can be calculated by Eq. 4.1

. SAl(acac)g (T)

T Al(acac)s (T) = T Al(acac)3 (TO) ’ )‘(T) SAI( ) (TO)’
acac)s

(4.1)

where S;(T') represents the ion signal intensity measured at temperature 7" and
TAl(acac); 15 defined as the precursor mole fraction measured at temperature 7T'.
The inlet mole fraction was calculated assuming saturated conditions inside the
evaporator; for an evaporation temperature of 405K this results in zai(acac); (10) =
4.15 x 107 from vapor pressure data [228]. Arrhenius plots were derived using the
integral method for the unimolecular dissociation reaction
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Al(C5H;03)3 22 Products . (R 4.1)

Unimolecular gas-phase dissociation reactions of organometallic precursors often
follow first order kinetics as shown in Eq. 4.2:

kuni(T') = Ao - exp(E,/RT), (4.2)

with the respective Arrhenius behavior, representing Ay as the pre-exponential
factor and F, as the molar activation energy in kJmol . Previous experiments
demonstrated that this is also the case for surface reactions following the Lang-
muir-Hinshelwood mechanism, which is first order at low partial pressures of
Al(C5H709)3 [82]. Surface and gas-phase reactions may take place concurrently
in our microreactor, thus the total rate constant is the sum of both contributions.
Both were derived simultaneously and the kinetic constants for each follows the
Arrhenius expression given in Eq. 4.2, where:

kot (T) = ko (T) + ks(T). (4.3)

The time-dependent concentration change for a unimolecular reaction is given by:

de
E = _kt0t<T) - C, (44)

leading to
¢ =co-exp(—kiot(T) - 1), (4.5)
combined with Eq. 4.2 and Eq. 4.3 the following expression results:

c=co-exp(—[Aog - exp(Eag/RT) 4+ Aos - exp(Eas/RT)] - 1). (4.6)

This expression was used to fit the four unknowns Ay, Aos, Fag and E, ¢ to the
experimental data c(co, T t).
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4.3 Results and Discussion

In the following, first the photoionization of room temperature Al(CsH;O5); is
shown in order to properly distinguish pyrolysis from dissociative ionization leading
to the same m/z species. Next, the identification of the pyrolysis products is
described, which is rationalized by photoionization and mass-selected threshold
photoelectron spectra ms-TPES, compared with reference spectra or Franck—Condon
simulations. These results are subsequently used to obtain temperature-dependent
species profiles, from which a reaction scheme is derived. By invoking the known
reactor conditions given by the CFD simulations, we finally investigate the reaction
kinetics of the primary Al(C5sH;O3)3 decomposition step.

4.3.1 Dissociative Photoionization of Al(CsH;02)3

Since the incident photon beam can, depending on the energy, dissociatively pho-
toionize the sample, it is often difficult to distinguish directly ionized thermal
decomposition products from those stemming from dissociative photoionization
(DPI) of the neutral precursor surviving the pyrolysis reactor. To address this,
we analyzed the room temperature dissociative ionization of Al(CsH;O5)3 in the
7.5-11.5€V energy range.

Mass-selected threshold photoelectron spectra (Fig. 4.2 (a)) were recorded to
shed light on the dissociative ionization mechanism of Al(CsH;O3)3. The first
band of the parent m/z 324 ms-TPES (red curve) is centered at 8.14eV and its
maximum agrees with the literature value of [Eyq¢ = 8.17€eV [268], as well as with
the calculated adiabatic ionization energy IE,q = 7.81¢€V.

Trivalent cations produce even-electron fragment ions upon dissociation by
losing a C5H;O4 radical and consecutive dissociation have rarely been observed,
because of the energetically favored 3+ valence state of the fragment ion [269].
This explains the main dissociation channel, the loss of a C5sH;O, ligand, leading
to the formation of Al(C5H7;04)s™ at m/z 225 (blue curve, Fig. 4.2 (b)). The
daughter ion signal starts to rise at around 8.5eV. However, with increasing photon
energy, m/z 100 also appears in the spectra. It can clearly be stated that m/z
100 and its fragment m/z 85 is due to enolone- and diketo-acetylacetone, since
Antonov et al. [270] ascertained that the ionization energy of enolone-acetylacetone
is 8.9V, which fits the onset of our m/z 100 ms-TPE spectrum (see Fig. A.5: 300
K). Given the narrow lateral kinetic energy distribution of the m/z 100 ions, traces
of acetylacetone are indeed in the sample at room temperature. Consequently, the
room temperature m/z 100 signal is due to sample impurities. We can rely on these
insights to derive the temperature-dependent species profiles.
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Figure 4.2: (a) Mass-selected threshold photoelectron spectra (ms-TPES) recorded
at room temperature in the 7.5-11.0eV photon energy range. The main dissociative
ionization product at m/z 225 is denoted in blue, whereas the parent molecule
Al(C5H;05)3 is displayed in red along with literature ionization energies [268]. (b)
Breakdown diagram of Al(CsH7O2)s at room temperature without considering the
m/z 100 signal (see text for discussion).

4.3.2 Photoionization Mass Spectra of the
Pyrolysis Products

After insights in the dissociative ionization of the precursor have been gained,
Al(C5H704)3 was pyrolyzed in the temperature range of 325-973 K. Photoionization
mass spectra were recorded and evaluated at fixed photon energies. Representative
photoionization mass spectra at fixed photon energies of 8.0 and 9.5eV are shown in
Fig. 4.3. When the SiC reactor is heated above 525 K, we clearly see a depletion of
the precursor signal and product peaks at m/z 122, 164, and 224-225 are observed
(Fig. 4.3 (a)). This threshold value agrees well with the 523 K pyrolysis onset
observed by Rhoten and coworkers [90]. Since we only evaluate the ion signal
intensities that emerge from the molecular beam at low ionization energies, these
ions are almost exclusively assigned to the primary decomposition products of
Al(C5H702)3 with small contributions of dissociative ionization. Increasing the
reactor temperature to 655 K, the intensity of the m/z 224-225 peak increases by
a factor of 10, while the precursor molecule signal decreases. Additionally, new
product peaks arise in the spectrum at m/z 82 and 146. To assess product species
with lower masses, mass spectra at higher photon energies were recorded (Fig. 4.3
(b)). At temperatures above 700 K, several peaks appear below m/z 100, while
the primary decomposition product signal at m/z 224-225, is reduced markedly.
In addition to the previously reported species in the literature, our mass spectra
show species with m/z 146, 186, and 210 rising in concert with the depletion of the
primary gas-phase decomposition product m/z 224.
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Figure 4.3: Temperature-dependent mass spectra of Al(C5H;0O2)3 pyrol-
ysis recorded at a photon energy of 8.0 (a) and 9.5¢eV (b) and an inlet mole
fraction of 4.15 x 107* (0.05%). The major peaks are labeled by their m/z
ratio and with respect to their absolute decay (red) or increase (green) in
comparison to the previous spectrum at lower decomposition temperature.
Species that emerge for the first time are marked in black, whereas the
blue numbers indicate that the species are due to dissociative ionization
or impurities. For better comparison, the gray spectra are multiplied by a
factor of 10 or 20.

4.3.3 Identification of the Primary Decomposition Product

Regarding the temperature-dependent mass spectra in Fig. 4.3, the question arises
whether and to which extent the peak at m/z 224/225 is a pyrolysis product or
formed by DPI of the parent molecule. Figure 4.4 (a) shows temperature-dependent
mass-selected threshold photoelectron spectra (ms-TPES) of the precursor molecule
as well as its primary decomposition and DPI product convoluted in the m/z 224
and 225 range. The ionization energy of the Al(C5H;O,), radical to form the singlet
and triplet cation state at m/z 225 are calculated to be 4.76 and 7.81¢V at the
CBS-QB3 level of theory, respectively. Therefore, we conclude that m/z 225 is
formed exclusively by DPI. This is also substantiated by the broad kinetic energy
distribution of the beam component of m/z 225 in the VMI images displayed in
Fig. 4.4 (b-d) at 9.5¢eV. In contrast, at 633K, the m/z 224/225 channel follows
the shape of the parent molecule m/z 324 and further increases above 9.0eV, when
dissociative ionization is observed at room temperature leading to the assumption
that at higher temperatures a convolution of DPI and pyrolysis species is present.
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Figure 4.4: (a) Temperature-dependent ms-TPES of m/z 224/225 (blue) and m/z
324 (green) at photon energies from 7.0 to 11.0€V at the pyrolysis temperatures of
303K (circle), 633K (dashed), and 723 K (dotted). The decay of the signal intensity
of m/z 324 due to thermal decomposition can clearly be observed. Representative
VMI images of m/z 224/225 at photon energies of 8.0 and 9.5eV are shown at
temperatures of (b) 303K, (c¢) 633K, and (d) 723 K. The estimated centerline
temperature by CFD is given in brackets. The ROI for the molecular beam signal is
marked in yellow. The kinetic energy distributions enable us to identify pyrolysis
and dissociative ionization products.

For an unambiguous verification of the temperature onset and nature of the primary
decomposition product observed, representative VMIs of the m/z 224 ion channel
at 8.0eV photon energy are displayed in Fig. 4.4 (b-d). We can clearly differentiate
between the room temperature velocity distribution (denoted as “BG ”) and those
ions that have a large velocity perpendicular to the incident photon beam (denoted
as “Beam*). Unlike in the lower part of Fig. 4.4 (c), where the beam component
exhibits a broad kinetic energy distribution, typical for kinetic energy release in
dissociative ionization, the former VMI shows a narrow distribution inside the
molecular beam region. The ratio of m/z 224 to m/z 225 increases at higher
temperatures, as seen in the increasing contribution of the cold molecular beam
component of the band, which is substantiated by the m/z 224 kinetic energy
distribution at 723K (Fig. 4.4 (d)). At this point, the parent molecule m/z 324 is
almost fully pyrolyzed, and only the first ms-TPES band is seen for the fragment
channel, centered at around 8.2eV. This indicates that the primary decomposition
product m/z 224 contributes almost exclusively to this signal, as opposed to DPI
delivering ions at m/z 225. Our assignment of Al(C;H;02)(C5;HgOz) is corroborated
by adiabatic ionization energy calculations, which find a value of 6.64¢eV at the
CBS-QB3 level of theory. The Franck-Condon (FC) simulation of the ground state
(see Fig. A.3) predicts a broad band centered at 6.8eV. At 7.0eV, the lowest
photon energy studied herein, the ms-TPES shows signal which overlaps with the
simulation but drops quickly. Time-dependent density functional theory (TD-DFT)
excited ion state calculations revealed vertical IEs to the AT, BY, and C* states
of Al(C5H70,)(C5HgO2)" at 8.2, 8.8 and 9.2¢V using B3LYP/6-311++G(d,p),
which agrees with the observed features in the 723 K ms-TPE spectrum. Thus,
we tentatively assign the m/z 224 peak to the Al(C5H7;02)(C5HgO2) aluminium
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species. Following this argumentation, near-threshold photon energies of 8.0eV will
be used for the detection of Al(C5H7;02)3 and the primary decomposition product
Al(C5H702)(C5HgO2), respectively. This allows us to suppress the DPI interference
with the pyrolysis products at higher temperatures.

4.3.4 Assignment of Further Pyrolysis Products

Besides the mass-selective identification of the ions from the photoionization mass
spectra (Fig. 4.3), we rely on photoionization mass spectra (PIMS) and mass-selected
photoelectron spectra (ms-TPES) to assign further pyrolysis products. Following
the approach of Hemberger et al. [271] we analyzed the threshold photoionization
matrix (TPM), i.e., the threshold photoionization signal as a function of ion m/z
and photon energy, of Al(CsH;0O2); under pyrolysis at reactor temperatures of
633 K, 738 K and 824 K, at which we observe ca. 25, 50 and 100% depletion of the
precursor signal and progressively larger product signals. In total, we observed
31 temperature-resolved ion peaks (see Tab. 4.1) which we assigned to 49 unique
pyrolysis and dissociative ionization products of the precursor molecule. It is
generally known that the dissociative ionization onset is shifted to lower ionization
energies if the sample temperature is increased, as the initial thermal energy is
also available for the dissociation of the parent ion [272]. As discussed above, these
DPI contributions could be established with the help of ion VMI. The experimental
spectra generally correlated well with the reference data for the assigned species.
Experimental ionization energies are listed for better comparison in Tab. 4.1.

The peaks at m/z 18 and 32 were assigned to H,O" and O,*, identified by a
single photon energy measurement at 12.8 eV, close to their ionization energies.
In similar manner, we recorded spectra at 14.2eV and assigned the signal at m/z
28 exclusively to CO™, as the peak was absent at lower photon energies. A series
of C;—-Cy4 hydrocarbons was identified in the pyrolyzed sample. Representative
examples of the species identification for the most relevant pyrolysis products are
shown in Fig. 4.5 and Fig. 4.6, which are addressed in this paragraph. Additional
PIMS and ms-TPES with the corresponding assignments can be found in Sec. A.4.

Table 4.1: Species assignment in Al(C5H7O5)3 pyrolysis by VUV i2PEPICO using
adiabatic and vertical ionization energies. Reference spectra and energies have been
taken from the literature and are denoted at the respective value.

m/z Formula Name IE (eV)
Ref. This work

15 CHj Methyl radical 9.84 [273] 9.82
18 H,O Water 12.62 [155] -

26 CoH, Acetylene 11.40 [156] 11.42
28 CcO Carbon monoxide 14.01 [274] -

30 CH-20 Formaldehyde 10.89 [275] 10.90
32 Oq Oxygen 12.33 [276] -

39 CsHjs Propargyl radical 8.71 [277] 8.72
40 CsHy Allene 9.69 [278] 9.70
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42 CuH,0
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86 CsH100

94 CsHgO
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CsHl()O
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Figure 4.5: Representative examples of product species identification and assign-
ment for C,—Cgs hydrocarbons and oxygenated species generated by pyrolysis of
Al(C5H;04)3 using ms-TPES (a, ¢ and d) and PIE curves (b) (black lines with
circles); literature reference spectra (red) and cross sections (blue, red) are as follows:
(a) m/z 39 (C3Hs) [277] and (b) m/z 40 (CsHy) [278, 279], (c) m/z 42 (C3H50)
[280] (C3Hg) [284] and (d) m/z 58 (C3HgO) [281].

At 8.70 €V, a clear peak emerges in the ms-TPES of m/z 39 which corresponds to
the published ionization potential of the propargyl radical (IE = 8.70eV) [277], see
Fig. 4.5 (a). The analysis of the m/z 42 ms-TPES in Fig. 4.5 (c) shows a clear
onset at 9.60 eV and confirmed that ketene (CoH20) is the most abundant product
that contributes to the m/z 42 channel (IE = 9.62¢V) [80, 90, 280]. Interestingly,
propane (C3Hg) [284] was also observed in the spectrum. Strong evidence of a
mixture of allene and propyne was found for the m/z 40 channel by comparing
their photoionization spectra to reference cross sections [278], revealing a relative
ratio of 1.4:1.0 (Fig. 4.5 (b)). As will be seen a number of times later, hot and
sequence bands are responsible for the red shift of the ionization onset of allene to
below 9.69 eV [279], due to the inefficient cooling in the molecular beam. Acetone
(C3HgO) has been identified as a major pyrolysis product by its ionization energy
threshold in the ms-TPES shown in Fig. 4.5 (d) with an onset at 9.69¢eV [281].

72



4.3 Results and Discussion

The most interesting result was observed for the m/z 64 channel in Fig. 4.6 (a), where
pentatetraene (IE = 8.99¢eV) [286] is unambiguously confirmed using a reference
PES [286], in addition with the formation of its isomers ethynylallene (IE = 9.22¢V)
[287] and methyldiacetylene (IE = 9.50eV) [288]. These pyrolysis products were
not observed in previous studies [79, 80, 90], although their formation plays a
significant role in the gas-phase decomposition of Al(C5H702);. The existence of
C5HgO among the pyrolysis products has been reported by others [80, 90], whereas
no unambiguous assignment has been proposed yet. Clear onsets in the ms-TPES
in Fig. 4.6 (b) revealed that this channel can indeed be assigned to 2-methylfuran
[293] and acetylallene [270]. Rhoten and DeVore [90] proposed the formation of
CH3C(O)CCCHj3 based on FTIR data, which differs from our conclusion that
acetylallene is the dominant product at this mass channel.

In contrast to earlier studies [80, 88, 90], we were able to detect hydrocarbon
intermediates in the gas-phase, as well as the aluminium-containing intermediate
at m/z 224, thanks to the low residence time, the soft ionization method and
molecular beam sampling preserving these intermediates. We found clear evidence
for aromatic compounds among the pyrolysis products in the ms-TPES. The most
abundant was 2,6-dimethylphenol (C1oHgO), identified by its clear onset at IE =
8.26 eV that fits the literature value [295] well (see Fig. 4.6 (c¢)). The second most
abundant species has been detected in the m/z 164 channel and attributed to
C10H1204, which was proposed to be a 8-membered ring cyclic diketone in previous
studies [80, 82]. By using FC simulations and G4 ionization energy calculations of
possible isomers, we identified dimethyl-dihydroxo-dihydropentalene IE,q(calc) =
7.29eV and its tautomer dimethyl-hydroxo-keto-tetrahydropentalene IE.q(calc.) =
7.55€V to be the major carrier of the ms-TPES in Fig. 4.6 (d).

Additionally, we newly found compounds at m/z 146, 186 and 210 as important
pyrolysis products (see Fig. A.11). Since they have not been reported by others,
the question arises whether these heavy species are gas-phase aluminium-containing
intermediates or can be assigned to the group of aromatic compounds. To review
the question, we first calculated ionization energies for possible aluminium inter-
mediates, namely Al(C4H502)(OH)s (m/z 146), Al(C5H702)(CoH302) (m/z 186)
and Al(Cs;H;05)Al(C5H705)(C4H4O4) (m/z 210) with IE’s of 9.15€V, 5.25eV and
5.25eV, respectively. These do not match the recorded ms-TPES in Fig. A.11.
Although the spectra for m/z 186 and 210 are rather weak, we can still identify a
broad band in the 7.0-9.0 eV range, representative of a large molecular geometry
change upon ionization. This in turn leads to unfavourable FC factors at the adia-
batic ionization energy and a broad band in the threshold photoelectron spectrum.
This is often the case for larger aromatic compounds studied in the literature [155].
Possible matches were found for m/z 146, where at least three possible species,
2,4 6-trimethylstyrene, IE = 8.33eV [297], benzocycloheptene, IE = 8.44 eV [298]
(Cy1Hi4), and 1,2-indanedione, IE = 8.80eV [299] (CoHgO2), may contribute to
the spectrum (Fig. A.11, top). Additionally, octahydroanthracene, IE = 7.86 eV
[300] (C14H1s), and naphthaleneacetic acid, IE = 8.05¢eV [294] (C12H1003), were
identified in the m/z 186 channel, whereas other contributions remain unclear (see
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Figure 4.6: Product species identification and assignment for C5—Cj( hydrocarbons
and oxygenated hydrocarbons formed by pyrolysis of Al(C5H7;03)3 using ms-TPES
(black lines with circles); literature reference spectra (red and blue) as well as our
FC simulations are as follows: (a) m/z 64 (CsHy) [286, 287, 288] and (b) m/z 82
(C5H60) [27(), 293}, (C) m/z 122 (Cngoo) [2()5] and (d) m/z 164 (010H1202) [thlS
work].

Fig. A.11, middle). Thus, it is most likely that m/z 186 and 210 (Fig. A.11, bottom)
can also be assigned to aromatic hydrocarbons rather than to aluminium-containing

intermediates.

4.3.5 DPI of Pyrolysis Products

Earlier studies reported m/z 100 to be a primary decomposition product upon
thermal decomposition of Al(CsH702); [80, 90]. In contrast, we observe just small
quantities of acetylacetone in the gas-phase. As we already pointed out, most of
the signal attributed to m/z 100 at room temperature (300 K) is due to impurities
in the sample. At higher temperatures, acetylacetone tends to shift its equilibrium
to the diketo side, having m/z 43 as major fragment upon photoionization (see
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Fig. A.5) [270]. Nevertheless this does not explain the majority of the large ion
signal at m/z 43 upon pyrolysis that we observe in this study, since the abundance
of C5HgOs is relatively low at pyrolysis temperatures. As can be seen in Fig. A.12
(right), most of this channel indeed corresponds to a DPI product according to its
broad velocity distribution perpendicular to the molecular beam propagation axis
in the VMI at 738 K. The major dissociative photoionization product of acetone,
another expected pyrolysis product [80], at energies higher than 10.3eV is m/z 43 by
the loss of a methyl radical to form CoH30™ [281, 301]. Because of the hot pyrolysis
products, a significant red shift in the appearance of the m/z 43 fragment ion is
to be expected [272]. These findings are considered in the temperature-dependent
species profiles discussed later in this study.

4.3.6 Primary Decomposition Pathways

We now compare relative product signal intensities upon pyrolysis as a function
of temperature, to understand the reaction mechanism. Now, the ionization pho-
ton energy for each temperature scan is selected to rule out or minimize possible
DPI contributions and capture pyrolysis products close to their ionization thresh-
olds. We calculated the centerline temperature by CFD calculations of the flow
field (see Sec. 4.3.7). Temperature-dependent species profiles from the pyrolysis
of Al(C5H703)3 between 325 and 923 K are shown in Fig. 4.7 and Fig. 4.8. The
precursor signal, as well as its primary gas-phase decomposition product m/z 224,
Al(C5H702)(C5HgO2), are shown on the top, to better understand the decompo-
sition steps. Note that the fractional abundances may not reflect the absolute
mole fractions, as the underlying intensities are not scaled by the absolute ion-
ization cross sections, which are unknown for most of the detected species. This
especially holds true for reactive intermediates in the gas-phase, as for instance
Al-containing species. Nevertheless, the apparent trends provide hints regarding
the decomposition mechanism, summarized in Scheme 1.

Considering the temperature dependence of the dissociative ionization, no
signals other than the ones belonging to the precursor were observed up to ca.
450 K, indicating thermal stability of the sample. In the view of the isomer-resolved
species characterization and the temperature-dependent mass spectra, three major
thermal dissociation channels can be established for Al(C5H702);3 at temperatures
>450K (see Scheme 1).

(i) Direct decomposition Unimolecular decomposition to yield aluminium
bis(diketo)acetylacetonate-H, Al(C5H;05)(CsHgOs), and acetylacetone, C5HgOo,
according to:

AI(C5H702)3 — A1<C5H702)(C5H602) + C5H802 . (R 42)

The temperature-dependent species profiles in Fig. 4.7 and Fig. 4.8 confirm this to
be the major decomposition pathway in the gas-phase, at least for temperatures
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Scheme 1: Proposed primary thermal dissociation mechanism of Al(C5H;03)3
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Figure 4.7: Temperature-dependent species profile of aromatic hydrocarbons and
oxygenated species detected as products of Al(C5H7O3)3 pyrolysis, which are labeled
by their assignment based on ms-TPES.

above 600 K, where m/z 224 is detectable. Due to its major contribution to the
mass spectra (see Fig. 4.3), TD-DFT calculations were carried out to rationalize the
reaction pathway (see Fig. 4.9). A hydrogen transfer (T'S1 at 2.50eV) from the CHy
group of the axial/ equatorial acetylacetonate ligand to the second axial/ equatorial
one initiates the reaction, while a metal-oxygen bond is cleaved. This leads to
a bound intermediate at 2.08 eV relative to the precursor with five Al-O bonds
(INT1). INT1 is only shallowly bound and breaking the second Al-O bond leads
to m/z 224 aluminium bis(diketo)acetylacetonate-H, Al(C5;H;0O5)(CsHgO32) and
m/z 100 acetylacetone. Our calculations show that the unimolecular decomposition
is endothermic with a computed energy of 2.28¢eV (FS). In contrast, the direct
loss of an acetylacetonate (CsH;O3) radical would require an activation energy of
4.82¢eV and is thus deemed unlikely to occur. The H-transfer mechanism is further
supported by the steady rise in the acetylacetone signal, which was obtained by
summing the ion signals at m/z 100, 72, and 85, the latter two being the dissociative
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Figure 4.8: Temperature-dependent species profiles of primary and secondary
decomposition products, labeled by their assigned species based on ms-TPES and
mechanistic analysis.

photoionization signals belonging to its diketo and enol-tautomers. Thus, channel
(i) is the dominant primary decomposition step.

Two pathways may produce m/z 82 acetylallene (CH,CCHC(O)CHj). First,
a dehydration of Al(CsH;0O3)3 with C—O bond cleavage in one ligand yielding
aluminium bis(diketo)acetylacetonate-H and acetylallene. Second, water elimina-
tion from the enol-tautomer of acetylacetone produces acetylallene, which may
also contribute to the m/z 82 signal. This was computed by Antonov et al. to
require a barrier of 3.82 or 4.05¢eV [270]. According to an infrared laser pyroly-
sis study of acetylacetone by Russell et al. [200], acetylallene may react further
at 202kJmol ! by a 1,2-hydrogen shift and simultaneous cyclization reaction to
produce 2-methylfuran. This leads to the assumption that both products are due
to sequential reactions of acetylacetone at higher temperatures, as also observed
in our study, rather than being primary decomposition products of aluminium
acetylacetonate.
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Figure 4.9: Potential energy surface of the unimolecular decomposition of
Al(C5H;05)3 at CBS-QB3 level of theory.

This observation most likely also applies to the formation of ketene (CoH,0) and
acetone (C3HgO) at higher temperatures, which may be formed in an intramolecular
process by further unimolecular decomposition of the liberated ligand through
C—C bond cleavage and H-atom transfer with a calculated activation barrier of
230kJmol ™! [200]. Both products are also observed at relatively low temperatures
starting from a centerline temperature of 450 K, where we observe a decrease in
precursor signal intensity. In this temperature regime, they may be formed by
surface rather than gas-phase reactions. Therefore, we conclude that this channel
corresponds to a sequential decomposition step at high temperatures above 600 K,
since we observe acetylacetone represented by its fragments m/z 72 and m/z 85 at
those temperatures in the gas-phase.

(ii) Aromatic pathway I The species profile of m/z 164 shows that the signal
intensity of the cyclic diketone, C;oH120,, is non-zero even when the precursor
exhibits full conversion. Indeed, we found evidence that, in contrast to previous
findings by Bykov et al. [80], the formation of a cyclic diketone cannot be solely
attributed to the decomposition of the trivalent Al-precursor to form m/z 164
(C10H1204) [80] and possible surface reactions of the precursor [88]. Additionally,
Bykov and colleagues proposed a second channel for the formation of m/z 164 by
a dimerization reaction of m/z 82 (C;HgO) [80]. Since the precursor is heavily
diluted (<0.1%) in our experiment, we consider it as rather unlikely that bimolecular
chemistry plays a major role in the decomposition mechanism under the prevailing
conditions. Furthermore, we did not find a connection between the gas-phase
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concentration of the precursor and the peak intensity at m/z 164. We also tested
the influence of possible surface reactions of two adjacent Al(CsH;O3)3 molecules
as proposed by Igumenov et al. [88] that may also lead to a formation of m/z 164
(see Fig. A.6). Since surface reactions may play a role in the investigated system,
we evaluated the diffusion length, i.e., the root mean square displacement along the
radial direction of an arbitrary Al(CsH;O4)3 molecule inside the reactor to be below
0.04mm in the whole temperature range. Considering that the reactor diameter is
1.0 mm, thus much larger, we assume that wall reactions will play at most a minor
role but they cannot be completely ruled out (see also Fig. A.5). We estimate that
ca. 8-20% of the gas-phase molecules will get in contact with the surface, and larger
conversions must be due to gas-phase reactions, as observed starting at approx.
550-600 K. For temperatures below this threshold, our findings substantiate the
proposed mechanism by Bykov et al. [80], shown as channel (ii) in Scheme 1:

Al(C5H7OQ)3 — A1(05H702)(OH)2 + 010H12OQ . (R 43)

Only traces of the gas-phase intermediate m/z 160 were detected in our study,
likely corresponding to Al(C5H;O5)(OH)s [80]. This supports the proposition of
[gumenov et al. [88] that this species is almost completely adsorbed on the surface
(i.e., in our microreactor) and subsequently reacts at higher temperatures according
to:

leading to various organic products and radicals, as also observed here. Since
CO is only detected at temperatures above 700 K in significant amounts, the
activation barrier for the surface reaction (v) (Reac. R 4.4) appears to be higher
than that of the decomposition reaction to form m/z 164. Our data reveal that this
species may additionally be formed during the thermally activated decomposition
of Al(CsH704)(CsHgO2), m/z 224, at temperatures higher than 675 K according to
channel (iv) in Scheme 1. This is supported by the increasing H,O signal correlating
with depleting m/z 224 signal because water is a product of the surface reaction
(vi) in Scheme 1:

(iii) Aromatic pathway II At temperatures above 500 K, where the decom-
position of the parent molecule becomes evident, the signal at m/z 210 exhibits
a small increase (see Fig. 4.8). By further heating the reactor to temperatures
above 550 K, the signal intensity increases further, while the precursor signal at
m/z 324 has its steepest descent. This may identify m/z 324 as possible source
of m/z 210. For further clarification, we tracked the ion intensity as a function of
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temperature and saw that, in a secondary decomposition step, m/z 210 may lose
m/z 64 (C5Hy) to form Cy1Hyy or CoHgOo (m/z 146), assigned in Fig. A.11. This
correlates with the simultaneous increase of m/z 15, 64, and 146 signal intensities
while m/z 210 attenuates. We therefore assume that m/z 210 is likely a CigH;g or
C14H19O5 isomer. In contrast to the aforementioned species, the convoluted signal
of at least two species in the m/z 186 channel, C15H;0O2 and Ci4H;g (see Fig. A.8)
exhibits an earlier maximum at approximately 650 K. This supports the idea that
this gas-phase product may predominantly be formed from the parent molecule.
Nevertheless, its intensity is non-zer<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>