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Abstract

Single-Photon Avalanche Diode-based Direct Time of Flight systems are currently
attracting much attention due to the need for optical systems with high temporal
and spatial resolution, high frame rates, range, and high ambient light rejection
for autonomous driving applications. Within the scope of this thesis, methods
aiming to detect targets under high ambient light power are evaluated. Differ-
ent pixel structures are considered, and the Signal-to-Noise Ratio derived as a
measure of their performance.

On this basis, a novel comparison between commercially available Avalanche
Photodiode and Single-Photon Avalanche Diodes is conducted. It shows the lat-
ter’s advantages when only small return signals are present. The theoretical
predictions are then investigated with numerical simulation and verified using
available research prototype systems.

With high frame rate and long range come small signal photon budgets. A
rank-order filter-based signal processing chain for detecting faint return signal is
investigated and compared to proven correlation-based approaches. It is shown
that while the rank-order filters show excellent background light rejection, the
signal is attenuated aggressively, limiting their usefulness in long-range ranging
applications.

Strong return signals distort the recorded pulse distribution and limit accuracy.
An approach for computationally correcting this accuracy deterioration from the
measurement result for a given temporal laser pulse form is designed with a view
to hardware integration. It can be corrected for signal peak event rates of up to
0.2 GHz.

The investigations result in a developed sensor control algorithm based on
analysis of the recorded signal strength which yields high frame rates in low
ambient light scenarios and high range in high ambient light scenarios. A range
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increase of up to 20 % over systems without an active control algorithm can
be shown, increasing to up to 700 % for systems without active ambient light
suppression.
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Zusammenfassung

Single-Photon Avalanche Diode-basierte Direct Time of Flight-Systeme genießen
derzeit große Aufmerksamkeit, da für Anwendungen im Bereich des autonomen
Fahrens optische Systeme mit hoher zeitlicher und räumlicher Auflösung, hohen
Bildraten, Reichweite und Fremdlichtunterdrückung benötigt werden. Im Rah-
men dieser Arbeit werden Methoden zur Objekterfassung bei hoher eingestrahlter
optischer Fremdlichtleistung evaluiert. Es werden verschiedene Pixelstrukturen
betrachtet und der Signal-Rauschabstand als Maß für ihre Leistungsfähigkeit
berechnet.

Auf dieser Grundlage wird ein neuartiger Vergleich zwischen kommerziell er-
hältlichen Avalanche Photodioden und Single-Photon Avalanche Dioden durchge-
führt. Letztere sind vorteilhaft, wenn nur eine geringe rückgestrahlte optis-
che Leistung zur Verfügung steht. Die theoretischen Vorhersagen werden an-
schließend mit numerischen Simulationen untersucht und mit verfügbaren For-
schungsprototypen verifiziert.

Durch die hohen Anforderungen an Reichweite und Bildrate stehen den Sys-
temen oftmals nur eine niedrige Zahl an Signalphotonen zur Verfügung. Eine
auf Rangordnungsfiltern basierende Signalverarbeitungskette wird untersucht und
mit bewährten korrelationsbasierten Ansätzen verglichen. Es zeigt sich, dass
die Rangordnungsfilter zwar zu einer hervorragenden Unterdrückung des Hinter-
grundlichts führen, das Signal jedoch stark abgeschwächt wird, was ihre Nüt-
zlichkeit für Anwendungen im Fernbereich einschränkt.

Eine hohe Signalstärke verzerrt das aufgezeichnete Messergebnis und verringert
die Messgenauigkeit. Ein Ansatz zur rechnerischen Korrektur dieses Genauigkeits-
fehlers aus dem Messergebnis für eine gegebene Laserpulsform wird im Hinblick
auf ihre Hardware-Integrierbarkeit untersucht und entwickelt. Mit ihr kann die
Messwertverschiebung für Ereignisraten von bis zu 0.2 GHz korrigiert werden.
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Die Untersuchungen münden in einem entwickelten Algorithmus, der auf der
Analyse der aufgenommenen Signalstärke basiert. Er ermöglicht hohe Bildraten
bei schwachem Umgebungslicht und eine hohe Reichweite bei starkem Umge-
bungslicht. Es kann eine Reichweitensteigerung von bis zu 20 % gegenüber Sys-
temen ohne aktiven Kontrollalgorithmus gezeigt werden, die sich bei Systemen
ohne Fremdlichtunterdrückung auf bis zu 700 % erhöht.
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Chapter 1

Introduction

This chapter places Single-Photon Avalanche Diode (SPAD) devices and Time of
Flight (ToF) systems in their historical context. Then, contributions to the state
of literature given by this thesis are summarized.

1.1 Historical Context

A distance can be measured directly with a physical reference like measuring tape
or indirectly by capturing an auxiliary quantity like the time it takes for an object
with defined velocity to transit the given distance. The latter principle is called
ToF measurement. Light is attractive for distance determination because of its
well-defined and high velocity.

In optical ToF systems, photons are sent out at a defined reference time, trans-
mitted through the air, possibly scattered, and reflected by objects in the scene.
A detector capable of resolving the arrival times or the number of impinging
photons can derive the object distances. Many optical detectors achieve this by
having the incident photons generate electron-hole pairs via the photoelectric
effect and detecting them as a current between the diode’s anode and cathode.

However, optical detection can also prove challenging. The optical power bud-
get varies as remitted laser power is distance-dependent. Ambient lighting is the
most important source of interference and uncontrollable. Object characteristics
can range from big and highly reflective to small and obscure. The systems thus
have to be able to detect over a wide range of power budgets. Without modula-
tion, it is impossible to distinguish whether a single incident photon corresponds
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Chapter 1. Introduction

to the system’s signal or stems from ambient light.

The first ToF camera, capable of simultaneous distance measurement of dif-
ferent points in space, was based on regular p-n photodiodes. Photodiodes are
comparatively easy to build and require simple analog readout electronics. They
also have inherent disadvantages. Compared to other detectors, their sensitivity
is limited. Optical intensity can only be resolved if the number of generated car-
riers exceeds the analog noise floor of the circuit. Noise sources include thermal
generation of carriers in the diode, photon shot noise, 1/f noise, and the general
noise behavior of the readout electronics.

There have been considerable efforts to increase the performance of photodi-
odes. Besides technological improvements on the general p-n diode structure, re-
gions with high electrical fields were introduced to let electron-hole pairs generate
other carriers leading to an internal gain. Few photons can trigger many electron-
hole pairs increasing the diode’s output current, which can be high enough to be
detected over other circuit noise. This type of device is called an Avalanche Pho-
todiode (APD), and it has low noise and high gain characteristics. Today APDs
use in optical ToF cameras is often limited to systems with time-dependent op-
tical axes to achieve lateral resolution. Flash systems, recording the whole scene
in each frame, are hard to realize with APDs because of their limited array-
capability, with the largest scale implementation to date being 320�256 pixels [1].

Long-range and compact ToF systems have to estimate the distance based on
low photon numbers. Emitted energy must comply with eye safety regulations
that aim to protect humans’ and animals’ well-being in the proximity of laser-
based systems. Thus, emitted photon counts are limited, making sensitivity a
critical parameter. Diffuse targets and the need for compact systems with small
apertures further amplify the need to efficiently use the available photon budget.

While APD provide good sensitivity and conversion efficiency, they cannot
resolve single photons at room temperature. One advancement is to extend the
APD working principle via even higher biasing voltages. If the space-charge region
contains a sufficiently low number of defects, the diode can be carefully biased
above its standard breakdown voltage, resulting in a meta-stable state. Incident
photons now ‘trigger’ the diode, sparking a saturation current called avalanche
breakdown which can be time-resolved via external circuitry. This time can be
resolved finely, giving a precise value for the photon arrival time and making
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1.2. Structure of the Work and Contributions

SPADs attractive candidates for the design of optical ToF systems.
Implementations of SPAD based ToF systems have been demonstrated by a

variety of research groups. In recent developments on the technological side,
SPAD manufacturers aim to further increase SPAD Photon Detection Efficiency
(PDE) to reach values which are comparable to the high sensitivity values of
APDs. Higher sensitivity opens up the perspective of achieving an even higher
range.

On the system side, research groups are striving for optimal readout circuits
and evaluation algorithms for achieving high range while also balancing require-
ments on data throughput rates, readout circuit, algorithmic complexity, and
production cost. This is where this work picks up.

1.2 Structure of the Work and Contributions

This work develops evaluation schemes for SPAD-based, pulsed ToF systems.
After introducing the theoretical fundamentals of ToF measurements and SPAD
detector technology in Chapter 2, multi-pixel structures and differences to APD
receivers are discussed via a novel analytical approach in Chapter 3. It can be
shown that SPAD detectors are advantageous in low power regimes while they
lack the background light rejection of APDs and how readout circuitry of the
SPAD detector improves ambient light suppression. A simulation engine capable
of estimating receiver performance more flexibly than analytical approaches is
introduced in Chapter 4. In Chapter 5, processing schemes are discussed. The
performance of digital Finite Impulse Response (FIR) and rank-order filters is
assessed in Section 5.4 and compared to a developed matched filter. Trade-offs
and advantages in different operating conditions are shown, and their complexity
in hardware implementations is briefly discussed. For resolving intensity-related
errors, an approach using a real pulse intensity model is developed in Section 5.5,
and its applicability and limitations are presented.

The work closes with Chapter 6 and a discussion of an evaluation scheme for
setting optimal parameters of smart pixels capable of coincident and multi-event
detection. The approach is validated with measurements on a real system. All
considered sensor architectures, pre-processing, and evaluation schemes aim to
achieve maximum range in adverse sunlight conditions.
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Chapter 2

Theoretical Fundamentals

This chapter introduces theoretical prerequisites for understanding the developed
concepts later in this work. After discussing the fundamental operating principle
of ToF-based optical sensing, detection behavior and noise influences of SPADs
are discussed. Finally, the relationship between optical intensity on the detec-
tor and statistics of generated electrical signals are presented, focusing on the
influence of different operational modes.

2.1 Time of Flight Measurement Principle

A ToF measurement aims to determine a distance d by measuring the time tToF

between emission and detection of a signal with known velocity. Optical ToF
systems, in which emitter and detector are placed approximately on the same
optical axis, measure the round-trip delay with a velocity equivalent to the speed
of light c. Without disturbances like rain or fog, the speed of light in air can be
approximated by the speed of light in vacuum c0.

d � 1
2tToFc0 (2.1)

A basic ToF measurement setup based on SPADs as the optical detector is
shown in Figure 2.1. A laser emits a signal pulse at a certain point in time.
At the same time, a digital stopwatch generates a timestamp. The pulse travels
through the channel, scatters and reflects from objects, and partially enters the
receiving optics. The SPAD detector is triggered, and a second timestamp is
generated. The difference between the two timestamps gives an estimate for tToF.
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Figure 2.1: Setup for a SPAD-based DToF measurement.

A depth map of the scene is acquired by repeating this measurement for different
points in space.

The statistical nature of photon detection and finite detection efficiencies
makes depth estimation based on a single photon return unfeasible. High pho-
ton counts per pulse are required to operate in statistically favorable conditions,
meaning high returned laser power. Additionally, multiple iterations of photon
emission and detection can be conducted to differentiate between incoming am-
bient and signal photons through statistics.

There is a variety of different detection principles that can be used to measure
ToF optically without resorting to stereoscopic approaches, some of which are
based on sensing in the time domain, others use information from the frequency
domain. These systems can be summarized as Light Detection and Ranging
(LiDAR) systems as they all have in common that they use reflected light to
measure distance.

An overview of the measurement principles, resolution, and range of real-
ized systems from the last years is given in Figure 2.2. Frequency Modulated
Continuous Wave (FMCW) LiDAR [3] is a modulated measurement principle
that achieves high resolution but remains limited to short-range applications.
Amplitude Modulated Continuous Wave (AMCW) LiDAR systems [4] can cover
ranges of a few meters with high precision but are incapable of achieving high
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2.1. Time of Flight Measurement Principle

Figure 2.2: Comparison of achieved range and precision for realized systems
with different measurement principles, after [2].

range [2]. Triangulation-based sensors are also precise but limited to short-range
applications [5].

Additionally, SPAD performance in applications based on amplitude resolving
like FMCW or AMCW LiDAR is limited. Acquiring the original pulse form
with SPADs is difficult because the dead time makes them miss detections, and
their triggering behavior is insensitive to phase relations. This work focuses
on the Direct Time of Flight (DToF) method. It is a pulsed method called
‘direct’ because arrival times of photons are recorded instead of resolving their
number during a time interval. Ideally, only the laser signal is detected in a DToF
measurement. [6]

In DToF, laser Pulse Repetition Frequency (PRF) is connected to the system’s
maximum range. Converted to a distance via equation (2.1), the inverse of the
PRF determines the so-called unambiguous range of the system. If objects at a
higher distance than the unambiguous range reflect laser pulses, the optical path
is so long that when the first pulse arrives, the next laser pulse is already sent
out. Without further data, it can not be concluded whether the return is from an
object far away, illuminated by the first laser pulse, or a close object illuminated
by the second laser pulse. The range information provided is thus ambiguous.
The unambiguous range limiting laser PRF has an indirect effect on achievable
frame rates assuming that an image needs a fixed number of illuminations.
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DToF is advantageous to modulated approaches for achieving high range be-
cause it relies on short pulse durations. Thus, high pulse peak powers are admis-
sible following eye-safe laser operation guidelines. The temporal length of optical
emission is longer in modulated approaches, so the maximum output power is
more limited. The signal modulation could be beneficial for ambient light rejec-
tion, however. When comparing realized systems, DToF achieves a higher maxi-
mum range than Indirect Time of Flight (IToF) or modulated approaches. [2]

2.2 Single-Photon Avalanche Diodes

The detector’s timing response and sensitivity are essential factors for achieving
high accuracy in ToF measurements. Photomultiplier Tubes (PMTs) and Multi-
Channel Plates (MCPs) that were used historically provided high time resolution
and sufficient detection efficiency but are fragile and require high voltages and
vacuum tubes for their operation [7].

Technologically developed from APDs but in functionality closer to triggering
devices like PMTs, SPADs can provide sub-nanosecond timing accuracy while
compatible with Complementary Metal-Oxide-Semiconductor (CMOS) processes,
are array-capable, and not sensitive to magnetic fields. The first CMOS-based
array implementation was demonstrated in 2004 [8], enabling integrated readout-
circuitry and opening up new markets through dropping device costs. In this
section, basic operating principles of SPAD devices are shown, and external cir-
cuitry for processing their output signals is discussed.

2.2.1 Structure

Two types of SPAD devices differ in the width of their absorption layer: thin and
thick junction. Thick junction SPADs have the advantage that, following Beer’s
law, their extended absorption zone provides high photon conversion efficiency.
However, they exhibit a poor timing response, making them less attractive in
high precision ranging applications.

Thin junction SPADs are the more common type to date. They exhibit lower
detection probability but typically have picosecond time resolution [7]. The
structure of a thin junction SPAD in its typical implementation as Front-Side
Illuminated (FSI) is shown in Figure 2.3. Independently from the chosen integra-

8



2.2. Single-Photon Avalanche Diodes

p-Substrate

n-well

p p

AnodeCathode

p+
n-enrichment

n+ n+

V
Bias

AnodeCathode

p-Substrate

p-Substrate

p

n-p+ p+

n p n p

STISTISTI STI

LightLight

Figure 2.3: Schematic structures of planar thin SPADs. Left: FSI SPAD
adapted from [7] and [9]. Right: Implementation as a BSI SPAD after [10].

tion type, the diode is surrounded by guarding structures to prevent premature
edge breakdown and suppress electrical and optical interference between devices.
Shallow Trench Isolation (STI) can improve on this suppression by separating
differently doped zones. As in digital cameras, Backside Illumination (BSI) sen-
sors [11] can be used to achieve higher electronics integration densities without
sacrificing fill factor. They are called BSI sensors because, in contrast to FSI
sensors, the optically active area is their substrate. It is thinned down to a
few micrometers during manufacturing to let photons transmit into optically ac-
tive areas. Wafer-bonding techniques make integration densities solely limited by
SPAD geometry possible. The digital readout electronics are then integrated on a
second wafer and bonded to the optically active wafer via bonding. This readout
wafer can be designed in a smaller technology node than the wafer holding the
SPADs. Furthermore, with BSI, the thickness of the multiplication region can
be designed to achieve high sensitivity in the near-infrared regime, which is espe-
cially attractive for ranging applications. Because of the aforementioned reasons,
BSI SPADs are currently researched intensively and are increasingly commonly
used.

2.2.2 Operating Principle

The operating principle of the SPAD is based on the internal photoelectric effect.
Incident photons generate electron-hole pairs. An external electric field applied
over the p-n-junction accelerates these carriers to the diode’s leads. In this re-
gard, they do not differ from regular photodiodes. They are unique in that their
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Space Charge Region (SCR) region is depleted from free carriers and designed
to contain minimal defects. An incident photon generating an electron-hole pair
in the SCR can now trigger the device, resulting in a measurable current. The
generated carriers are accelerated with sufficient energy to generate other carri-
ers through impact ionization, leading to this detectable saturation current. So,
in contrast to analog photon detectors, the output current of the SPAD is not
directly proportional to the incident optical power. The current flow means that
the diode is insensitive to more incoming photons. Momentary power dissipation
during avalanche breakdown can reach Watts and would lead to the thermal de-
struction of the diode. The external voltage at the SPAD terminals is reduced
below breakdown voltage to quench the current.

As soon as the SCR is freed from carriers, the external biasing voltage can be
increased again, bringing the SPAD back to initial conditions. Depending on the
quenching circuit, SPADs have a characteristic dead time behavior. Dead time is
either extended when more primary carriers are generated, called paralyzable, or
remain constant, called non-paralyzable. Non-paralyzable dead time limits the
performance of SPAD detectors in high flux conditions because the dead time
extension increases the amount of missed incident photons.

Passive Quenching Circuits

One example of a paralyzable quenching circuit is passive quenching with a resis-
tor. It is a self-quenching mechanism. Incident photons will lead to an avalanche
breakdown and thus a current flow. This current flow leads to a voltage drop-off,
bringing the diode out of Geiger mode. Passive quenching can be realized by
connecting a high value (typically around 100 kΩ) series resistance at the SPAD
terminal. Only limited current can flow through the high resistance to recharge
the present capacitances, leading to prolonged time constants. The diode’s in-
ternal resistance formed by the combined resistance of the SCR and surrounding
neutral semiconductor material is added to the series resistance. They depend
on the diode structure and range between several and a few thousand Ohm. The
low-pass behavior of this series resistance and the stray and junction capaci-
tances, together consisting of a few picofarads, limit the quenching speed of the
device. [12]

If more photons are incident during recharge, biasing voltage build-up can be
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Figure 2.4: A schematic I-V curve of a SPAD and quenching operation.

reset. A generated electron-hole pair can still be detected at the output but
is recorded with different sensitivity because of the lowered overvoltage. The
lowered overvoltage also means that a generated analog output pulse is smaller.
This height scaling can lead to timing deviations when the pulse is digitized with
a comparator employing a constant threshold voltage. Furthermore, the timing
response of the detector will exhibit a wider Full Width Half Maximum (FWHM)
depending on the average count rate, so the output pulse is not only scaled but
also has a different, intensity-dependent pulse shape. [12]

Active Quenching Circuits

Active quenching circuits aim to circumvent this limitation in achievable timing
accuracy and reduce quenching times using a feedback loop, actively reacting to
the triggering of an avalanche. A schematic view of the basic operating principle
is shown in Figure 2.4. To put the diode into state (1), biasing voltage is ramped
up in a controlled way. This is defined as the recharge phase. When an avalanche
is triggered, a large current flows (2). Unlike in passive quenching circuits, the
voltage drop-off is controlled actively by a quenching transistor. Because the per-
mitted current flowing through this quenching transistor is higher than through
the high resistance passive quenching resistor, the SCR can be cleared in a shorter
time frame. An example high-performance, active quenching circuit can be seen
in Figure 2.5. The recharge transistor supplies the SPAD with a controlled cur-
rent during recharging. The quenching path contains two transistors, one to limit
the current and one to disable the diode for a duration of a dead time when a
hit was detected. The signals for hold-off and recharge are controlled via mono-
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Figure 2.5: Example of an active/passive quenching circuit with low dead time
from [13].

stable elements. A comparator generates a digital signal when the SPAD voltage
crosses the threshold voltage. [13]

The quenching circuits employed in sensors throughout this work are all ac-
tive quenching circuits with a widely non-paralyzable dead time and active reset
(Active Quenching and Reset (AQR)). A mono-stable circuit is usually integrated
to control dead time and set it to a constant value [12]. Placing the quenching
circuitry on-chip next to the SPADs decreases the stray capacitance compared to
an external quenching circuit and is beneficial to timing accuracy [14].

Detection Efficiency

Not all incident photons lead to the creation of carriers. The device’s quantum
efficiency is the probability of an incident photon generating an electron-hole pair.
Another hurdle has to be overcome for these carriers to be detected: generating
an avalanche breakdown. The primary carriers must be accelerated enough to
produce other free carriers by impact ionization before recombining. This can
be described as a statistical process with a certain probability. These factors
are summarized in a wavelength-dependent magnitude called Photon Detection
Probability (PDP). Also, there are optically active and inactive parts in the diode.
Metal leads required for the electrical control reduce the exposed semiconductor
surface. Guard ring structures used for electrical isolation further reduce the
optically active area. The geometrical losses are summarized as the Fill Factor
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Figure 2.6: Methods for digital avalanche detection. Counting (left) and timing
applications (right), after [17].

(FF). These efficiency factors can be again be summarized in a common efficiency
magnitude called PDE.

2.2.3 Avalanche Breakdown Evaluation

A generated avalanche breakdown has to be detected electrically. Either the
number of generated avalanches or their occurrence time can be evaluated.

The direct approach is to resolve the analog current pulses formed by the
quenching circuit. This can be done by connecting the SPAD with a sampling
oscilloscope to resolve timing or number of arrivals or using a Time-to-Amplitude
Converter (TAC). A simple example implementation of a TAC is using a volt-
age ramp which is sampled by a capacitor whenever an avalanche occurs [15].
These techniques are capable of achieving higher accuracy than digital evalua-
tion schemes. While this is a feasible approach, digitizing the signal right at
the SPAD facilitates high-speed readout and scaling to big detector arrays [16].
On the digital evaluation side, two schemes are typical, as shown in Figure 2.6.
Resolving the number of generated pulses per time interval via a counter forms
a value proportional to the mean rate value at its output. This technique is
called Single Photon Counting (SPC) [18] as the arrival count of single photons is
recorded repeatedly. This scheme can acquire intensity-based images, similar to
digital cameras. Optical filters like Bayer filters can be used to retrieve colored
images.

The other possibility is digitizing the time of occurrence of the avalanche. That
is called Time-Correlated Single Photon Counting (TCSPC) and can be realized
using a Time-to-Digital Converter (TDC) structure. In TDCs, time information
is stored digitally. Widespread implementations use tapped or vernier delay lines,
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for which an example can be found in [19]. A ‘high’ bit is shifted through the
delay line over time so that its position signals the current time. As soon as an
avalanche is detected, the delay line is stopped. The state of the line is equivalent
to the time of occurrence of the avalanche. The coded time information can
then be read out as a timestamp. Local clock generation with a Phase-Locked
Loop (PLL) or Delay-Locked Loop (DLL) structure enables the TDC to run at
way higher frequencies than the rest of the chip. With different area requirements,
clock speeds, calibration schemes, and TDC types, a precision of few picoseconds
was achieved [20] even for array implementations. This matches the excellent
timing behavior of SPAD detectors.

2.2.4 Noise Sources

In SPADs, noise sources can be modeled with regards to their influence on count-
ing statistics. On the one hand, thermally generated carriers can trigger avalanche
breakdowns, just as carriers related to photon absorption. On the other hand,
carriers can either remain in the SCR of the diode itself or be injected from
neighboring diodes via electrical or optical means, triggering avalanches when
biasing voltage is ramped up again. Also, the randomness of the arrival process
of photons manifests itself as speckle and photon shot noise and provides a limit
on detectability. In the following section, effects contributing to SPAD noise are
discussed. Later in Section 2.4, their influence on the counting statistics of the
device is explained.

Dark Count Rate

Dark counts are the primary non-photon-correlated noise effect in SPADs. These
are avalanche breakdowns that occur without a photo-generated electron-hole
pair. A measure for dark counts is usually given by the Dark Count Rate (DCR),
which has a unit of counts per second and unit area at a given temperature.

There are different causes for dark counts. Thermally generated carriers in
the diode’s SCR constitute the main contribution, similar to dark current in
regular photodiodes [21]. They are caused by the trap-assisted generation of
electron-hole pairs [22]. This effect shows a strong temperature dependence and
can be controlled via cooling the device. Another less temperature-dependent
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effect contributing to DCR is Band-to-Band Tunneling (BBT) of carriers from
the surrounding substrate. At room temperature, SCR dominates over BBT.
However, BBT can become the dominating effect at low temperatures and limit
the additional performance increase through cooling the device. [14]

An effect exclusive to detectors with an internal gain is DCR dependence on
biasing voltage. Increasing biasing voltage also increases the likelihood of an
avalanche occurring in general, raising the probability that a thermally generated
carrier will lead to an avalanche. Dark counts are rare, independent events and
can thus be modeled with a Poisson distribution. The DCR constitutes the lower
detection limit for SPAD detectors.

Afterpulsing

During an avalanche breakdown, many carriers pass the space charge region, a
few of which remain the trapping centers of the semiconductor. These trapped
carriers leave their trapped state over time with a certain probability and can
cause another, non-photon-correlated avalanche. This effect is called afterpulsing.
Carriers leaving their trapped state during the reset phase of an active quenching
circuit cannot cause an afterpulse. Afterpulsing can thus be controlled using a
long enough dead time tD.

Unfortunately, the de-trapping time scales with device temperature and is
longer at lower temperatures, also necessitating longer hold-off times and thus
limiting the maximum count rate of the SPAD [23]. A typical magnitude for
afterpulsing in modern devices is tens of nanoseconds. During this work, devices
with long hold-off times are used which limit afterpulsing probability to PAP ¤
1%. Additionally, measurements ended after first photon detection suffer from
afterpulsing to a much lesser extent. The effects of afterpulsing are thus excluded
from modeling. If afterpulsing is in the non-negligible regime, its timing behavior
is hard to describe with a unified model which holds for SPAD devices from
different vendors [24], although efforts are made to extend arrival time statistics
to include afterpulsing [25][26].

Crosstalk

Besides avalanche breakdowns caused by carriers trapped in the SCR of the diode
itself, another source of correlated noise is the injection of carriers by the neigh-
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boring diodes. These effects are summarized in a magnitude called crosstalk.
Crosstalk is influenced by the isolation of different diodes on electrical and op-
tical paths [27]. It can be reduced by integrating trenches or by separating the
detectors further geometrically. The diodes measured in this work possess con-
servative guard ring structures, trench isolation, and relatively low fill factors,
pushing crosstalk into the negligible regime PCT ¤ 1%.

Speckle Noise

Speckle patterns occur because of the coherent nature of laser light [28]. Ex-
tensive mathematical modeling was done by Goodman in 1976 [29]. The term
speckle noise describes intensity fluctuations of the reflected laser beam caused
by interference [30]. In some applications, speckle patterns can be used to gain
insight into the structure of materials reflecting laser photons. Though in simple
narrow-band DToF, it introduces uncertainty in measured intensity and arrival
time [31]. Fortunately, speckle noise can be averaged out of the ranging result
by acquiring multiple range frames in short succession because the phase value
of the laser radiation is not correlated between successive frames. Using a high
number of laser pulses to build histograms thus makes negligence of speckle noise
a valid option and is employed in all simulations and measurements in this work.

Photon Shot Noise

The most significant contributor of noise in SPAD DToF systems is photon shot
noise. It is caused by the statistical nature of photon arrivals and describes the
randomness of the number of photon arrivals during a time interval. Even when it
is possible to describe the expected number of photon counts, uncertainty about
the actual number of photon arrivals is still present. For low triggering probabil-
ity, the standard deviation of counts is the square root of the expected counts, and
the Poisson distribution is a well-matching distribution [32]. For laser communi-
cations and ToF applications, photon shot noise has two implications. On the one
hand, it makes sending out single photons unfeasible for reliable communication.
The lower the expected number of photons, the bigger the standard deviation of
the signal in comparison to its mean. On the other hand, it implies that a signal
has to overcome the statistical influence of present background photons.
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2.3 Photon Budget

The number of collected photons during a measurement is crucial. How many
incident photons can be detected on the detector’s surface depends on the sys-
tem parameters, mainly the laser source, the surrounding channel in which the
measurement takes place, and the target object’s properties.

In the following section, a model for the optical power on the detector’s surface
PL is introduced. From there, the rate parameters for signal rL and background
photons rB are derived, which determine the output signal of the DToF measure-
ment.

2.3.1 Active Illumination

The received laser power on the detector’s surface PL is a fraction of the peak
optical output power PT in equation (2.2).

PL � PT
σC

Aillum

ARec

ALam
η2

Aηsys, (2.2)

where σc is the optical cross section of the system, Aillum is the area illuminated by
the laser source, ARec the receiving optics aperture area and ALam the effective
half-sphere area illuminated at distance d by the Lambertian scattering. The
efficiency factors ηA and ηsys summarize the one-way atmospheric and system
transmission efficiencies. The impact of ηA is squared because the atmosphere
is passed through on the way from and to the detector. The relationships are
illustrated in Figure 2.7.

The ratio between optical cross section σc and illuminated target area Aillum

determines how much of the laser energy in the target plane is being projected into
the pixel. The value for σc is determined by the target distance d, the respective
vertical αV and horizontal opening angle αH, and the target reflectivity coefficient
ρ to

σc � 4ρd2 tan
�αH

2

	
tan

�αV

2

	
. (2.3)

Optical cross section is constant for flash systems in which illumination covers an
equal or bigger area than the receiving optics Field of View (FoV). If the laser
transmits into a pyramid stump solid angle with respective horizontal and vertical
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Figure 2.7: Geometrical definitions for the flash DToF setup. Example for
horizontal dimension given. The vertical dimension is defined analogously.

opening angles θH and θV, the illuminated target area at distance d follows

Aillum � 4d2 arcsin
�

sin
�

θH

2



sin
�

θV

2




. (2.4)

The second area ratio is between the receiving optic’s aperture ARec and the ef-
fective area illuminated by Lambertian reflection in the sensor plane. A circular
aperture with aperture diameter D has an area of ARec � π D2

4 . An object with
Lambertian properties covers a projected solid angle of π, relating the Lamber-
tian cosine law with a maximum reflected angle of 2π, the solid angle of the
hemisphere. The illuminated area is thus ALam � πd2 [6]. From the ratio of D

and target distance d, one can see that only a small fraction of emitted power PT

reaches the detector’s aperture [33].
Using the relationship between pixel diameter dPix, respective full vertical or

horizontal observation angle α and focal length f � tanpαV{2q � dPix, one can
express the LiDAR equation for flash systems in dependence on the f-number
f# � f

D
and the pixel area for square pixels APix � d2

Pix [30].

PL � PTρ
1
d2

APix

Aillum

1
4f 2

#
η2

AηS (2.5)

The efficiency factor ηS includes the PDP ηPDP of the detector and a factor
modeling the geometrical efficiency of fill factor ηFF, model losses in the diode
structure itself. Those two factors are commonly summarized as Photon De-
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tection Efficiency (PDE) ηPDE � ηPDPηFF. Furthermore, a factor for loss in
optics ηOpt can be included, which summarizes losses in detection optics and the
passband attenuation of the optical bandpass filter. Together, these values are
summarized as

ηS � ηPDPηFFηOpt. (2.6)

Assuming monochromatic emission, the total rate of source photon triggered
avalanches per second rL is retrieved by division of PL by a single photon’s energy
WPh � hc0{λ at the given wavelength λ, where c0 is the speed of light in vacuum
and h the Planck constant.

rL � PL

WPh
� PLλ

hc0
(2.7)

Typical values for laser sources with emission durations in the low nanosecond
regime are a few MHz at long ranges. Following the d�2-dependence from equa-
tion (2.7), laser event rate at low distance can exceed values of a few GHz which
is above the typically countable rate regime. The lower the laser event rate,
the longer a system has to accumulate measurements for a successful evaluation.
Higher event rates result in more easily evaluable signals.

2.3.2 Passive Illumination

Besides the available signal photon budget, the present ambient light is the second
significant contributor to ranging performance. The most important ambient light
source is the sun because of its high intensity and broadband emission spectrum.

The sun’s emission can be modeled as black body radiation at temperature T �
5800 K. Emitted photons travel through space and are then partially absorbed by
the contents of the earth’s atmosphere. The resulting spectral solar irradiance on
the earth Eλ is standardized in the AM1.5G spectrum and visualized in Figure 2.8.
Additionally, the extraterrestrial spectrum is given for space applications. The
absorption through the earth’s atmosphere depends on distance traveled and thus
incidence angle between sun and earth. Ranges in the spectrum which exhibit
especially low irradiance are called atmospheric windows.

Two operating points at 905 nm and 1550 nm are shown, which are typical
operating wavelengths λ0 for CMOS and composite semiconductor-based DToF
LiDAR systems, respectively. The operating point at 905 nm can be used by
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Figure 2.8: Extra-terrestrial and AM1.5G solar irradiance spectra. Operational
points for 905 nm and 1550 nm are given as dashed lines. After [34].

cheaper CMOS-based systems. These systems can also be directly integrated with
their readout and quenching electronics, enabling short, low-capacity connections.
The low capacitance also improves SPAD timing response, compare Section 2.2.2.
One can see that there is an atmospheric window at slightly higher wavelengths
than 905 nm. Here, systems using a center wavelength of 940 nm operate. Still,
905 nm is often preferred over 940 nm because of the low sensitivity of silicon-
based CMOS sensors for farther Near-Infrared Regime (NIR) wavelengths. Future
technological improvements of CMOS NIR sensitivity could incentivize a shift to
this atmospheric window. At 1550 nm, a higher optical power PL is safe for
the human eye because in contrast to 905 nm, the eye is incapable of focusing
this wavelength [35]. Generally, longer wavelengths are less prone to Rayleigh
scattering. The present solar irradiance for 1550 nm is lower but the system is
possibly performing worse in adverse environmental conditions like fog or rain
because the emission wavelength is more easily absorbed by water.

The calculation for ambient light radiant flux is similar to laser radiant flux.
Integrating the AM1.5G spectrum over a wavelength range yields irradiance val-
ues for sunlight. AM1.5G is specified at an elevation angle of 48.2�. It integrates
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over wavelength to a total irradiance Ee0 of

Ee0 �
» 8

0
Eλpλqdλ � 1000.4 W m�2. (2.8)

Integrating over an optical bandpass filter passband λ � rλ0�∆BP{2, λ0�∆BP{2s
and assuming normal incidence gives the irradiance in the target plane Ee which
is impacting a ToF ranging system.

Ee �
» λ0�∆λBP{2

λ0�∆λBP{2
Eλpλqdλ (2.9)

Sensor requirements are often formulated using photometric quantities. The to-
tal irradiance of the AM1.5G spectrum Ee corresponds to an illuminance via
integration of the photoscopic luminosity function [36]

EV0 � K

» 830 nm

360 nm
Ee0V pλqdλ � 109 klx, (2.10)

where V pλq is a weighing function, in this case representing CIE illuminance
data [37]. K is the luminous efficacy, a constant by which the illuminance data
is normed.

Depending on the used weighing function, slightly different values are re-
trieved so this approach remains an approximation. For the given photoscopic
luminous efficiency data V pλq from CIE 1924, the luminous efficacy is found to
K � 683 lm W�1 and a conversion factor between Watt and Lux can be found [36].
To express how sunny it is during a DToF measurement, a fraction EV of the total
illuminance with unit Lux can then be given. Summarizing the previous consid-
erations, the total ambient power incident on the detector surface PA expressed
via photometric quantities equates to

PA � Ee
EV

EV0
APix

1
4f 2

#
η2

Aηsys. (2.11)

The value of ambient rate rA is again retrieved through the energy of a single
photon WPh as

rA � PA

WPh
. (2.12)

Additionally to the ambient event rate rA, the dark count rate rDC affects the total

21



Chapter 2. Theoretical Fundamentals

count rate. As the addition of two independent Poisson processes with constant
rate parameters leads to a new Poisson process with added rate parameter, the
expression for this total undesired background rate rB on the pixel is

rB � rDC � rA. (2.13)

The dynamic range for occurring ambient event rate is high. It ranges from
virtually no ambient light in controlled environments or during new moon nights
and exceeds rates of 100 MHz in sunlight-dominated environments. Compared
with typical laser event rates, calculated after equation (2.7), one can see that
they can exceed the ambient event rates by far. However, the opposite case is
also possible for low reflectivity objects at high distances.

2.4 Photon Statistics and Histograms

Understanding the statistics governing SPAD arrival time distributions helps in
accurately measuring distance. This section introduces a statistical model for
photon counting. Also, common laser pulse distributions and histogram building
are discussed.

Triggered SPADs create integer-valued, countable sums of ‘events’ in an obser-
vation time interval. Commonly, discrete random variables can be used to model
counting processes. Especially for rare events, the Poisson process is one of the
most important counting processes.

2.4.1 Arrival Process

In the Poisson process, the probability for an occurrence of exactly k events during
time interval t is following the Poisson distribution in equation (2.14)

PPpkq � µk
P

k! expp�µPq, (2.14)

where µP is the mean number of arrivals. For time-dependent signals rptq it
corresponds the integral over time mptq

mptq �
» t

0
rpτqdτ (2.15)
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When the measurement aims is to determine ToF, the time between subse-
quent events is of great interest. The arrival distribution of the next photon is
called inter-arrival time and can be derived from the Poisson distribution using
the probability P pk � 0q to detect zero photons during a time interval. The
probabiity to detect the next photon during the time is then the complementary
probability.

P pT1 ¤ tq � P pk ¥ 1q � 1 � P pk � 0q � 1 � expp�mptqq (2.16)

For a homogeneous Poisson process, the inter-arrival times are thus exponen-
tially distributed.

2.4.2 Photon Counting

In low photon counting rate scenarios, SPADs behave like linear counters. After
each detection, a dead time has to pass before the next detection. Photon arrivals
are independent so, besides being shifted by a dead time, the counting distribution
of the ‘next’ photon is not influenced by the previous detection. Since dead times
of active quenching circuits are in the nanosecond scale, ‘counting’ photons with
high incidence rates is possible even using a single diode for detection. Besides
directly recording intensity images, measured ambient light intensity can also
be useful as an additional input for controlling sensor properties and evaluating
timed measurements.

The average combined inter-arrival time tC at constant illumination assuming
non-paralyzable dead time thus follows

tC � tD � 1
rB

. (2.17)

The resulting count rate follows from the inverse of the average inter-arrival time
as

rCount � rDC � 1
tC

� rDC � rB

1 � tDrB
. (2.18)

This expression can be used to calculate rB in high flux scenarios where a sub-
stantial amount of detections are missed due to dead time [38] to

rB � rCount

1 � tDrCount
. (2.19)
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At high flux, rCount converges to the inverse of tD. This introduces a big uncer-
tainty to the measurement when calculating rB from rCount. The authors of [39]
suggest recording intensity values using timing based measurement schemes in
addition to arrival counts to improve background light estimation. The necessity
to record pulse-based timing information in this work requires ambient light to be
limited, so the more simple dead time compensation method is used to capture
intensity information. A visualization of the output counting range for exemplary
values is given in Figure 2.9. The output in Figure 2.9 a) is like a linear detector
between its limits constituted by DCR rDC on the lower end and dead time tD

on the upper end. At these limits and without further processing, the detector is
introducing an error of 100 %. In orange, the behavior of an ideal linear detector
is shown. The error count rates of the real detector equal

rCount
rB�rDC� 2 � rDC (2.20)

for an input rate equal to DCR and

rCount
rB�t�1

D� rDC � 1
2tD

t�1
D "rDC� 1

2t�1
D (2.21)

for an input rate equal to the inverse of the dead time. In Figure 2.9 b), the
output counting rates of multiple detectors are shown using a mutual counting
structure, the upper count can be extended above the output count rate limit of
t�1
D to NSt�1

D . In summary, SPAD detectors counts like linear detectors over a
large range of input signals. In low input regimes, counting output is limited by
DCR and in high input regimes it is limited by dead time. Incident photons could
trigger an avalanche, but the diode being in dead time prevents that, lowering
count value. This lowered count rate can partially be compensated for, depending
on whether the dead time is paralyzable or non-paralyzable. Counting incoming
photons yields an intensity image of the recorded frame. The typically low DCR
makes SPADs detectors well fit to record images even at very low intensities.

2.4.3 Photon Timing

The exponential inter-arrival time in equation (2.16) and detector dead time
imply that incident photons rapidly saturate the sensor. This saturation limits
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(a) Single SPAD. (b) Multi SPAD pixel with NS � 100 diodes.

Figure 2.9: Counting rates depending on noise and dead time. Graph generated
with rDC � 100 Hz and tD � 20 ns.

the range of SPAD DToF systems when ambient light is present.

First-Photon Detection

Historically, SPAD-based detectors were built with passive quenching circuits. To
suppress afterpulsing efficiently, dead times spanning multiple microseconds were
necessary. When ending a measurement cycle after detecting the first incoming
photon, detector dead time requirements are relaxed. It is sufficient for the
detector to be reset when the next laser pulse is emitted. This time, determined
by the inverse of the laser’s PRF, is usually in the microsecond regime.

First-photon detection produces distributions highly influenced by the magni-
tude of intensity impinging on the sensor. Arrival times are distributed according
to equation (2.16). The derivative of this distribution function with respect to
time leads to the Probability Density Function (PDF) of first-photon arrival,
or strictly speaking of arrival of one or more photons, which depends both on
instantaneous rate rptq and mean number of arrivals mptq.

fSpk ¥ 1q � d
dt

P pk ¥ 1q � rptq expp�mptqq (2.22)

With equation (2.22), first-photon distributions of arbitrary time-dependent
rate functions can be predicted. In the following, two pulse models are presented.

The simplest temporal laser pulse form approximation is a rectangular pulse.
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The rate function for a rectangular pulse with peak rate rL,R and temporal width
tP, returning at time tToF, and superimposed onto a constant ambient illumination
of rate rB, is defined in equation (2.23).

rRptq � rB � rL,RrΘpt � tToFq � Θpt � ptToF � tPqqs (2.23)

Inserting this into equation (2.22) yields the first-photon PDF for a rectangular
pulse with ambient light present.

fRptq � rB expp�rBtqrΘptq � Θpt � tToFqs
� prL � rBq expp�prL � rBqt � rLtToFqrΘpt � tToFq � Θpt � ptToF � tPqqs
� rB expp�rBt � rLtPq � Θpt � ptToF � tPqq (2.24)

The rectangular pulse model is a simplification. It is well-suited to model the
mean photon count impinging on the sensor but exhibits infinitely short rise
times. Also, the theoretical maximum of the pulse PDF in equation (2.24) for
rB � 0 is always at time tToF.

The real temporal pulse form of lasers is often modeled with a Gaussian dis-
tribution. Depending on the physical properties of the laser, the intensity distri-
bution can match more closely with a hyperbolic sechans function (called sech2
in the following) in equation (2.25). The sech2 pulse profile can be assumed
by mode-locked lasers, especially with passive mode-locking through saturable
absorbers [40].

rSech2ptq � rB � rL,0

cosh2p t�tToF
τP

q (2.25)

The temporal pulse width is scaled with the parameter τP. Again combining with
equation (2.22) gives the first photon PDF for sech2-distributed impulses as

fSech2ptq � rSech2ptq exp
�
�rBt � rL,0τP

�
tanh

�
t � tToF

τP



� tanh

�
tToF

τP


�

.

(2.26)
It provides a better understanding of the temporal signature, especially the laser
pulse’s slopes, and not only the mean number of generated photons.

An example for such distributions following equations 2.24 and 2.26 is given in
Figure 2.10. The difference between intensity function and PDF for both pulse
models is clearly visible. With rising event rate, the maximum of the PDF is
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(a) Rectangular pulse model. (b) Sech2 pulse model.

(c) Rectangular pulse model with
rB � 25 MHz.

(d) Sech2 pulse model with rB � 25 MHz.

Figure 2.10: Intensity (orange) and PDF (blue) for different temporal laser
pulse profiles. tToF � 50 ns, tP � τP � 10 ns and rL � 50 MHz.

27



Chapter 2. Theoretical Fundamentals

shifted to earlier times. This effect is emphasized under the influence of ambient
light. Under ambient influence, the maximum value is assumed at the beginning
of the PDF. Using a pure peak detector would derive the wrong ToF value and
further processing is required to estimate the right value.

Binning

A histogram is a scaled, noisy realization of the arrival processes’ PDF. It is
built by measuring arrival times for a number of laser pulses and counting all
arrival times during the same discretization step or bin. The continuous values
of the PDF are discretized by the finite resolution of the TDC. The amount of
noise depends on the number of samples and is discussed in more detail in Sec-
tion 3.1. Here, the connection between timing and counting statistics in SPADs
is shown. If ambient light is present, multiple measurements can be accumulated
in a histogram and analyzed to differentiate signal and noise contributions. Ar-
rivals of photons stemming from ambient light are randomly distributed over the
histogram, while arrivals from the laser source accumulate during the laser pulse
return. The total distribution of arrivals is finally processed to derive ToF.

Integration of the arrival time PDF fSptq over time leads to the Cumulative
Distribution Function (CDF) of the distribution FSptq as

FSptq �
» t

0
fSpτqdτ. (2.27)

It will be used to determine the triggering probabilities for each bin pi by eval-
uating FSptq over the histogram ti � rtBin, 2 � tBin, ..., nBin � tBins as expressed in
equation (2.28).

pi �
» pi�1q�tBin

i�tBin

fSptqdt � FSppi � 1q � tBinq � FSpi � tBinq (2.28)

This problem can thus be modeled as a Bernoulli trial and with probability pi,
the value of a single ToF measurement lies within the bin and with probability
1 � pi it falls into a different bin or outside the histogram. This measurement
is repeated a total of N times. The resulting count value follows a binomial
distribution with probability Pi,B for k out of N detections in equation (2.29).
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Pi,B �
�

N

k



pk

i p1 � piqN�k (2.29)

The expected value µi,B and standard deviation σi,B of bin count values are
then

µi,B � EpPi,Bq � Npi (2.30)

and
σ2

i,B � Vari,B � Npip1 � piq. (2.31)

For ease of modeling, this distribution will be approximated for low p (! 10%)
by the simpler Poisson distribution in equation (2.14) with an expected value of

µi,P � Npi (2.32)

and variance of
σ2

i,P � Vari,P � Npi. (2.33)

The histogram H is then a sequence of realizations ni of this random process with
an expected value µi,P

H � tn1, n2, ..., nNu. (2.34)

As PDFs are always positive, increasing values for TDC quantization time tBin

also lead to higher mean count values. Standard deviation also increases with the
root of count value but evaluability improves overall. When using a peak detection
algorithm and without further processing, tBin constitutes the time resolution of
the system. Increasing tBin will consequently also decrease time resolution.

For example one can consider the limiting case with only a single time slot.
It will always catch the maximum number of incoming signal photons, but time
resolution is not present anymore and signal detection is limited to ‘signal was
present during measurement’ or ‘no return detected’. In low signal regimes, an
operating point between evaluability and time resolution has to be found.

2.5 Intensity-dependent Histogram Signatures

Besides the obvious case that the returned optical power is so low that no photons
were recorded after several laser shots, there are also distortions of the histogram
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(a) Intensity-dependent range-walk for peak
rates rSech2 � 100 MHz (orange) and

rSech2 � 200 MHz (blue).

(b) Visualization of pile-up present in dead
time affected detectors. Intensity function

and PDF shown for different peak intensities.

Figure 2.11: Intensity-dependent ranging errors: range-walk and pile-up.

signature caused by high signal intensity.

2.5.1 Range-Walk

A signal rate-dependent effect also present in analog detectors is called range-walk
and is shown in Figure 2.11 a).

In essence, the determination of ToF with a fixed threshold leads to a shift of
measured ToF to earlier times for higher values of optical return power. While
the temporal pulse form of incident light stays the same, an increase in intensity
leads to crossing a constant threshold at different times. In analog detectors,
this effect can be mitigated using adaptive thresholds like in constant fraction
discrimination [41].

2.5.2 Pile-Up

Besides range-walk, detectors with a characteristic dead time after each detec-
tion show an additional intensity-dependent behavior called pile-up. It describes
the overemphasis of photons arriving at the leading edge of the returned laser
pulse because of first-photon detection. The higher the intensity, the higher the
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probability of detecting earlier photons because of their shorter inter-arrival time.
High intensity also shifts the maximum position of the PDF in comparison to the
intensity function. Figure 2.11 b) shows this effect for two different event rates.
The position of the pulse maximum shifts to earlier times for higher rates. One
problem of assuming pulses of infinite duration can be seen on a logarithmic scale.
Even way before the actual pulse return, non-zero PDF values are assumed.

Different study groups have tackled the problem of pile-up correction from
measurement data. An early but still influential contribution is the estimator
published in [42] that corrects the pile-up in the histogram by correcting the
reduced count values inside the other histogram bins. Recent contributions ex-
tending this approach and aiming to reduce the noise emphasis in later bins is
found in [43] and [44]. A different approach is manipulating the acquisition of
photon arrivals so that the pile-up effect is attenuated beforehand and does not
affect the histogram. This work takes a deeper look at the signal-processing
based correction on pile-up affected histograms in Section 5.5. The pile-up effect
is only detrimental when determining ToF from a wide range of possible laser
return rates because it constitutes a rate-dependent shift. Determining tToF from
a more narrow distribution generally means that the distance variance is smaller
because deviation of possible outcomes is also smaller, leading to higher rang-
ing accuracy as shown in [45]. During the course of this work, a contribution
regarding the influence of bin size and laser pulse rate has been published [46].

2.5.3 Quantization Errors

When the returned laser power is so high that inter-arrival times are smaller
than a bin size tBin and the temporal Instrument Response Function (IRF) of the
system is narrow enough to prevent spreading arrival times into different bins,
all generated events can fall into a single time bin. In this case, interpolation or
center-of-mass evaluation schemes can no longer increase depth resolution using
the bin values of neighboring bins. This means an effective loss of depth resolution
when high return power is present.

To suppress quantization errors, the system can thus be operated in power
regimes where the quantization effect is not dominant. If that is not possible,
the arrival times can be artificially delayed in time to fall into different time
slots, which is called dithering. An implementation as subtractive dithering is
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found in [47]. It should be emphasized that we are looking at two different
kinds of variance: variance of count value and variance of arrival time. This can
also be made plausible by looking at the variance of arrival time introduced by
binning. As it represents a form of quantization where all outcome states have
the same probability, it can be modeled as a uniform distribution with standard
deviation σt.

σt � 1?
12

tBin. (2.35)

Increasing bin size thus is advantageous for reliably finding the signal but
decreases timing accuracy and an application-dependent trade-off has to be found.
One example of using this to the user’s advantage is in two-step histogramming.
First, pulse position is roughly identified. Then, this region of interest is recorded
using a finer quantization. As bin size is also proportional to generated data
output, this approach also reduces data throughput.

2.6 Ambient Mitigation

With the high sensitivity of SPADs, detecting smaller return intensities stemming
from objects far away or with low reflectivity is possible. Not only detecting signal
photons but also detecting undesired ambient photons is getting more probable.
There are many approaches to mitigate ambient light influence, a few of which are
discussed in this section. The focus lies on methods implementable on a digital
circuit level.

2.6.1 Multi-Event Detection

Detectors with first-photon detection are ‘blind’ after detecting the first incident
photon or event. This makes their sensitivity drop off exponentially caused by
the inter-arrival time of background photons following equation (2.16). By re-
enabling the device after detection of the first photon, sensitivity deterioration
can be reduced even if dead time has to pass after each arrival.

If the sensor capabilities allow for the detection of multiple incoming pho-
tons per measurement cycle [48], their respective arrival time distributions are
of interest. The arrival time PDF for multi-photon detection follows an Erlang
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distribution. It can be derived using the fact that the detection probability of
the k-th photon depends on the detection of k� 1 photons up to the time t. The
probability of seeing a wait time smaller than t for the k-th photon Sk describes
the same condition that there were more or equal than k detections up to point
t [49] and is

FSptq � P tSk ¤ tu � P tNptq ¥ ku �
8̧

j�k

expp�mptqqmptqj
j! . (2.36)

The corresponding probability density function can then be determined via dif-
ferentiation to

fSptq � rptq expp�mptqqmptqk�1

pk � 1q! . (2.37)

Detector dead time is another influence on the arrival time of subsequent
events. The detection of the second photon depends on the first-photon detection
and the dead time, which has to pass after each first-photon detection so that the
detector is sensitive again. The detection mechanism differs from that of a purely
Poisson process because its events depend not only on the observation interval t

but also on the history of the detection process.
The authors of [50] give an expression for the dead time dependency of the

distribution. It stems from signal theory that systems with a present dead time tD

have their PDF shifted by tD. The PDF fk,IHP of respective single event levels k of
an Inhomogeneous Poisson Process (IHP) can be calculated recursively following

fk,IHPptq � Θpt � pk � 1qtDqrptq
» t�tD

ktD

fk�1pτq exp
�
�
» t

τ�tD

rpt1qdt1



dτ (2.38)

This can be simplified for a constant rate rptq � r and forms a Homogeneous
Poisson Process (HP). The result is shown in equation (2.39) and will be used
for modeling the detection process in Section 3.2. How well the distribution fits
real measurement data is assessed in Chapter 6. A visualization of the theoretic
distribution is given in Figure 2.12.

fk,HPptq � Θpt � pk � 1qtDqr
kpt � pk � 1qtDqk�1

pk � 1q! expp�rpt � pk � 1qtDqq (2.39)

In completely free-running systems, a steady-state rate rSS will be reached under

33



Chapter 2. Theoretical Fundamentals

(a) Single-photon arrival distributions. (b) Accumulated photon arrival distributions.

Figure 2.12: Multi-Photon PDFs fi for constant event rate rB � 100 MHz, dead
time tD � 100 ns and different event levels. The more event levels are

implemented, the longer sensitivity can be upheld over time.

constant illumination after dead time effects of the first few events have settled.
Its dependence on dead time tD and actual incoming photon rate r follows

rSS � r

1 � rtD
. (2.40)

This value is indicated in Figure 2.12 for ten accumulated photon arrivals. It is
approximately the same rate that is assumed under constant ambient light illu-
mination in equation (2.18). For systems with finite multi-event resolving capa-
bilities, this steady-state will only be present for parts of the resulting histogram.
Sensitivity for incoming photons will eventually drop off over the histogram. The
next detection can only occur whenever a dead time tD has passed. If an ob-
servation interval of time tHist is considered, the maximum number of possible
detections NPh is following

NPh �
R

tHist

tD

V
. (2.41)

This is also the limiting number of detections possible in a free-running im-
plementation. The number of implemented multi-event levels will be lower than
that because of the hardware requirements and the fact that it is a limiting case
at infinitely high event rates.

Considering a DToF system that should cover a range of about 200 m, the
value of tHist should cover at least 1335 ns following equation (2.1). Modern active

34



2.6. Ambient Mitigation

quenching circuitry makes low dead times with low afterpulsing possible. With an
example dead time in the nanosecond regime e.g., 50 ns (it depends on technology
and even lower ones were reported), up to NPh � 27 events could be recorded.
Comparing this to microsecond dead times of passive quenching circuitry shows
that passive quenching systems are limited to first-photon detection in DToF
applications for meters rather than kilometers. In all cases, using the value for
NPh and the PDF for constant rates in equation (2.39), one can find the arming
probability PA at time t as

PAptq �
NPḩ

j�1

fj,HPptq
r

. (2.42)

The model assumes the detector to be unblocked at the start of the measure-
ment and not influence the distribution of the first detected photon. Suppose
however, that assumption is not correct and there is a possibility that the detec-
tor is in dead time. In that case, the first-photon arrival time PDF will either be
completely shifted or reduced in magnitude by the probability to detect before
the start of the measurement. The longer the dead time of the system, the worse
the mean sensitivity to incoming arrivals.

2.6.2 Time Gating

The gate defines the active phase of the SPAD. It is the time during which
external biasing voltage is high enough to put the SPAD into Geiger-mode.

As described previously, one limiting factor for DToF systems is saturation
through early background photons. A way to prevent these early photons from
deteriorating the signal is to open the gate just before the signal photons arrive.
Choosing the right activation time is crucial because opening the gate too late
will exclude the target return signal from the detection histogram.

The choice of this time instance is not trivial for DToF because the ideal
time is the ToF which is also the quantity to be measured. It is more readily
applicable to measurements where a rough idea of the signal return is present,
like in Fluorescence Lifetime Imaging (FLIM) or Raman spectroscopy [51]. Rough
estimation for ToF could be delivered by sensor fusion with different measurement
devices, possibly with lower depth resolution.
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Another possibility is using target distance agnostic time gating schemes e.g., [52].
Their drawback is that they make histogram analysis more complex and are hard
to combine with other ambient mitigation strategies evaluated in this work and
are thus not discussed further.

2.6.3 Coincidence Detection

A major issue of DToF systems is that each photon produces a high-resolution
timestamp which constitutes multiple bit of data. This information is generated
per SPAD whenever a photon is incident and triggers an avalanche. These times-
tamps have to be read out, leading to large amounts of data, especially in big
detector arrays.

Counting coincidence detections means only triggering the generation of timing
information when multiple detectors are triggered simultaneously. Photons never
truly arrive at the same point in time. Also, SPAD detectors exhibit certain con-
version times and uncertainties in time measurement. Coincidence detection in
SPAD arrays is thus implemented using finite resolving times called coincidence
time tC and a number of required triggered SPADs nC called coincidence depth.
Ambient photons lead to constant intensity over the acquisition time. For typical
background event rates, arrival times are distributed sparsely. The laser photons
arrive temporally correlated. Coincidence detection can reduce the number of
timestamps from ambient photons, using a temporal and spatial correlation be-
tween multiple detectors [53]. In some conditions, the ratio between unwanted
ambient photon detections and signal contributing laser photon detections is im-
proved [54]. Using an acquisition frame roughly matched to the temporal width
of the laser pulse or even shorter enables the use of this difference in arrival time
densities.

The attenuation of coincidence detection can be set via nC and tD. A more
detailed mathematical model is formulated in Section 3.1.3. Hit probabilities
in DToF LiDAR are often generally kept low, so having multiple detectors fire
to generate a timestamp can lead to only two or three counts accumulating in
the same range bin after sending hundreds of laser pulses [6]. Still, coincidence
detection is an effective way of suppressing ambient light, provided the necessary
laser power for strong attenuation is available.
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Pixel Structures

The following chapter deals with pixels built from multiple SPADs. Multiple
SPADs per pixel can circumvent a single device’s dead time behavior and enable
coincidence detection. Also, technological advances open the possibility for im-
plementing smaller SPAD diodes. Pixel miniaturization is a decade long trend in
the CMOS Imaging Sensor (CIS) industry. There are several factors that make
a decrease in pixel size attractive. Spatial resolution is increased by dividing the
FoV up into smaller sub-areas, but chip cost decreases because the same number
of smaller pixels will occupy less area. The smaller pixel diameter can also in-
crease temporal resolution because smaller distances must be bridged. DCR can
also be reduced as smaller diodes are less prone to contain semiconductor impu-
rities. The downside on a device level is that smaller pixels and smaller pixel
pitches emphasize electrical and optical interference between neighboring pixels.
On a circuit level, the quenching circuitry and TDC use roughly the same space.
The area of readout circuitry required is the same for a small pixel as for a large
pixel. In FSI-implementations and as diode diameter decreases and the area of
pixel-individual readout electronics stays the same, fill factor is lowered. Also,
power dissipation increases with the number of pixels.

These effects can be reduced by sharing electronics. Quenching electronics are
best kept close to the SPAD to reduce stray capacitance and propagation delays.
TDC structures can more easily be shared between different diodes. The limiting
case is an array evaluated with a single TDC. As the timing electronics have a
finite conversion time, simultaneously occurring events can be missed. With an
increasing number of diodes and activity levels, this becomes more probable and
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Figure 3.1: Definitions for SPAD and pixel diameters in x and y-direction. Black
areas portray the optically active area. Circular structures are guard rings.

ranging performance is lower than the theoretical limit [55]. A good compromise
between SPAD-individual and column or array-wide TDC sharing is using struc-
tures similar to silicon photomultiplier cells. A TDC is shared between a small
number of individual cells and placed either close to the pixel in FSI implemen-
tations or right below the pixel on a companion wafer in BSI.

This chapter discusses the relationship between chosen SPAD pixel architec-
tures, counting behavior, and expected ranging performance using Signal-to-Noise
Ratio (SNR). A focus lies on Multi-Event (ME) and coincident detection.

3.1 SPAD Pixel Architectures

Figure 3.1 shows the naming conventions for pixels and diodes. The name pixel
is an abbreviation for picture element and refers to an image of a point in the
scene. The incident power on a pixel is translated into an event rate r which is
calculated according to equation (2.7) for laser emission or equation (2.13) for
ambient light. For the following examinations, the rate of photons impinging on
one out of NS SPADs is of interest which will be defined as

rS � r

NS
. (3.1)

Equation (3.1) assumes illumination to be homogeneous over the whole array
and is a simplification to show the general pixel behavior. This assumption will
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only hold approximately in a real system and can be replaced by a more sophis-
ticated model for diode individual power budgets for more accurate performance
predictions.

Evaluability of chosen Multi-Pixel Structures

The intensity ratio between ambient and laser is not a good indicator for SPAD
performance because it neglects the non-linear relationships of ambient light sat-
uration and generally does not cover the time-dependent behavior of the systems.
Still, it finds widespread use to access system performance e.g., [56]. In this work,
the quantity of SNR will be used throughout this section to compare different
pixel architectures to one another and compare SPAD ranging performance to
APDs. Detecting a signal means identifying its presence over ambient and noise
influences. In general, the SNR kSN of a detector is defined as signal mean over
total variance (3.2) [57].

kSN � µ

σ
(3.2)

For a single time bin, counting values in case of pulse return and ambient light
respectively can be retrieved from the arrival CDF. Using the identities from
equations (2.32) and (2.33), an expression for a laser return with Poisson mean
µP,L during a single bin can be found to

kSN H � µP,L

σP,L
� µP,L?

µP,L
�
a

Npi (3.3)

For a mixed return of pulse and background and first-photon detection, it
depends on the Poisson expected number of counts generated during laser return
µL and expected ambient light count µB. The standard deviation of the total noise
influence is the square sum of the standard deviation of all noise contributions.

kSN H � µL?
µL � µB

�
a

NMPApr, tToF, 1q pL?
pL � pB

(3.4)

Figure 3.2 shows expected value and variance for rectangular and sech2-distributed
laser intensity functions. If the maximum bin SNR is of interest, the ambient level
must be compared to the highest count value.

For a rectangular pulse, the maximum value of the PDF during pulse return
lies at tToF. The maximum pulse-related triggering probability pLB,R can thus be
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(a) Rectangular pulse, width tP � 10 ns. (b) Rectangular pulse histogram.

(c) Sech2 pulse, width τP � 10 ns. (d) Sech2 pulse histogram.

Figure 3.2: Histogram expected value µ (lines) and standard deviation σ
(shaded area) for the two pulse models. tToF � 50 ns, rL � 50 MHz,

rB � 25 MHz, tBin � 1 ns. Note that the transmitted energy of both pulses is not
equal because for same signal heights, rectangular and sech2 shapes enclose

different areas.
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retrieved by evaluating the rectangular pulse CDF for the bin of the pulse return
as

pLB,R � FS,RptToF � tBinq � FS,RptToFq. (3.5)

It is an expression for the triggering probability through the combined influence
of laser pulse return and ambient. If one is interested in the triggering probabil-
ity increase caused by laser pulse return, as is the case when calculating SNR,
expected ambient counts have to be subtracted, leading to

pL � pLB � pB. (3.6)

The value of background triggering probability pB can be calculated from the
PDF under pure background influence as

pB � FS,BptToF � tBinq � FS,BptToFq. (3.7)

For more realistic pulse forms, the expression is more complicated because the
function local maximum is not occurring during a fixed point in time but wanders
depending on the absolute value of intensity. From the derivative of the sech2
PDF in equation (2.26), the local maximum at pulse return can be retrieved as

tMax � tToF � τP{2 � arcsinhprL,0τPq. (3.8)

Integrating symmetrically around tMax yields the approximate histogram signal
contribution for the sech2 pulse form. It will later be used to correct for pile-up
for sech2-distributed pulses.

pLB,S � FS,SptMax � tBin{2q � FS,SptMax � tBin{2q (3.9)

Both pulse models will be used throughout this work. The following discussion
of DToF SNR will be based on the rectangular pulse model because it is easier to
handle than the more precise sech2 model. As already mentioned, this neglects
the influence of the laser rising edge. The focus lies on low return power cases,
where whether a pulse is still detectable is more important than the accuracy
with which it can be detected. In later discussions of pile-up effects, the real
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(a) Idealized SPAD with ηPDP � 1 in
first-photon mode.

(b) SPAD with ηPDP � 0.1 in first-photon
mode.

Figure 3.3: SNR contour lines over background and laser event rate. Contour
for kSN � 3 is shown as a limit for evaluability.

pulse model is used.

An example of SNR of a single SPAD is shown in Figure 3.3 a). Higher
values of rL and lower values of rB increase SNR. Signal height in the histogram
increases when going further to the bottom right corner of the graph. For values
greater than 10, the same color shading is chosen for good contrast. Notably,
there is a value of laser event rate rL under which detection becomes impossible.
The same is true for values above a specific maximum background event rate
rB. Figure 3.3 b) shows the same system but with finite detection efficiency
ηPDP � 0.1. The same event rates are plotted over their respective axes, but the
number of photons impinging on the diode per second is reduced. Here, higher
laser event rates are required to reach the same SNR but higher background event
rates can also be tolerated. The required laser event rate increases by factor 10,
while the exponential relationship for background influence increases the tolerable
background event rate by nearly three decades.

Now, arrival statistics of different combination schemes for pixels are discussed.
From these expressions, multi-event and coincidence detection and their combi-
nation are also discussed.
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3.1.1 First-Photon Detection with Multi-Pixel Structures

The first event of NS diodes can be found according to equation (3.10) from the
probability that one diode triggers pprS, tq while the others have not triggered
yet [58].

pNpr, tq � NSrSt expp�rStq
�

1 �
» t

0
rS expp�rSτqdτ


NS�1

� rt expp�rtq
(3.10)

This is a simplification in that it assumes homogeneous illumination over the
diodes. The rate of first-photon detections of multiple detectors is then equal to
the total incident rate r.

In contrast, evaluating all first-photon detections of NS SPAD diodes leads to
a detection probability following

pNpr, tq �
NŞ

j�1
pprS, tq � NSrSt expp�rStq. (3.11)

The argument of the exponential function is smaller in this case which means
that the function does not saturate as fast as when evaluating only the first event
of a single SPAD. This also leads to improved SNR but will increase generated
data by the number of detectors.

One can see that the structure of four diodes is more resistant to ambient light
and systematically reaches higher SNR. In a real system, this performance gain
has to be weighed with the increased generated data.

3.1.2 Multi-Event and Free-Running Detection

Besides SPAD dead time, ME capable TDC often require their own hold-off or
dead time between recorded events. In systems where this hold-off time is much
shorter than the individual SPAD dead time, SPAD dead time is the dominant
factor for the resulting PDF’s shape. While the exact relationship is more com-
plicated and depends on a combination of SPAD-individual and TDC dead time,
this work simplifies the dependency to be dominated by the TDC conversion time.
The applicability of this simplification is further investigated in Chapter 6. For
constant event rate this results in a PDF that follows equation (2.39) with an
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(a) SNR of a single diode (b) SNR of NS � 4 diodes

Figure 3.4: SNR comparison between one and four diodes, assuming that
incident power is homogeneous.

increased rate of NSrS, similar to equation (3.10).
From that we can find an expression for the multi-event SNR as

kSNR H � µL?
µL � µB

�
a

NPApNSrS, tToF, NPhq pL?
pL � pB

. (3.12)

The resulting SNR contour lines are displayed in Figure 3.5. With rising
ME levels, high background tolerance can be reached. Each additional level
shows diminishing returns in terms of their performance gain, though. Gained
background tolerance decreases per level, but the required memory cells close
to the TDC and possible data output continue to scale linearly. Furthermore,
providing a large number of possible levels leads to most of them being unused
in most scenarios.

3.1.3 Coincidence Detection

Now the influence of coincidence detection on arrival process statistics is modeled.
The mathematical model for coincidence detection uses the description theorized
in [58]. In this work, two cases are separated: coincidence time longer than dead
time and shorter than dead time. Coincidence time is frequently limited to the
temporal laser pulse width. While coincidence events between background and
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Figure 3.5: SNR contour lines of kSN � 3 for different ME levels and the
limiting case of an asynchronous detector. NS � 4, tBin � 8 ns, NM � 1000.

signal photons can be beneficial, the primary use of coincidence detection is to
detect the high photon density during the laser pulse return. As laser pulses of
modern systems are mostly shorter than current dead times, the more common
case today is coincidence time shorter than dead time, and only it is considered
further.

The model is now introduced. It aims to derive steady-state coincidence event
rates by integrating the respective arrival densities. This is why dead time effects
are not neglected in the description and the dead time tD reduced steady-state rate
rSS from equation (2.40) is used. The first-photon PDF of a dead time-affected
SPAD in steady-state is described by equation (3.13).

f1,1ptq �

$'&
'%

rS

1 � rStD
, t   tD

rS

1 � rStD
expp�rpt � tDqq, t ¥ tD

(3.13)

When extending this expression to the first event of NS diodes in a pixel,
the detection PDF depends on one of the SPADs triggering while no other has
triggered beforehand. The common PDF is thus found to

f1,NSptq � NSf1,1ptq
�

1 �
» t

0
f1,1pτqdτ


NS�1

. (3.14)
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Inserting equation (3.13) leads to

f1,NSptq �

$''''''&
''''''%

NS
rS

1 � rStD

�
1 � rS

1 � rStD
t


NS�1

, t   tD

NS
rS

1 � rStD
expp�rpt � tDqq��

1 � rtD � 1
1 � rStD

pexpp�rpt � tDqq � 1q



,
t ¥ tD.

(3.15)

The inter-arrival time of the next detection is an exponential PDF, correspond-
ing to equation (2.37) for k � 1, constant rate, and shifted temporally by a dead
time.

fIA,1ptq � Θpt � tDqrS expp�rSpt � tDqq (3.16)

Similarly, the concept of the next arrival can be extended to NS detectors. Be-
cause here we are interested in exactly nC � 1 detections, with nC being the co-
incidence depth, following the first one and dead times are assumed to be longer
than typical coincidence times, only NS � 1 detectors are ready for detection and
the expression becomes

fIA,NSptq � pNS � 1qf1,1ptq
�

1 �
» t

0
fIA,1pτqdτ


�
1 �

» t

0
f1,1pτqdτ


NS�2

(3.17)

Again inserting the previous expressions leads to (3.18).

fIA,NSptq �

$''''''&
''''''%

pNS � 1q rS

1 � rStD
p1 � rS

1 � rStD
tqNS�2, t   tD

pNS � 1q rS

1 � rStD
expp�2rpt � tDqq�

�
1 � rtD � 1

1 � rStD
pexpp�rpt � tDqq � 1q


NS�2

,
t ¥ tD

(3.18)

Finally, the probability density for a successful coincidence event can be found.
It requires k � NS � 1 previous detections and another one during detector’s
observation time. The joint probability distribution can be found recursively via
convolution of the arrival densities.
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fk,NSptq � fk�1,NSptq � fIA,NSptq

�
» 8

0
fk�1,NSpτqfIA,NSpt � τqdτ

(3.19)

The condition for a successful coincidence detection is a combination of the
aforementioned detection conditions. Firstly, a coincidence detection cannot oc-
cur without detecting the first photon inside an array of multiple SPADs f1,NS .
The expected time for this event is summarized in a time t1.

t1 �
» 8

0
f1,NSpτqτdτ (3.20)

The next time is the mean time it takes for the remaining events to occur during
the coincidence time. This expected value is normed because integration over
coincidence time tC leaves out finite probability outside of the integration interval.

t2 � 1³tC
0 fk,NSpτqdτ

» tC

0
fk,NSpτqτdτ (3.21)

Two expected times are yielded. The time until first-photon detection always has
to pass. The expected time for a coincident event is weighed with the probability
that a coincidence event occurs at all. This probability is expressed as

PC �
» tC

0
fk,NSpτqdτ. (3.22)

The mean time that passes when no coincidence event is detected must be
modeled in a similarly. If no coincidence event occurs, coincidence time tC has
to pass completely. Additionally, the mean time that it takes for the next coinci-
dence event tC � r�1

C has to pass before the next coincidence event is triggered.
These two times are added and weighed with the probability of an unsuccessful
detection.

The mean time between coincidence events is then

r�1
C � t1 � ptC � r�1

C qp1 � PCq � t2PC. (3.23)

Solving this equation gives a closed-form solution for the required coincidence
event rate rC as

rC � PC

t1 � tCp1 � PCq � t2PC
. (3.24)
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Figure 3.6: Coincidence detection SNR contour lines of kSN � 3 for different
coincidence depths nC and first-photon detection. NS � 4, tBin � 8 ns,

NM � 1000.

The form presented in equation (3.24) links single-detector photon rate and
coincidence rate rC. Again using the SNR model for piece-wise constant functions,
the respective rates for background rC,B � fprBq and background plus signal
rC,LB � fprL, rBq.

kSN C �
b

NtBin expp�rC,BtToFq rC,L?
rC,L � rC,B

(3.25)

The non-linear attenuation of coincidence detection benefits detectability be-
cause low event rates are more attenuated than high event rates. In scenarios
where rC,B approaches zero, coincidence detection can even be detrimental to
successful detection.

kSN C �aNtBinrC,L ®
a

NtBinrL (3.26)

Also, rC,LB depends on background event rate. The resulting contour lines
for coincidence detection are seen in Figure 3.6. It is again visible that higher
coincidence levels require higher laser power for successful detection. At the same
time, higher ambient light levels can be tolerated. This corresponds somewhat to
a change in sensitivity. Counter-intuitively, the resulting output count rate during
signal return can be lower when less ambient light is present. Careful choice of
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coincident detection settings is thus required for best system performance.

3.2 Multi-Event Coincidence Detection

With multi-pixel structures, a combination of multi-event and coincident detec-
tion is possible. Both multi-event and coincident [53] detection provide advan-
tages at high ambient illumination and have certain drawbacks.

Through coincidence detection, ambient noise can be suppressed and a better
ratio of measurements containing ambient photons to measurements with signal
photons can be achieved. At the same time, weak signals are being attenuated,
requiring higher laser event rates than first-photon detection for successful mea-
surement. Especially for fixed coincidence times, attenuation of the laser pulse
can be as high as tolerable for the given returned laser power, but the suppres-
sion of background photons is not sufficient to prevent background detections
before pulse return. Another drawback in using coincidence detection lies in its
additional timing uncertainty. Longer coincidence times mean that later pulse
photons can be registered in the histogram, and predicting their distribution is
intensity-dependent and not trivial.

Additionally, the fact that higher coincidence levels require multiple detectors
to be triggered affects distribution variance. Implementations that generate a
timestamp from the last event introduce additional randomness compared to
first-photon detection. This effect scales with the length of inter-arrival times
and is thus especially severe in low-rate scenarios.

A combined expression for multi-event and coincidence detection is given by
coincident counting rates and multi-event saturation behavior to

kSN ME,CD �
b

NPAprC,B, tToF, NPhq pC,L?
pC,L � pC,B

. (3.27)

A similar contour plot as previously is given in Figure 3.7. If the contours are
interpreted as a limit of evaluability, best system performance is achieved when
switching sensor properties every time the contours intersect. In comparison to
Figure 3.6 one can see that ME detection increases the background light toler-
ance for each given coincidence level. This is especially interesting if laser power
is limited, which it always is when complying with eye safety norms. Otherwise,
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Figure 3.7: Multi-Event Coincidence SNR contour lines of kSN � 3 for different
coincidence depths nC and k � 4. NS � 4, tBin � 8 ns, NM � 1000.

coincidence was always a sufficient solution for the problem of high ambient illu-
mination. Notably, the results imply that for certain laser event rates, ambient
light is beneficial for detection.

The high dynamic range between ambient light levels and illuminated target
objects in the scene means that choosing the right level for multi-event detection
and coincidence requires an analysis of signal levels in the measurement result.
Where one pixel observes a part of the scene that is comparatively dark, another
one could see a highly reflective target, requiring different sensor settings.

The considerations in this section show the increase in ranging performance
through multi-event and coincident detection. At the same distance, higher am-
bient light tolerance is achieved. In high ambient light scenarios, an increased
range can be covered.

In the course of this work, a combination method for coincident and multi pho-
ton detection has been developed which is explained in Section 6.5.2. A schematic
overview of favorable operating conditions for the respective combinations of ME
and coincidence detection is given in Figure 3.8.

First-photon detection is sufficient when both laser and ambient power are
low. Coincidence detection will provide the best performance if laser power is
high but ambient is relatively low because both are attenuated. The case where
laser is low but ambient light high is best covered by ME detection because laser
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Figure 3.8: Summary of best signal conditions for the introduced sensor
operating modes.

return power is not attenuated further. If both laser and ambient are high, ME
detection combined with a low-level coincidence threshold is ideal, combining the
non-linear attenuation of coincidence detection with the saturation preventing
effects of ME detection.

Next, a comparison of the SPAD behavior with ideal settings choice and an
APD with typical values for rangefinding is conducted.

3.3 Comparison with Avalanche Photodiodes

As mentioned previously, APDs and SPADs are related in nature. APDs use a
negative biasing voltage below the breakdown voltage and proportionally amplify
their input signal while SPADs react to impinging photons with a saturation
current. To choose the suitable detector for the respective pulsed ToF application,
both diode behavior and expected operating conditions have to be evaluated. The
detector comparison was conducted previously to this work and published in [59].
The results are again presented here and extended by including combined multi-
event and coincidence detection. For comparison, parameters of diodes currently
available on the market are considered but an outlook for future technological
development is also given.

3.3.1 Avalanche Photodiode Noise Model

Now, an expression for APD SNR is derived for comparison with the previously
established expressions for SPADs. As APDs are analog devices, both device and
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circuit noise must be considered. The signal and noise terms are modeled by their
equivalent current densities.

Excess shot noise is one effect in both SPADs and APDs that influences both
signal and noise. The internal APD gain is advantageous for detecting small re-
turn signals but the stochastic process of avalanche multiplication leads to excess
noise.

A formulation of the excess noise factor F depending on the ionization coeffi-
cients for holes αp and electrons αn, is given by [60] as

F � M

�
αp

αn



�
�

2 � 1
M


�
1 � αp

αn



. (3.28)

As can be seen, excess noise depends highly on the amplification M of the diode.
In silicon-based diodes, the electron ionization coefficient is higher than the ones
for holes and for high amplification, the term becomes

F � 2 � M

�
αp

αn



. (3.29)

Typical values of excess noise factor range from around 2 to 3 in silicon-based
APDs [61]. Noise currents amplified by the internal gain comprise the photon
generated currents IS and IB for signal and background photons, respectively,
and the parts of dark current flowing through the multiplication region in the
bulk Idb. The total dark current also contains the surface dark current Ids so that
the total output current of the APD I is found to be

I � Ids � MpIdb � IS � IBq, (3.30)

which leads to a shot noise current density xIy of

xIy �
a

2epIds � M2F pIdb � IS � IBqq. (3.31)

The proportionality factor between incident optical power P and generated
current I is the responsivity R of the APD after amplification. When expressed
without the amplification M , the symbol R1 is used. The symbol e is the elemen-
tary charge constant.
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Vbias Vout

Cf

Rf

Figure 3.9: Typical readout circuit for an APD and TIA.

I � RP � R1MP (3.32)

Besides internal noise contributors, external circuitry also introduces noise.
As a typical example circuit, a Transimpedance Amplifier (TIA) is employed to
convert the output current of the APD into a proportional output voltage. An
overview of the diode plus circuitry is shown in Figure 3.9. The feedback resistor
Rf produces thermal Johnson-Nyquist noise. The effective noise current follows

IRf �
a

BNxIRfy �
c

4kBTBN

Rf
, (3.33)

with the bandwidth BN being the proportionality factor between current den-
sities and mean current, kB the Boltzmann constant and T the effective noise
temperature. The capacitance Cf in the feedback loop compensates for a pole in
the gain characteristic.

The operational amplifier also introduces noise. It is modeled as an additional
current density at the output of the amplifier. The virtual ground at the input
of the operational amplifier ensures that the output voltage Vout is equivalent to
the voltage drop-off over Rf . At low frequencies, it can thus be expressed as a
current in the feedback loop following Ohms law as

xIampy � xVampy
Rf

(3.34)

Summarizing these noise current contributions yields an expression of APD
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SNR following

kSN APD � ISc
2eBNpIds � pIS � IB � IdbqMF q � BN

�
4kBT

Rf
� xI2

ampy
	 . (3.35)

Neglecting surface dark current Ids, accounting for N individual signal acquisi-
tions and finite fill factor ηFF, and relating the shot noise terms to incident optical
powers PS and PB leads to the expression

kSN APD �
gffe NMη2

FFR12P 2
S

2eBNpR1ηFFPS � R1ηFFPB � IdbqF � 1
M2 BN

�
4kBT

Rf
� xV 2

ampy

R2
f

	 .

(3.36)
where PS and PB are optical power on the diode from signal and background

respectively, Idb the bulk dark current, T the effective noise temperature, Vamp

the amplification voltage, e the elementary charge, Rf the value of the resistor in
the TIA feedback loop and NM is the number of accumulated measurements.

3.3.2 System Comparison

Now, two theoretical DToF sensor systems built with APD and SPAD detectors
are compared in terms of their required signal and tolerable background optical
powers. The same optics, time resolution and laser power are assumed because
they are independent of the detector technology. At first, diodes of equal size
and ideal photon conversion efficiency are compared. Then, systems with real
parameters are considered.

Idealized Detectors

The whole pixel area is optically sensitive, resulting in ηFF � 1. In both detectors,
all incident photons generate primary electron-hole pairs and they are detected
before they could recombine.

For the APD, this expression equates to a quantum efficiency of unity. The
resulting value of R1 depends on the operating wavelength λ0 and is connected
to quantum efficiency following equation (3.37).
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R1 � I

P
� Nee

NOWPh
� ηQE

eλ0

hc (3.37)

The current through the diode I is formed by a number of electrons Ne with
charge e. On the optical side, incident optical power comprises a number in-
cident photons NO carrying energy WPh. Their conversion ratio is defined as
the quantum efficiency ηQE of the APD. An ideal APD converts incoming pho-
tons with ηQE � 100 %. The resulting value for the maximum responsivity at a
wavelength of λ0 � 905 nm is

R1
905 nm � eλ0

hc � 0.7299. (3.38)

The ideal APD does not suffer from dark current, hence Idb � 0. The Johnson
noise and amplifier noise terms are also set to zero. The only modeled noise
factor is excess noise with F � 2 at amplification M � 100. The evaluation is
conducted with a bandwidth of BN � 450 MHz. The resulting SNR is dominated
by Poisson variance or photon shot noise.

Certain idealizations are used to compare with the limiting case of an ideal
SPAD. To have the same power budget on both receivers, the laser event rate
rL incident on the SPAD is converted to an optical power on the APD via equa-
tion (2.7). The photon detection probability of the SPAD is set to ηPDP � 1.
Analogously to the zero dark current of the APD, the SPAD is assumed to have
zero probability of detecting a dark count during a measurement interval ex-
pressed in rDC � 0 Hz. The SPAD is also shot noise limited. Both diodes are
assumed to sum up NM � 1000 measurements and sense a target at tToF � 667 ns,
corresponding to a planar target at 100 m.

The resulting SNR contour lines for the ideal APD and SPAD are given in
Figure 3.10. Only the first-photon behavior of the SPAD is given. One can see
that the APD requires more power for successful detection. If this minimum
power can be provided, more unwanted background photons can be tolerated
than with the SPAD detector. The SPAD can detect at much smaller power
budgets. If however, ambient light is present, measures have to be taken to
suppress it. The SNR contour lines for ME and coincidence detection is shown in
Figure 3.10 b). The dynamic range of the diode can be extended significantly but
cannot match the ambient light suppression of the APD. These results match the
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(a) First-photon detection and finite
detection efficiency.

(b) Multi-event and coincidence detection for
the ideal SPAD.

Figure 3.10: Comparison of SPAD and APD receiver SNR.

general behavior of the simulations and measurement results identified by [62] for
succesful first-photon, coincidence, and APD evaluation.

Realistic Detectors

Besides the results for idealized assumptions about the detectors, some for more
realistic systems are given. The real APD is based on the SARP500X [63] from
Laser Components. It exhibits a reduced sensitivity of R1 � 0.5 A W�1 and a
bulkt dark current of Idb � 0.5 nA. A few assumptions about the associated
read-out circuit are made. Amplification voltage density is xVAmpy � 1.414 �
10�7 V{?Hz, Rf � 1 kΩ, T � 300 K. The SNR contour shows that higher optical
power is required for the same evaluability because of the reduced sensitivity.
The real SPAD plot shows the resulting SNR for rDC � 100 Hz, a high effective
fill factor of ηFF � 0.80, which is a competitive value achievable by employing
microlenses, and ηPDP � 0.05 for incident photons with a wavelength of λ0 �
905 nm. It also requires a higher minimum signal but can tolerate slightly higher
ambient power.

One advantage of SPADs is that they are more easily implementable in array
structures. The considered APD has a diameter of 500 µm. Typical SPAD size is
way smaller than that. For the last comparison, SPAD diodes with a pixel pitch
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of 20 µm are used. The area of one APD is filled with an equivalent number of
SPAD detectors, with parameters following the previously discussed ’real SPAD’,
resulting in an array of 25� 25 diodes. The resulting SNR is shown as the small
SPAD in Figure 3.10.

One can see that the required minimum power is in a similar regime as for
the APD. However, this detector brings inherent spatial resolution. The APD
structure can only measure a single point in space. For spatial resolution, beam-
steering is required and achievable by reflecting the laser beam off polygon or
Micro Electro Mechanical System (MEMS)-based scanners. The SPAD system
inherently provides spatial resolution. It can be used as a flash system and has
the advantage of being completely solid-state, increasing ruggedness, decreasing
the need for optics calibration, and attenuating outside mechanical influences like
vibration.
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Photonic Simulator

Analytical calculation can provide a quick and closed-form way to predict a sys-
tem’s performance. However, system response behavior or influence of external
circuitry can prevent finding analytical solutions. Numerical simulation can en-
able more insight into these more complex systems.

The photonic simulation can be characterized as a technique in which the tem-
poral behavior of an optical system is imitated [64]. It is especially advantageous
if multidimensional random variables are of interest, as with most optical sys-
tems. Statistical influences like source behavior, channel fluctuations, and diode
response function on range, accuracy, and precision can be predicted. The draw-
back, however is that for covering a wide range of scenarios, generation of large
numbers of random values is required.

The employed simulation techniques and system model are laid out in the
following chapter. Afterward, they are used to simulate the behavior of three
distinct applications.

4.1 Arrival Time Generation

The photonic simulator uses a pseudo-random number generator to generate pho-
ton arrival times. Depending on whether the CDF Fs of the arrival process is
invertible, which means that a function F�1

s exists, different sampling meth-
ods are possible as visualized in Figure 4.1. The computationally more efficient
Inverse Transform Sampling (ITS) is beneficial for simpler arrival time distribu-
tions while the more general tool of Rejection Sampling (RS) can be used for
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Figure 4.1: Two sampling modes for generating a single arrival time ti. Left:
ITS (shaded in orange). Right: RS. If applicable, ITS is preferable because it is

computationally more efficient.

arbitrary distributions.
If the CDF is invertible, ITS is an optimal choice because it has the advantage

of being computationally efficient. In this method, a sample from a uniformly
distributed variable u � Up0, 1q is drawn and inserted into the inverted CDF
F�1

s to transform the uniform distribution into the distribution with the desired
shape. Per generated arrival time, only a single random number is required. The
generated arrival time is empty if it lies outside of the histogram observation
interval tHist.

For simulating arbitrary time-dependent rates, which is interesting for gen-
erated arrival times of realistic temporal laser pulse shapes without analytically
reversible CDF, a computationally more intensive algorithm has to be used. It is
called Rejection Sampling and requires generating more random values than in-
verse transform sampling. The first step of RS is generating an arrival time from
a HP using the maximum rate value R present in the PDF. If that generated
value lies in the observation interval, another uniformly distributed random value
u is generated to decide whether this arrival time is being accepted or rejected.

60



4.2. Histogram Generation

The condition for acceptance is that the instantaneous value of the PDF fptiq
divided by the maximum value R, is smaller than the generated value of u. If so,
the arrival time is stored (accepted). Otherwise, the value is discarded (rejected)
and the process starts over. [65]

4.2 Histogram Generation

The generated arrival times represent photons incident on a single detector. Gen-
eration of the complete DToF histogram of a pixel is carried out using the se-
quence in Figure 4.2.

The previously sketched arrival time generation is conducted for all SPADs
inside a single pixel. Each generated arrival time is stored in a mutual data
structure. Afterward, all arrival times occurring during SPAD dead time are
deleted from the arrival time structure.

Once arrival times for all single SPADs are generated, they are put into another
common array and sorted in ascending order. If coincidence settings are given,
coincident arrivals are identified, and all others deleted. Then, for systems that
have a circuit wide dead time either caused by TDC conversion time or a similar
effect, another dead time cleansing is conducted.

Now, ME arrivals can be filtered out by deleting all arrivals after the first k. As
the last step, discretization is emulated by rounding all arrival times to integral
multiples of the bin size tBin. This procedure is carried out for each measurement
or sent out laser pulse, resulting in NM iterations. The resulting bin count values
are summed up for each one, resulting in the simulated histogram.

Once the histogram is generated, the only step left is to determine ToF from
the histogram. Pre-processing steps can be executed where ambient photons
are compensated, or evaluation schemes like FIR filters are applied. From this
processed histogram, ToF is derived using an appropriate evaluation technique.
The next chapter gives more detailed information for the latter two steps.

4.3 Example Applications

Based on the simulation engine from the previous section, example systems can
be modeled and evaluated. The system modeling makes it possible to estimate
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Figure 4.2: Sequence diagram illustrating histogram building. Arrivals are
generated on a single diode basis, merged, arrivals in dead time removed,

arrivals during coincidence time found, and k events saved in the histogram.
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(a) Industrial robot. (b) Canal robot.

Figure 4.3: Visualizations for the industrial and canal robot.

range, precision, and accuracy. The main differences between applications are
the amount of ambient illuminance present, the FoV to be covered, reflection
characteristics of the target objects, required range, and frame rate. For further
analysis, three different applications are defined and discussed in the following.

Industrial Robot

The first application is an industrial robot with a fixed operating area. Capturing
3D information can be of great value in the cooperation of human and artificial
working force. While light curtains are a proven, sturdy, and flexible way to stop
machine operation when human operators get in its vicinity, they can only detect
the crossing of simple borders and lines. A device mounted on a robot arm,
observing a solid angle spanned in space, can detect the characteristic features of
the human body and navigate accordingly. A visualization of a possible system
placement is given in Figure 4.3 a).

For the envisioned sensor in an industrial robot application, a required max-
imum range of d � 5 m is more than sufficient. Expected target objects in this
environment are non-cooperative, meaning they are not optimized for optical de-
tection. That is modeled in a reflection characteristic of targets with ρ � 10 %
and ρ � 80 %, which are simulated as limiting cases. A wide FoV of 90� � 90�

should be covered to limit the number of necessary systems for detecting the
whole space around the robot. For a full horizontal scene coverage, only four
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systems are required. To guarantee fast reaction time and with that high possi-
ble movement speed of the system itself, a frame rate of fFPS � 50 Hz or a time
between frames of 20 ms is targeted.

While sunlight can be present by falling in through hall windows, it can be
limited via shutters. The selective use of wavelengths other than the one used for
the DToF system also helps in relaxing requirements on ambient light suppression
in the histogram and only medium ambient illuminance EV � 20 klx should be
tolerated. If higher levels of automation find their way into fabrication processes,
fabrication halls without any lighting and human operators could become real-
ity. There, only sensor inherent noise effects limit ranging performance. While
certainly realizable and advantageous for energy consumption, the dark factory
currently still seems far out of reach [66].

Canal Robot

The second application is another robotics application, but this time for a con-
trolled environment. The use of robots in photon-starved environments like inside
pipes or canals comes close to the long-term development of the dark factory. For
these systems, high accuracy is critical, while ambient light suppression plays
a tangential role. Also, system velocity is limited and spatial correlation be-
tween subsequent frames can be assumed. Accumulation of large statistics to
increase depth resolution and accuracy is viable. Ambient light will only be
present because of artificial lighting on the robot itself like status Light Emitting
Diodes (LEDs) or stray light of low-intensity coupling in from the surface into the
canal system. The ambient scenario is expressed in a reduced ambient illuminance
of EV � 2 klx. The robot traverses the canal slowly and senses it orthogonally to
the direction of its movement. It thus requires only low Frames per Second (FPS)
of fFPS � 10 Hz and a small FoV in the direction of movement but a high one in
the transversal direction. This requirement is addressed with a targeted FoV of
10�� 120�. Three of these solid-state systems or a time-dependent axis would be
required for full coverage. Reflectance is assumed to be known to ρ � 80 %. The
application inside a canal limits the maximum range to d � 2 m.
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Figure 4.4: Example system placement for different tasks in autonomous driving
inspired by [67].

Automotive Scenario

The third application is an automotive collision avoidance application with a
medium FoV of 15� � 30�. LiDAR requirements for automotive applications
change depending on the used observation concept for the car’s environment and
choice of sensors. Currently available sensors are often mounted on top of the
vehicle. The disadvantage is that very short distances around the vehicle can not
be covered. A possible concept for covering a wide area and the space around the
vehicle is shown in Figure 4.4.

For very wide FoV, short range and high precision applications like parking
assistance, microwave-based systems are currently employed and aided by con-
ventional cameras. Other sensors like the indicated system for front collision
avoidance can be placed inside the car’s headlight, also covering small objects on
the ground next to the vehicle. For small FoV and high range systems like indi-
cated for lane and adaptive cruise control, scanning LiDAR or Radio Detection
and Ranging (RADAR) systems seem ideally fit.

Systems for autonomous driving still provide a challenge for LiDAR solutions.
One of the most pressing issues is maintaining high frame rates with bright sun-
light present when sensing non-cooperative targets. Consequently, most commer-
cial, automotive systems are still based on macroscopic, rotated mirrors that se-
quentially scan the scene. MEMS-based systems with advantages mainly in power
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Parameter Symbol Value Unit
Auto Industry Canal

Frame Rate fFPS 25 50 10 Hz
Opening Angle Horizontal θH 30 90 120 �

Opening Angle Vertical θV 15 90 10 �

Target reflectivity ρ 10 to 80 10 to 80 80 %
Max. Ambient Illuminance EV 50 20 2 klx

Max. Distance d 50 5 2 m

Table 4.1: Example DToF system requirements.

consumption and system dimensions approach market readiness. However, they
still have issues because of their limited FoV or low frame rates when covering
a wide FoV. A promising development that currently lacks market readiness is
beam steering via photonic crystal waveguides. [68]

For wider FoV systems, the here considered flash LiDAR is a viable alternative.
However, flash LiDAR systems have issues at high ambient light and require
the acquisition of multiple frames for achieving sufficient SNR. As automobiles
are used all around the globe in all kinds of environments, only few constraints
about occurring objects and ambient light scenarios can be formulated. This
leads to a high dynamic between occurring objects and a challenging scenario for
ToF sensors, expressed in a high ambient illuminance of EV � 50 klx. Diffusely
reflecting objects between ρ � 10 % and ρ � 80 % should be detected. While
the reflected laser power can be higher than that in the case of e.g., street signs
with directed reflection characteristics, these cases are generally easier to detect,
not harder, and thus excluded for simplicity’s sake. Available frame rates and
range have to be comparatively high as moving objects should be tracked from
an itself moving sensor system. In this example, they are set to fFPS � 25 Hz and
d � 50 m.

The assumed requirements for the three different applications are summarized
in Table 4.1.
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4.3.1 System Parameters

Now the chosen system parameters for covering the introduced requirements are
presented. The automotive and industrial applications are operated in areas
populated by humans. At 905 nm, the operating wavelength λ0 is chosen outside
of the wavelength range of human vision (400 to 700 nm) but not too high for
silicon-based detectors. The canal robot can use a wavelength in the visible regime
because safety issues regarding human operators do not limit it. A standard red
laser wavelength is 650 nm. At this wavelength, silicon detector sensitivity is
higher than in the near-infrared. The value for PDP at 650 nm is ηPDP � 20 %
and for 905 nm only ηPDP � 10 %, which is already a high value for this operating
wavelength.

All source parameters are chosen at their estimated eye safety limit. A high
PRF is beneficial because it will let the system accumulate many measurements
during a short time. According to eye safety limitations [35], the PRF can limit
emittable peak power. Shorter temporal laser pulse width is generally beneficial
for the accuracy of the systems. Signal-correlated photons will occur during
the whole temporal laser pulse width and will thus deviate further from ToF if
the laser pulse width is long. Evaluating the measurement with pulse shape-
dependent filters like matched filters can reduce the error introduced by long
pulses. Shortening the temporal pulse width allows for higher optical peak power.
Unfortunately, available optical peak powers are limited by available devices, so
it can be beneficial to use longer pulses with the same peak power to increase
transmitted energy overall.

For the industrial robot, a PRF of fPR � 100 kHz is chosen. Combined with
the desired frame rate of fFPS � 20 Hz, this results in a number of accumulated
laser pulses per histogram of NM � 2000, which is a high number for ToF systems.
Assuming a relatively long pulse of 10 ns puts the estimated eye-safe optical power
at PT � 815 W. Because of the short maximum range of the canal robot, a high
PRF of 200 kHz can be chosen at a temporal pulse width of tP � 1 ns. At this
rate, Accessible Emission Limit (AEL) is limited through the mean optical power.
The high PRF lets the system accumulate NM � 20000 laser pulses per histogram
without compromising FPS requirements. The automotive system uses a low PRF
of 25 kHz with temporal pulse width tP � 5 ns. In these conditions, 230 W can be
safely emitted and a total of NM � 1000 laser shots can maximally be detected
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per histogram without compromising frame rate requirements.

The scenarios shown here are discussed without the use of post-processing via
filters. They are there to give the reader an idea of the influence of different
system parameters on the results of ToF measurements. For all scenarios, the
atmospheric transmission efficiency η2

A is assumed to be unity because of the
small distances considered. All SPADs have a dead time of tD � 20 ns and
a DCR of rDC � 10 kHz. One aspect through which the application directly
influences the system parameters is dictating allowed system cost. A system
used in consumer applications will have a smaller budget and post-processing
steps like integration of microlens arrays for improving effective fill factor [69]
can thus be too expensive, resulting in lower sensitivity. Also, selecting devices
with a low number of hot pixels or low DCR during production leads to detector
performance scaling somewhat with device cost. Another measure increasing
cost and reducing SPAD noise behavior is temperature stabilization or cooling.
Cost can also have an impact on the employed optics. Plastic lenses can be
manufactured more cheaply and also weigh less than glass lenses which can be
interesting in applications where overall system weight is limited, like the system
mounted to a robot arm. For the two robotics systems, plastic lenses are assumed
with a transmission efficiency of ηOpt � 40 %. The fill factor assumes a standard
value of ηFF � 20 %. The automotive scenario uses glass optics with ηOpt � 50 %.
A microlens array increases the effective fill factor to ηFF � 80 %. The system
for the industrial robot employs a typical optical bandpass filter passband of
∆BP � 40 nm. For the canal robot, an even broader passband ∆BP � 60 nm and
with that cheaper filter is sufficient. For the automotive scenario, ambient light
suppression is key and a more expensive and optimized value of ∆BP � 10 nm is
modeled.

Different bin sizes are employed. The broadest bins with tBin � 0.5 ns are used
in the automotive scenario. The high range relaxes the accuracy requirements
and the system can benefit from the broader integration time. The canal robot
uses bins with tBin � 0.1 ns as the covered distance is small and the signal is
usually high enough to be detected with shorter bins. In the middle between the
two lies the industrial scenario with a bin width of tBin � 0.25 ns, constituting a
compromise between evaluability and precision.

To gain insight into the scene with a given spatial resolution, the FoV has to be
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sampled using a sufficient number of pixels. Taking the canal robot as an example
which has a given wide FoV of 120��10� and a range of d � 2 m, the system images
a square area of 6.92 m by 0.71 m. For a spatial resolution of one millimeter, a
pixel matrix of 6920 � 710 would be necessary. Also, considering typical SPAD
diameters, these geometrical relations can be too large for photomask sizes in
production. This shows a scaling problem of high FoV, high-resolution systems.
Challenges arise for routing, readout design, and pixel uniformity. To date, arrays
with these pixel counts were not realized, with the highest pixel count being
1 Megapixel, reported by Canon in 2020 [70]. For the industrial robot, a SPAD
diameter of dPix � 20 µm is used as a typical value. As the aim of the canal robot
is high resolution, optimized smaller SPADs with a diameter of dPix � 10 µm are
modeled. The high ambient illuminance in the scene of the automotive scenario
requires additional sensor capabilities. For that, a multi-pixel structure of 2 � 2
SPADs with an individual diameter of dPix � 20 µm capable of coincidence and
ME detection is considered. The total pixel diameter is then dPix � 40 µm for the
automotive scenario. The automotive scenario pixel structure enables additional
sensing modes. The pixel can record the first four ME levels and coincident events
with up to coincidence depth four. The coincidence time window tC is matched
to the temporal laser pulse width of 5 ns.

A summary of all chosen system parameters for the respective simulation sce-
nario is given in Table 4.2.

The resulting source event rates for each scenario are shown in Figure 4.5. The
available power budget for the automotive application is the highest because of
the big pixels and high optical fill factor stemming from the more costly system
optimizations previously discussed. For the automotive and industrial scenario,
an event rate region is formed between the high and low object reflectivity that
objects of arbitrary diffuse reflectivity can assume. This event rate region is in-
dicated by the shaded area between the respective applications’ upper and lower
event rate limits. The canal robot is an exception because it is optimized for a sin-
gle target reflectivity and thus does not exhibit an event rate range. The ambient
event rates are constant over distance for a given object and ambient illuminance.
Generally, the higher the ambient influence, the smaller the range. The industrial
robot is specified at a maximum ambient illuminance of EV � 20 klx and for the
target with ρ � 80 % has an ambient event rate of rB � 10.05 MHz impinging on

69



Chapter 4. Photonic Simulator

Parameter Symbol Value Unit
Auto Industry Canal

La
se

r

Peak Optical Power PT 230 815 240 W
Pulse Width (FWHM) tP 5 10 1 ns

PRF fPR 25 100 200 kHz
Operating Wavelength λ0 905 905 650 nm

D
et

ec
to

r

Fill Factor ηFF 80 20 20 %
PDP ηPDP 10 10 20 %

Bin Size tBin 0.5 0.25 0.1 ns
Pixel Area APix 40 � 40 20 � 20 10 � 10 µm2

SPADs per Pixel NS 4 1 1

O
pt

ic
s Bandpass Filter Width ∆BP 10 40 60 nm

F-Number f# 1.3 1.3 1.3
Optics Transmission ηOpt 50 40 40 %

Table 4.2: Example DToF system parameter sets.

Figure 4.5: Laser event rates for the three applications. In the automotive and
industrial applications, shaded areas indicate the area between event rates for
ρ � 10 % and ρ � 80 %. In the canal scenario, only objects with ρ � 80 % are

present.
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(a) Results for low reflectivity ρ � 10 %. (b) Results for high reflectivity ρ � 80 %.

Figure 4.6: Simulated accuracy (points) and precision (error bars) for the
industrial scenario. High values are assumed because no post-processing is used.

the sensor surface. The strongest ambient influence is present in the automotive
scenario. The total rate impinging on the pixel is also specified as reflected by
a target with ρ � 80 %, but pixel size, specified illuminance of EV � 50 klx, and
overall system sensitivity are higher. The total event rate impinging on the em-
ployed 2 � 2 SPAD structure is thus rB � 110.5 MHz. The lowest ambient event
rate is present at the surface of the canal robot and equates to rB � 1.03 MHz.

4.3.2 Results

Now precision and accuracy for the different scenarios are estimated. They are
only portrayed if the measurement was successful. A measurement is defined as
‘successful’ if the derived ToF is temporally close to the pulse return. This is the
case if it is less than �5 % away from the ideal ToF or within a FWHM temporal
laser pulse width.

Industrial Robot

The simulated precision and accuracy for the industrial robot are shown in Fig-
ure 4.6. Figure 4.6 a) displays the results for a diffusely reflecting e.g., black
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Figure 4.7: Simulated accuracy (points) and precision (error bars) for the canal
robot.

paper, target with ρ � 10 %. Figure 4.6 b) shows the results for a diffusely re-
flecting target with ρ � 80 %. No post-processing is employed and the distance
is derived from the maximum bin of the histogram. This leads to relatively high
standard deviations because arrival times can fluctuate over the temporal pulse
width. Error bars denote the standard deviation of the derived distance, which
correlates mainly to this wandering over the temporal pulse width. One can see
that the standard deviation is in the range of meters for both object types, with
the white target exhibiting lower mean distance deviation and also lower standard
deviation. At high rates, the pulse distribution in the histogram is more narrow
and derived distance fluctuates less like laid out in Section 2.5.2.

This example is used to show how temporal laser pulse width influences ranging
precision when not employing post-processing and the negative influence of pile-
up effects regarding differences in object reflectance.

Canal Robot

The results for the canal robot are shown in Figure 4.7. Distance deviation is
smaller than in the industrial robot case, achieving precision and accuracy in
the centimeter regime. There are multiple reasons for this difference in accuracy
between the two robots. One is the increased number of samples. Low require-
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(a) Results for low reflectivity ρ � 10 %. (b) Results for high reflectivity ρ � 80 %.

Figure 4.8: Simulated accuracy (points) and precision (error bars) for the
automotive scenario.

ments on frame rate and the available high laser PRF enable the acquisition of
NM � 20000 samples per histogram. The reduced laser pulse width of tP � 1 ns
means that signal correlated photons will only accumulate over about 15 cm.
While the overall power budget is a bit smaller because of the reduced pixel size
and high PRF, the small maximum distance, and high PDP also lead to a higher
photon budget than at the end of the industrial robots range. As only one target
is specified for the system, calibration of distance-dependent measurement error
is possible, potentially further increasing achievable precision. This scenario is
used to illustrate the gain in precision reachable by limiting object characteristics,
using short temporal laser pulse width and increasing the number of laser pulses
per histogram.

Automotive Scenario

The achievable simulated precision and accuracy for two types of objects sensed
with the automotive scenario system are shown in Figure 4.8.

The precision is determined mainly by pile-up effects. At small distances,
returned laser power is high and the derived ToF is close to the ideal value. Also,
accuracy is high because the first-photon PDF is narrow. At higher distances,
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(a) Range gain for low reflectivity (10 %) (b) Range gain for high reflectivity (80 %)

Figure 4.9: Achievable range in the best multi-pixel configurations depending on
multi-event and coincidence level. The combination of ME and Coincidence

Depth (CD) achieves the highest range.

the results for low and high reflectivity are similar. Precision is reduced and
approaches 30 cm, which roughly corresponds to half a laser pulse width. Short
before the respective scenarios are not successful anymore, it is possible that
simulations in which ambient light was detected are included in the mean values
so that higher values are assumed.

Figure 4.8 b) shows the achievable range for higher reflectivity objects. With-
out any ambient illumination, 50 m range is reached in all sensor configurations.
At an ambient level equivalent to EV � 5 klx, the measurement on the high reflec-
tivity object is performing worse than the low reflectivity one. Through the use
of the ambient mitigation sensor modes, the high reflectivity object outperforms
the low one. The same is true for the higher ambient illumination levels. A big
difference is that here the combination of coincidence and ME detection leads
to best performance with coincidence alone also exceeding the performance gain
through multi-event detection.

Figure 4.9 summarizes the gains through the best combination of coincidence
and ME configurations. In blue, the first-photon response is shown. Here, rapid
saturation through high ambient illumination can be seen and is expressed in
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a reduction in the achievable range. This corresponds to the range from the
previous Figure 4.8.

Coincidence detection can increase the achievable range, especially in high
ambient scenarios. Without significant noise influence, the improvement is very
marginal. For low reflectivity objects, shown in Figure 4.8 a), a higher gain
is achieved by using ME detection. The additional employment of coincidence
detection does not improve achievable range anymore. Figure 4.8 b) shows that
both ME and coincidence detection increase achievable range significantly. The
combination of the two can detect highest ranges and most sunlight dominated
environments.

This example illustrates two key issues. On the one hand, achieving long range
is limited by the photon budget and low reflectivity objects with low returned
laser power, which could be returned by obscure, non-cooperative targets. In
these operational conditions, the combination of coincidence and ME detection
does not provide any advantage and when choosing between the two, multi-event
detection provides higher gains. On the other hand, this combined gain can be
shown for high reflectivity and thus higher laser power scenarios. For the worst
first-photon scenarios, range can be increased by up to 700 %.
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Chapter 5

Evaluation Schemes

The previous chapter shows that even if the laser pulse can successfully be identi-
fied from the histogram, deriving ToF from the bin with the highest count value
has limited precision. This chapter introduces different digital evaluation schemes
for DToF histograms and discusses how to calculate them from a given histogram.
It is organized in multiple sections. In Section 5.1 two methods to derive ToF
from the measurement histogram are laid out and compared. Then in Section 5.2
and Section 5.3, pre-processing steps to increase histogram SNR with correlation
filters and a novel rank-order filter-based approach are discussed. Their perfor-
mance is assessed with simulation in Section 5.4. Finally, in Section 5.5, a method
for correcting pile-up effects on ToF is laid out and evaluated through photonic
simulation.

5.1 Time of Flight Estimation

Estimating the ToF means identifying a pulse signature in the histogram. With
that information, a time corresponding to the distance of the object during the
recording of the histogram can be derived. In the following, two basic techniques
for ToF estimation are laid out and their differences are discussed.

5.1.1 Maximum Detection

One common approach for histogram evaluation is to derive ToF from the bin
accumulating the maximum number of successful detections. Benefiting from the
fact that during the laser pulse return, even with background present, both laser
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and background intensity are summed up [71]. In this part of the histogram, the
highest optical intensity is present.

The exponential behavior of first-photon detection in equation (2.22) inval-
idates this strategy when significant background light is present. There, high
ambient and dead time lead to the maximum intensity caused by laser and back-
ground not producing a global maximum inside the histogram and appropriate
measures have to be taken to guarantee sensitivity. This can be done by com-
pensating pile-up in the recorded histogram, limiting incident backlight power
on a system side or implementing ambient light suppression control algorithms,
compare Section 3.2.

However, if there is a significant probability that the pulse return photons lead
to a local maximum inside the histogram, this scheme can be used to calculate
tToF from the index of the maximum bin iMax and its temporal bin width tBin.

tToF � c0

2 � iMaxtBin (5.1)

How probable it is to detect the maximum count value out of NM measurements
in a bin with number ni can be calculated using the binomial distribution PB from
the probability of detecting more counts than a threshold iThresh inside the current
bin and less than that in all other bins [58] to

Pi �
NM¹

iL�0

�
��PBpiL, NM, piq

NBin¹
iBin�1
iBin�i

iL�1̧

k�0
PBpk, NM, pi,Binq

�
�
. (5.2)

The probability of finding the maximum for each histogram bin can be calcu-
lated with this expression. Note that this formulation neglects the case of maxima
with the same counting value and is only valid for high triggering probability dur-
ing the measurement, meaning that FSptHistq � 1.

When ambient light causes a count value higher than the laser pulse return,
the system puts out a wrong distance value. If the same maximum count value
occurs multiple times, the distance result becomes ambiguous.

The expected value for ToF of repeated measurements, in which maximum
detection is used, can be given as

EpPmaxq �
°NBin

i�0 p1
2 � iqtBinPi°NBin
i�0 Pi

, (5.3)
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but a single measurement is limited to the TDC resolution. The advantage of
maximum detection is that it is easily implementable and does not require calcu-
lation.

5.1.2 Interpolation

In general, measurement resolution is limited to the TDC resolution tBin. One
approach which can overcome the TDC resolution on the basis of a single his-
togram is interpolation. The expected value of distance retrieved by interpolating
depends on the triggering probability per bin pi following equation (2.28) and is
given by

EpPmeanq �
°NBin

i�0 p1
2 � iqtBinpi°NBin
i�0 pi

. (5.4)

The performance under ambient light illumination can be improved by choos-
ing only a small portion of the histogram to prevent interpolating between laser
and found ambient counts. One way of restricting the interpolation to the gen-
erated laser counts is by first localizing the maximum of the distribution and
cutting out a part of the histogram around it matching to the laser pulse width
or shorter.

The result of comparing the two evaluation schemes, applied on simulated
sech2 distributed laser pulse shapes, is shown in Figure 5.1. Mean estimated ToF
is given as points and fluctuation of derived values as error bars. Both schemes
successfully detect the ToF in the given scenario but also show a systematic,
rate-dependent error that could theoretically be compensated for, e.g., using the
technique introduced in Section 5.5. While the systematic error of maximum
detection is smaller than that of interpolation, the standard deviation of distance
results is higher. This is caused by the quantization noise in maximum detec-
tion. The value for ToF of a single measurement can only assume integer-valued
bin numbers. Interpolation can partially circumvent this quantization noise and
shows precision smaller than determined by a single bin size.

5.2 Finite Impulse Response Filter

By post-processing histograms with FIR filters, pulse signatures can be recovered
which are too faint to be recognized by the algorithms introduced in the previous
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Figure 5.1: Mean and standard deviation of ToF estimation of a simulated
sech2 pulse with τP � 4.53 ns over different values of ToF via interpolation and
maximum detection at a bin size of tBin � 1 ns, laser event rate of rL � 100 MHz

and NM � 1000 accumulations. Standard deviation is calculated from the
results of a total of 1000 simulation trials.

section. As signals from close targets return with high power, they are easily
identifiable in the histogram. Those which stem from low reflectivity objects
at high distances produce these faint histogram signals. For them, little pile-up
distortion is present and a filter matched to the original pulse form promises good
results. As previously laid out, pulse signature is not only intensity-dependent
and thus easily predictable but suffers from dead time caused pile-up distortion.
Application of a filter matched to the pulse signature is not possible for all event
rate scenarios without estimating event rate.

The output of a time-discrete FIR filter yrns is determined by the convolution
of the present signal xrns and the filters taps srns.

yrns � srns � xrns (5.5)

Histogram processing by filtering is currently distributed widely. One approach
is to use low-pass filters in either Infinite Impulse Response (IIR) [72] or FIR [73]
implementation, but rank-order filters like median have also been reported. Now,
two types of FIR filters are discussed.
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(a) Digitized ideal rectangular
pulse.

(b) Moving average filter. (c) Filtering Result.

(d) Digitized dirac pulse. (e) Moving average filter. (f) Filtering Result.

Figure 5.2: Visualization of filtering a rectangular pulse with a moving average
filter matched to temporal pulse width.

5.2.1 Moving Average

A moving average filter is a type of low-pass filter. For the rectangular pulse
model and low rates, a moving average with a filter width equivalent to the tem-
poral laser pulse width is shown in Figure 5.2 functions like a matched filter [57].
The result forms a maximum value when both filter and pulse form correlate
temporally.

When high rates are present, pile-up leads to a narrowing of the temporal pulse
form in the histogram. The edge case, assuming that IRF is smaller than a bin
width ∆tBin, is a temporal pulse form of a Dirac-impulse. The realized and rate-
dependent laser distribution thus assumes different shape and the output yrns is
shifted depending on event rate. Even after employing this filter, a pile-up-driven
deterioration of precision is present.
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5.2.2 Matched Filter

Matched filters are used in signal processing to maximize SNR for a given re-
alization of a signal buried in Additive White Gaussian Noise (AWGN). When
evaluating a DToF histogram, finding the pulse position is the most important
task. As the laser pulse distribution without pile-up distortion can be recorded
in a characterization measurement, it can be used to construct a correlation filter
by time reversal. The laser pulse distribution is recorded and inverted to retrieve
the filter characteristic srns. A resulting filter kernel for srns and expected values
for the signal in the histogram with NM � 1 are shown in Figure 5.3 for two
different laser return powers. From the respective pulse distributions, a matched
filter can be derived. Without knowledge about the returned laser power, it is un-
clear how the filter kernel must be constructed to find the pulse information from
the histogram ideally. Following the fact that the low return power is the more
challenging case; the structure can be used for all cases with reduced performance
in the high power scenario.

In a measurement, realizations will differ from the ideal expected values and
worsen filter performance depending on the size of the accumulated statistical
basis. Matched filter performance in SPAD DToF systems is limited by two fac-
tors. On the one hand, noise is not white because of the exponential background
event shape in the histogram and because the counting values are not following
a Normal but a Poisson distribution. In the first histogram bins, the highest
noise is present with high variance. On the other hand, temporal laser pulse
distribution depends on the intensity, and thus, direct correlation with a pulse
form prediction is complicated and requires rate estimation. However, as finding
the temporal pulse shape in the histogram is especially challenging for low return
power, a matched filter fit to the original pulse form can be good enough.

5.3 Rank-Order Filters

Rank-order filters apply a sorting logic when determining filter output. They
are computationally efficient in that they require no calculation to find an output
value but simply choose a value that is already part of the filtered array. However,
they require the use of hardware-compatible and area-efficient sorting structures.
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(a) Digitized sech2 pulse at a
low laser event rate.

(b) Sech2 matched filter for
low event rates.

(c) Resulting distribution at a
low event rate.

(d) Digitized sech2 pulse at a
high laser event rate.

(e) Sech2 matched filter for
high event rates.

(f) Resulting distribution at a
high event rate.

Figure 5.3: Effect of pile-up and matched filter on histogram distribution.
Original pulse form, matched filter, and convolution result are displayed. To
generate the filter structure, tBin � 0.4 ns, τP � 4.53 ns and rL,0 � 0.1 GHz or

rL,0 � 1 GHz respectively.

83



Chapter 5. Evaluation Schemes

Background 
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Figure 5.4: Sequence diagram of the minimum filter routine.

5.3.1 Sliding Minimum Filter

The output of the sliding minimum filter is determined by the lowest occurring
value inside its filtering window. The basic structure of the sliding minimum filter
routine is shown in Figure 5.4.

Again, the expected count value ki depends on NM and the respective triggering
probability during a bin is determined by the CDF FS.

ki � NMrFSppiBin � 1q � tBinq � FSpiBin � tBinqs (5.6)

When subtracting a pure ambient distribution from the measurement histogram,
which is similar to correlated double sampling in analog detectors, the mean
value of ambient counts is compensated for in these bins. The probability for a
bin containing a filter output value greater than zero is determined by the filter
width wmin and the count values of the bins neighbors in the filter width.

Pi �
i�wMin¹

k�i

NM̧

k�rNMpis

PBpk, NM, piq (5.7)

The probability of detecting a background light event gets smaller with in-
creasing filter size. As the probability per bin is constant, the probability of false
alarm does not depend on the absolute values of the ambient distribution. Over
the histogram, a constant false alarm rate is achieved. The same condition for
count values has to hold for the pulse to be detected. Contrarily to the pure
background though, expected count values during the laser pulse return are in-
creased. The detection probability for pulse return is thus higher than the false
alarm rate.
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5.3.2 Median Filter

The most common rank order filter is the median filter. There are many variants
with wide application in image denoising [74], extending the pure rank-order
approach of a simple median with mixed forms containing decision criteria and
blending with FIR filters. The used variant in this work, however is the classical
median filter in which values in the filter window around a center index are first
sorted and then the middle value of the window is kept as the center indexes’
value.

5.3.3 Quantile Filter

One more general modification of rank-order filters and focus of the following
evaluation are the class of quantile filters [75]. They are similar to a sliding median
or minimum filter, but the value position that they grab out of the window, called
‘tap’ after sorting is configurable.

Generally, the attenuation of ambient light is weaker than in the sliding min-
imum filter case. However, pulse attenuation is also less drastic and potentially
ToF can be retrieved at weaker signal strength.

5.4 Filter Comparison

To estimate the performance of the different filter structures, photonic simulation
as described in Chapter 4 is employed. The arrival distributions and histograms
are generated using the sech2 pulse model and rejection sampling. The following
considerations are based on a fixed background event rate of 10 MHz. Further
parameters are τP � 4.5 ns, corresponding to a normal distribution FWHM of
about 8 ns. The simulation results shown in Figure 5.5 are generated with NM �
1000 repetitions per plotted point.

Moving average, matched, and quantile filters are compared. The consider-
ations of the quantile filter include the sliding minimum and median filters, as
they represent special cases where the lowest or middle tap of the filter is used as
an output. The quantile and moving average filter use a filter width matched to
the width of the arriving pulse. The results are generated for a different number
of measurement repetitions NM and shown in Figure 5.5. One can see that the
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(a) Mean filter matched to pulse width.

(b) Matched filter.

(c) Quantil filter with a width of 20 bins and tap of 5.

Figure 5.5: Simulated detection probability for different filter structures and a
number of measurements NM. The best performance is achieved using matched

filtering. A total of 1000 simulation trials was conducted.
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best success rate overall is achieved using the matched filter structure. In this
configuration, the rank-order filters suppress the occurring background and also
reduce the number of instances where the pulse can be found. This results in
lower detection probability across the board. In terms of detection probability
for a given scenario, they are outperformed by the simple matched filter. The
moving average filter is identified as an alternative to matched filtering with a
simpler filter structure and easier hardware integration.

5.5 Computational Pile-Up Correction

Pile-up leads to an intensity-dependent change in histogram pulse signature. This
introduces an error in ToF estimation, no matter which approach discussed in
Section 5.1 is used. There is a change in occurrence time of the maximum value,
an alteration of the laser rising edge, and the distance retrieved by interpolation.

This section lays out and investigates a different approach using the sech2-
intensity function from equation (2.26). As derived in equation (3.8), the max-
imum position of the first-photon pulse PDF shifts depending on the functions
rate parameter rL,0. With this expression, the retrieved maximum position in
the histogram tMax can be corrected for, retrieving the actual time of maximum
intensity tToF. However, knowledge of the rate parameter rL,0 is required.

Measuring rL,0 is complicated, so deriving an estimate r̂ from the histogram
is the next-best option. A straightforward option is looking at the total integral
of the PDF. It gives a relationship between event rate and expected number of
generated counts µn out of NM measurements at a given pulse width of τP. The
estimate is found by inserting the measured number of counts n.

rL,0 � 1
2τP

ln
�

1 � µn

NM




ñ r̂ � 1
2τP

ln
�

1 � n

NM


 (5.8)

This expression is feasible for estimating event rate but saturates as soon as
each cycle detects a photon. The maximum output event rate for this estimator
is yielded by setting n � NM, which means that a laser photon was detected in
each measurement.

87



Chapter 5. Evaluation Schemes

r̂Max � 1
2τP

lnp2q � 0.347τ�1
P (5.9)

Again, this can be inserted into equation (3.8) to retrieve the maximum cor-
rectable pile-up error for integral estimation.

tMax � tToF � 0.17 � τP. (5.10)

Depending on the laser pulse width, this fraction of τP can be marginal for ToF
accuracy. If available, this insight further supports the attractiveness of high-
power laser sources with short temporal output width. To summarize, the integral
estimator helps to track laser event rate changes in low event rate or photon count
regimes. This result is also logically sound because the pulse integral will saturate
when a single event is detected per measurement cycle, and pile-up is an effect
occurring only when multiple events are present during a pulse, but only one
can be detected. Especially in high event rate regimes, estimation error becomes
significant.

The previous approach used that the number of expected counts during the
histogram depends on the event rate parameter rL,0. However, saturation limits
its usefulness. The idea now is to extend the maximum value of rL,0 by estimating
it from a single bin instead of the whole histogram. The condition to have all
measurements fall into a single bin instead of occurring sometime during the
histogram will be met at higher event rates.

The expected value of counts during the pulse maximum can be retrieved from
triggering probability pL,s from equation (3.9) and number of measurements NM.

µMax � NM pL,s

� NM

�
exp

�
� rL,0τP tanh

�
� tBin

2τP
� 1

2 arcsinhprL,0τPq
		

(5.11)

� exp
�
� rL,0τP tanh

�tBin

2τP
� 1

2 arcsinhprL,0τPq
		�

Solving this equation for rL,0 yields an estimate of the laser event rate for
a given expected count value. The resulting estimated event rates of a Monte-
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(a) Estimated laser event rates from
simulation using integral and maximum

estimation.

(b) ToF result using ideal pile-up correction
with prior laser event rate knowledge,
uncorrected results, and correction via

maximum estimation.

Figure 5.6: Event rate estimation and ToF pile-up correction following
equation (5.11). All results were generated with NM � 1000 measurements,

τP � 4.53 ns, tBin � 100 ps and tToF � 62.55 ns.

Carlo trial conducted with the sech2 pulse model is shown in Figure 5.6 a).
They are given for τP � 4.53 ps and NM � 1000. A total of 1000 simulation
trials was conducted, and the resulting estimated event rate using the integral
estimator (green) and maximum estimator (orange) are shown. Mean values
are displayed with markers and standard deviation with error bars. In the low
event rate regime, one can see that the integral estimator delivers values that are
close to the underlying event rate. Increasing it further drives the estimator into
saturation. The maximum estimator delivers an overestimation in low event rate
regimes. However, at these rates, occurring pile-up is also limited. At medium
event rates, the estimator follows the ideal event rate before it also saturates at
slightly higher rates than the integral estimator. One can see that the maximum
estimator approach is also limited. At low event rates, count values are low and
count value variance is comparatively high. Here, event rates are overestimated
because the highest realization from the histogram is evaluated. At high event
rates, the evaluation scheme ceases to function similarly to the integral estimator.
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If the temporal IRF is narrow enough, all counted values occur during the same
bin. Also, the approach is sensitive to discretization effects. If tMax lies at the
boundary of two bins, counted values are split up, resulting in an estimation
error. A narrow sliding sum filter could compensate for this.

Figure 5.6 b) shows the resulting ToF for different compensation techniques.
In the low rate regime, deviations to smaller values of ToF are visible. This is
caused by a low probability of detecting a distinct maximum in the histogram.
Instead, a sequence of bins with either counting value ’1’ or ’0’ is formed, and as
the maximum detection algorithm returns the first occurrence of multiple max-
ima with the same counting value, earlier ToF is retrieved. In high rate regimes,
another deviation is visible. The orange graph shows pile-up behavior leading to
smaller ToF. This deviation could be entirely compensated if the rate parameter
was perfectly known, resulting in the blue ideally corrected ToF graph. However,
only partial pile-up compensation can be achieved using the results from maxi-
mum estimation. While for event rates up to 0.2 GHz a close match to ideal ToF
is shown, higher rates lead to similar deviations as no correction.

The pile-up compensation is investigated on measurement data in the following
chapter.
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Chapter 6

Experimental Investigation

In the following chapter, the previous theoretical predictions are studied using
systems available at Fraunhofer IMS and a dedicated sensor testing setup. The
working principle of the hierarchy model is shown on real measurement data. A
test scene on targets with two different reflectivities is recorded, and the perfor-
mance of the computational pile-up correction evaluated.

6.1 Measurement Setup

A measurement setup was built to supply reproducible signal and noise values to
the Device Under Test (DUT). A schematic overview of the different components
used is seen in Figure 6.1. A photograph of the realized setup is seen in Figure 6.2.

One axis holds a pulsed laser source which generates the signal in the ToF
measurement. Here, an OSRAM PL90-3 laser diode [76] is driven via a PICOLAS
LDP-AV 40-70 [77]. To change the signal intensity, the input current of the
laser can be electrically controlled. Simulation of ambient signals is done via a
continuous wave laser source in the spectral regime of the DToF system. The laser
source is a Laser components QL90O7SA diode [78] with 100 mW optical output
power at an emission wavelength of 905 nm. The Neutral Density Filter (NDF)
bank can house a combination of filters and enables to set a wide range of possible
input powers by only partially transmitting the laser power. The noise intensity
can also be manipulated electrically and with NDF. A dichroic mirror is used
as a beam combiner, forming the superposition of signal and ambient laser at
one of its outputs. To delay the outgoing laser pulse, a Kontron PG8500 pulse
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Figure 6.1: Experimental setup for testing LiDAR DUT. The DUT can be
illuminated with different signal and ambient optical power set via neutral

density filters and combined in a dichroic mirror.

Figure 6.2: Photograph of the experimental setup.
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generator is used. It is connected in the path between the control board and the
laser driver.

6.2 Verification Systems

Two multi SPAD pixel systems are used for verifying the previously established
performance predictions and evaluation schemes. They are used in place of the
DUT in Figure 6.1.

6.2.1 Multi-Event Test Structure

This DUT is a 2� 2 structure of four SPADs with a diameter of 14 µm. A block
diagram of the pixel structure is given in Figure 6.3.

Figure 6.3: ME test pixel structure. The memory cells save multiple timestamps
from the TDC.

As in most SPAD array integrated circuits, each diode is connected to an Ac-
tive Quenching and Reset. The AQR exhibits a fixed dead time of about 20 ns
per SPAD device. Coincidence is resolved using a configurable logic network built
from OR gates between the AQR and the TDC input. The duration of pulses
generated by the Pulse Shaper (PS) at the output of the AQR determines co-
incidence time. Connected to the coincidence circuit is a ring oscillator-based
multi-hit TDC that can resolve four events per measurement cycle with a resolu-
tion of tBin � 312.5 ps. After each event detection, it requires a hold-off time of
about 18 ns.

In Figure 6.4, measured histograms recorded under constant ambient illumina-
tion are shown. The number of conducted accumulations is NM � 861300 so the
results constitute long-term averages of incoming photon arrivals. Single-photon
arrival levels (first arrival, second arrival and higher arrivals) are shown in dif-
ferent colors. The black scatter series displays the sum histogram containing all
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Figure 6.4: Measurement result of the ME DUT under constant ambient
illumination. Colors show different ME levels. The black series shows the

histogram of the sum of the first k � 4 events.

single event levels. A fit with a constant function was conducted between bins
55 and 300 to find the count value nSS corresponding to the steady state rate
rSS. Using the dead time compensation from equation (2.40), a value for rB is
calculated. In the plot, it is marked with a blue cross. It fits well to the dis-
tribution of the first photon. That confirms the assumption that all SPADs are
successfully readied for detection at time t � 0 because dead time influence did
not reduce the counting values of the first triggered avalanche [79]. The value of
background event rate rB is used to calculate a simplified histogram mean distri-
bution at constant illumination. It can be retrieved by integrating the ME PDF
from equation (2.39) according to equation (2.28) and scaling it by the number
of measurements. It is simplified in that it models a mutual dead time between
events instead of the more realistic behavior of four SPADs with individual dead
time and a TDC hold-off time. The distributions per level and a sum of all levels
are given as solid lines. One can see that the measured counts rise more slowly
than in the theoretical distribution. This could be caused by some SPADs already
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Figure 6.5: CSPADαlpha chip photograph.

having left their dead time while others take a little longer to be sensitive again.
However, overall the simplification matches the distribution well.

6.2.2 CSPADαlpha

This DUT is a 2D SPAD array built at Fraunhofer IMS. It features a 64 � 48
grid of smart [80] pixels, each containing 2 � 2 SPADs. They can be used to
record both intensity information through photon counting and timing informa-
tion with TDC structures capable of generating time stamps. The pixels are
implemented using the BSI technique. The SPAD chip is bonded to its auxiliary
electronics on a dedicated readout wafer via wafer bonding, and the diodes are
illuminated through their thinned substrate. It is the first implementation as a
wafer-bonded BSI SPAD sensor at Fraunhofer IMS, which is why relatively area-
intensive bonding vias were implemented, resulting in a FF of about ηFF � 3.6 %.
For the targeted operating wavelength at 905 nm, a PDP of about ηPDP � 2.4 %
was determined.

The TDC uses a ring oscillator structure with a Voltage-Controlled Oscillator
(VCO). It can resolve the arrival of events with a bin size of nominally 312.5 ps.
The total output range is 1.28 µs which covers a range of about 200 m. Load- and
geometry-dependent voltage drop-offs over the array means that pixel-individual
VCO frequency can also be lower. Each counted bin will then cover an extended
time range, resulting in a bigger bin size tBin. Median values for the realized bin
size are around 400 ps but differ from chip to chip. To account for this difference
between theory and implementation, the frequency drop of the VCOs can be
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Figure 6.6: Pixel structure of CSPADαlpha pixels.

compensated for in a separate operational mode by counting the pixel clock cycles
during a fixed number of master clocks (in-situ calibration). In intensity mode,
all pixels are individually addressable and capable of being read out. Only half
of the full resolution can be achieved in timing mode, resulting in an effective
pixel number of 32� 24. A chip photograph can be seen in Figure 6.5. The pixel
structure is shown in Figure 6.6. It differs from the ME test structure in that it
is only capable of first-photon detection and does not have associated memory
cells.

6.3 Computational Pile-up Correction

Now, using the previously introduced CSPADαlpha, the pile-up correction algo-
rithm is investigated. At first, the demonstrator is introduced, which combines
the SPAD chip with optics and a laser source, and then an example scene with a
planar object is used to show the advantages and limits of the approach.

6.3.1 OWL Camera System

The OWL system is a demonstrator which complements the CSPADαlpha sensor
board with two 220 W pulsed laser diodes of type LS9-220-8-S10 [81] from Laser
Components and system optics for imaging the illuminated FoV. The sources
exhibit a measured FWHM pulse width of about 8.4 ns. A lens system is used
to illuminate a rectangular area approximately homogeneously, with its FWHM
covering about 34.5� by 24.3�. The detector side optics have a focal length of
f � 12 mm. Incorporating the geometrical dimensions of the detector array, this
equates to an observed FoV of roughly 38.2� by 29.1�. From those values follows
that the outmost pixels see a slightly reduced power budget. An optical bandpass
filter with transmission bandwidth ∆BP � 30 nm is integrated between sensor and
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objective lens to attenuate broadband ambient influence.

6.3.2 Pile-up Correction in Example Scene

The Owl system is placed orthogonally to the target at a distance of 1 m. Two
measurements were conducted at this distance, one using a target with black
varnish and reflectivity ρ � 10 % and the other using a white paper target with
ρ � 80 %. The distance is evaluated from the histogram using maximum detec-
tion. The scenario is challenging for achieving high accuracy because of the low
distances and the high dynamic range of returned laser power. Consequently,
only partial correction of the pile-up phenomenon can be expected.

(a) Black target. (b) White target.

Figure 6.7: Distance pointcloud of white paper (left) and black paper (right)
target respectively. Each point was recorded with NM � 1000 pulses.

Figure 6.7 shows a point cloud recorded using NM � 1000 laser pulses. The re-
sulting distances are systematically smaller because the pile-up effect emphasizes
early detections. Measured distances for the black and white targets respectively
are dBl � p0.73 � 0.20qm and dWh � p0.41 � 0.11qm. The mean and variance of
derived distance for the white target are both smaller because of the increase in
returned laser power. However, even the black target is measured with a distance
smaller than the actual distance to the target. Standard deviations of the results
show a fluctuation of values in the range of tens of centimeters.

Applying the correction algorithm for pile-up sketched in Section 5.5 leads to
the results in Figure 6.8. Accuracy and precision are improved over the previous
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(a) Black target. (b) White target.

Figure 6.8: Corrected distance pointcloud of a planar target from Figure 6.7
using the correction algorithm laid out in Section 5.5.

results to dBl � p1.00� 0.14qm and dWh � p0.82� 0.09qm. There is a noticeable
improvement in distance deviation over the array for a given target. This hints at
a reduction of reflectivity-dependent effects. At the same time, correction is only
partially successful as the accuracy of the white target is still limited to about
18 cm.

6.4 Calibration

Now the measurement setup from Section 6.1 is characterized in terms of the
available signal and ambient light power using the ME test structure. Figure 6.10
shows the pulse event rates of the calibration measurement. To attenuate optical
laser power far enough to imitate a diffuse reflection, multiple NDFs are employed.
For all laser settings, a ND3.0 filter was used in conjunction with one additional
filter level. The resulting laser event rates range from 40 to 400 MHz. The pile-up
effect is visible, resulting in an intensity-dependent shift of the maximum position
from its original value to the rising edge.

Figure 6.11 shows the estimated ambient light levels from cw diode illumination
through three different neutral density filters. They were measured by using the
ME test structure in timing mode and then conducting a non-linear least-squares
fit on the resulting exponentially distributed histograms. The lowest transmission
value shows a lower light level than expected. That could be the case because the
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(a) Oscilloscope trace recorded using
HSA-X-S-1G4-SI fast silicon photodiode [82]

with 3dB-Bandwidth of 1.4 GHz.

(b) Histogram recorded using ME test
structure and NM � 100000 first-photon

measurements at four active SPADs in the
pixel.

Figure 6.9: Recorded laser trace of a SPL PL90-3 diode.

(a) Estimated laser event rates impinging on
a ME DUT pixel for different neutral density

filter transmissions.

(b) Photon pile-up at different laser event
rates corresponding to the power values from

the graph on the left.

Figure 6.10: Results from the calibration measurement of the laser source.
Higher laser return power leads to narrower histogram distributions.
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Figure 6.11: Estimated ambient event rates impinging on a ME DUT pixel for
neutral density filter transmissions between 11.7 % and 100 %.

filters are reflective and thus illuminate the control photodiode inside the cw laser
diode casing, so the laser output power might be lowered. Another possibility
is that interference phenomena are present because of the coherent length of the
used diodes and the relatively small scale of the setup.

6.5 Hierarchy Model

The theoretical considerations in Sections 3.2 and 4.3 have indicated an achiev-
able gain by combining ME and coincident detection. This section aims to present
and evaluate a possible control algorithm that has the following goal: Ensuring
detection at high ambient illumination with the highest possible frame rate and
accuracy. Improving the ratio of signal to background photons through coinci-
dence detection helps have sufficient samples of the laser pulse. At the same time,
higher coincidence levels in the available implementations lead to lower accuracy
because later photons are emphasized, and the arrival distribution is widened.
For ME detection, influence on accuracy is also existent, but the impact on data
emergence is critical. Each level linearly increases the timestamp data generated
at each pixel.

Both ME and CD detection, however manipulate the histograms SNR and
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(a) SNR for low reflectivity (ρ � 10 %) (b) SNR for high reflectivity (ρ � 80 %)

Figure 6.12: Theoretical SNR (lines) and bin wise estimation (scatter) of 100
histograms at different ambient light levels over distance.

detection probability.

6.5.1 Estimation of SNR

Histograms from the automotive scenario are now used to evaluate two ways
to derive SNR from measurement histograms. It will later be used as an input
parameter for the hierarchy model. Both of these approaches use the bin wise
SNR definition. The first approach is shown in Figure 6.12. This algorithm
requires the analysis of multiple histograms and is mainly presented to motivate
SNR retrieval from the histogram. To retrieve an estimate for the signals mean
count value n̂L and standard deviation σ̂L, the highest mean count value and its
respective variance of the background compensated histograms are calculated.
This value is compared to the standard deviation σ̂B of count values in a fixed
bin before pulse return.

k̂SN � n̂L?
σ̂L � σ̂B

(6.1)

One can see that the retrieved values of k̂SN match closely to the theoretical SNR
known from the simulation parameters.

Now, a different approach is evaluated aiming to estimate the SNR from a
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(a) SNR for low reflectivity (ρ � 10 %). (b) SNR for high reflectivity (ρ � 80 %).

Figure 6.13: Theoretical SNR (lines) and mean sliding estimation (scatter) of
histograms at different ambient light levels over distance.

single histogram without further knowledge about pulse position as an input
parameter for sensor settings. Here, the mean can be estimated from a single
bin. However, selecting the highest bin from multiple bins with comparable input
signal biases to high values. Also, a single high ambient realization will lead to
a wrong SNR estimation. So a small averaging window of two bins is employed
for estimating mean signal count value. The ambient influence is estimated by
using a sliding variance window with a comparatively broad filter width of 20
bins. The filter width must be broad enough to have a sufficient number of
samples to estimate variance but not so broad that the non-constant distribution
of histogram noise is ignored. As one can see, there are deviations from the
theoretical values in both low and high signal cases, but the approach is well fit
to estimate SNR between two and seven.

6.5.2 Combination Algorithm

A control criterion can be defined to choose between multi-event and coincident
detection levels. In Figure 6.14, a sequence diagram illustrating a possible combi-
nation algorithm is shown. At first, a TCSPC measurement with all available ME
levels is conducted, and the different levels are stored in memory. Then, the sys-
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Figure 6.14: Sequence diagram for hierarchically combining ME and coincidence
detection.

tem uses an ambient measurement to correct for the background influence in the
respective accumulated histogram. This measurement can either be a TCSPC
measurement with the laser source turned off or a SPC measurement. When
laser PRF is limited to the kHz regime; the time between two pulses is in the
magnitude of microseconds. This time can be used to conduct ambient light mea-
surements with SPC or TCSPC without compromising FPS. The distribution of
ambient light photons in the histogram is thus either yielded directly or has to
be calculated from SPC data, and the background PDF predicted and subtracted
(‘Histogram Processing’). Next up is the estimation of signal strength (’Signal
Assessment’). The straightforward solution is measuring the pulse return and
background power on the sensor directly. For example, an intensity measurement
without emission of a laser pulse can be conducted in advance of the TCSPC
measurement for optimal level choice. Measuring the laser intensity with SPC is
not directly possible using SPADs because of their characteristic dead time and
short laser pulse times and requires a different measurement scheme with e.g. a
photodiode as a second detector or estimation from the TCSPC histogram.

One approach to mention that does not use histogram analysis is to control
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the sensor settings depending on the present, scene-dependent ambient light mea-
sured in a separate intensity measurement. An example of a coincidence control
algorithm depending on intensity measurements is [58]. The advantage is that
the sensor settings can be set before the actual measurement is conducted, and
thus, no time is lost measuring and analyzing erroneous histograms. However,
ambient light levels depend on both object reflectivity and scene parameters like
the altitude of the sun, the incidence angle of ambient light, and observance an-
gle between object and sensor. Thereby, little information about signal strength
emitted by these objects can be retrieved because it additionally depends on
object distance. It is thus unclear whether the ideal setting is no coincidence
detection at all because the laser trace is faint in the histogram or a restrictive
coincidence setting because there is plenty of power available.

Histogram analysis is the more flexible approach because it does not require any
system side modifications. When ambient light is present, it can be compensated
for in the histogram either by calculating an ambient light distribution in the
histogram from an intensity measurement or by directly recording a correlation
histogram without sending out a laser pulse.

The algorithm evaluated here is based on histogram analysis. The signal
strength is evaluated from the ME histograms using sliding variance window
estimation because of its low complexity. If the necessary processing power is
available, a more elaborate algorithm like e.g., an optimization or fitting-based
approach can be used to estimate the experimental SNR. Also, instead of SNR,
a different measure for detectability like detection probability can be used. In
the now demonstrated example implementation, a threshold SNR of 6 is defined
over which a signal counts as sufficient.

As soon as the estimated SNR for all event levels is available, sensor settings
can be derived. The algorithm chooses the lowest available ME level, which still
meets the SNR requirement. If no ME level is sufficient, the set coincidence
depth is instead increased by one. Should no setting meet the threshold, the
measurement is unsuccessful and should be repeated, or more measurements have
to be accumulated to retrieve target distance.

If a working setting for the pixel is found, it is not changed anymore. While
this is sufficient for tracking an object through space, dynamic changes in the
scene can require the pixel to react again. So when the SNR value goes below the
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threshold or when the intensity measurement detects a drastic change in intensity,
a new signal assessment is initiated. The disadvantage is that this reduces the
available FPS.

If knowledge about the target objects is available, the reaction time of the
approach can further be optimized by discarding settings levels. For example,
with the sensor architecture employed here and solely sensing diffuse targets, the
user will rarely find any events in histograms with coincidence depth of four.
This also depends on the number of implemented SPADs per pixel NS as four
events out of twenty is a much more relaxed requirement than four out of four
diodes firing. Also, if maximum distance is limited and there is finite conversion
time between events, it can make sense to implement only a small number of ME
levels.

6.5.3 Example Scenario

Now, the algorithm’s reaction to input signals generated with the measurement
setup sketched in Figure 6.1 is demonstrated. For the ambient signals, a single
neutral density filter was used and the event rates from Figure 6.11 are reached.
All histograms were generated using NM � 4000 accumulations and the SNR
threshold is set at kSN � 6, because it is a convenient threshold assumed by
the coarse neutral density filter levels and can be estimated well with the sliding
window approach previously established. The figures display the first detected
photon in the big panel on the left side. All higher photon arrivals are shown
in the smaller panels on the right side, ranging from ME level two on the top to
four at the bottom.

Results

The histograms in Figure 6.15 a) were measured with a low laser event rate
of rL � 44.3 MHz and an ambient event rate of rB � 7.0 MHz. The signal-
related counts in the first-photon histogram are visible. However, evaluated SNR
is below the necessary threshold for this setting. The higher photon arrivals
increase derived SNR as expected. However, k � 2 with an SNR of kSN � 7.04 is
already sufficient, and further ME levels solely increase data without improving
signal detectability.
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(a) Resulting histograms for rL � 44.3 MHz, rB � 7.0 MHz and nC � 1.

(b) Resulting histograms for rL � 85.0 MHz, rB � 101.9 MHz and nC � 1.

Figure 6.15: Sum histograms of k � 4 photon detections in low flux cases. Big
panel on the left shows the first event while the panels on the right show two to

four from top to bottom.

To emulate the presence of an object with higher reflectivity and higher ambi-
ent illumination, both laser and background event rate are increased by two filter
levels. This leads to values of rL � 85.0 MHz and rB � 101.9 MHz, and results
in a higher background event rate than laser event rate. The results are shown
in Figure 6.15 b). Because of the increased ambient light level, ME level k � 2
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does not meet the required SNR anymore. This causes the system to conduct
another evaluation measurement. All ME levels are recorded and k � 3 identified
as sufficient for this scenario.

(a) Resulting histograms for rL � 85.0 MHz, rB � 360.2 MHz and nC � 1.

(b) Resulting histograms for rL � 85.0 MHz, rB � 360.2 MHz and nC � 2.

Figure 6.16: Sum histograms of k � 4 photon detections in high flux cases.

Increasing the ambient event rate to rB � 360.2 MHz via the next available
neutral density filter level results in the histograms in Figure 6.16 a). Here, no
ME level with sufficient SNR can be found. Subsequently, coincidence depth is
increased to two detector nC � 2, and the results are displayed in Figure 6.16 b).
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Figure 6.17: Comparison of an increased number of accumulated measurements
and ME detection.

The lowest ME level capable of detection is k � 2, and the system will remain in
it until the next signal assessment phase is conducted.

Accumulation versus Multi-Event Acquisition

As shown, the algorithm improves detectability and provides equal signal levels
over different scenarios. In terms of data throughput, a sensor recording NM

timestamps with a ME level of k and a sensor conducting k � NM measurements
in first-photon mode are identical. In low light applications, the first-photon
system is advantageous and will provide higher precision than the ME system
because of the increased number of samples. In high ambient scenarios however,
the exponential behavior in first-photon detection deteriorates the signal so far
that further accumulation of measurements reaps a small benefit only. One such
scenario is shown in Figure 6.17. As a baseline comparison, first-photon detection
with NM � 2000 is shown. The inlet shows that signal level is only marginally
higher than the surrounding noise and successful evaluation is challenging. Em-
ploying four ME levels, this signal level is drastically increased. The noise level
also increases but produces similar count values to the noise in the first-photon
histogram. The difference is that in the first-photon histogram, noise is especially
high in the first few bins because of the exponential behavior at constant light
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levels. In contrast, in the ME histogram, noise is distributed more uniformly over
the histogram. Increasing NM to 8000, an increase in signal level by factor four
can be seen. At the same time, noise behavior is emphasized and still selectively
produces counts at the start of the histogram, impeding successful measurement
evaluation. While this increase in accumulation provides a higher signal, the gain
through ME detection is higher.

Summary

To summarize, the hierarchy control algorithm enables the system to choose its
minimum required settings for detecting in a given scenario. It has an advantage
over systems with fixed readout scheme if their readout speed limits them. There,
higher FPS is achieved. Similarly, if a histogram is built on-chip, the number of
memory accesses can be reduced significantly. If ToF is derived without build-
ing a histogram, the number of processed timestamps reduces, but this is only a
marginal increase compared to the former ones. Disadvantages lie in the increased
complexity of the system. For systems in controlled environments, not suffering
from background light influence, like the robotics scenarios from Section 4.3, no
advantage can be gained. Also, the signal assessment measurement will most of
the time measure in settings that are not necessary for successfully evaluating
the measurement. This also reduces FPS slightly depending on the scene and
frequency of signal assessment measurements. Systems that are not limited by
their readout speed at maximum ME level do not need the control algorithm.
There, all ME levels can be evaluated without cost and this systematically yields
the highest SNR. Systems containing only a single or few SPAD pixels are an ex-
ample of this condition being easily met. However, reduction of data throughput
in array implementations stays an attractive objective and should be pursued,
with the hierarchy control algorithm being one measure to achieve it.
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Chapter 7

Conclusions and Outlook

The aim of this work was to assess and extend SPAD DToF system capabili-
ties under varying operation conditions. As performance is mainly limited by
signal and ambient light levels, solutions for dealing with these influences were
developed.

For this purpose, SPAD smart pixel structures were mathematically described
and their performance evaluated. A detector comparison identified favorable
operating regimes for the SPAD. Comparing APD and SPAD detectors has shown
that the photon-efficient requirements of SPADs are better suited for low signal
levels, but cannot tolerate as much ambient light as APDs used as ToF system
detectors.

SPAD system behavior at low return power was considered. Two types of
correlation-based digital filters were compared to a quantile filter signal chain.
The quantile filter signal chain shows a stronger attenuation than the correlation-
based filters, limiting its usefulness for achieving long range. Also, while no
calculation on the individual histogram count values is required, the sorting nec-
essary for the quantile signal chain is demanding for pixel-individual hardware
integration. Further performance increase can be expected when using spatial
correlations between neighboring pixels and image processing-based evaluation
schemes, but these were not the focus of the investigation.

The high fluctuation in signal return power, present in optical systems built for
long range and uncooperative environments, causes distortions in the measured
raw data. A hardware-friendly pile-up correction algorithm was investigated,
which comprises event rate estimation on the maximum count value of the arrival
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time histogram, and a look-up of the event rate-dependent maximum shift. It
differs from established algorithms in that it does not manipulate the histogram
distribution but calculates a single correction factor for it. The results show an
increase in achievable accuracy, and also the limitations of the approach caused by
limited rate estimation capabilities. A future development could be combining
the identified shift of maximum position with a more accurate rate estimation
algorithm. Alternatively, returned optical power could be monitored using a
second detector to correct the pile-up error more accurately, but this increases
complexity on the system side.

The increase in ambient light tolerance by both coincidence and multi-event
detection was made plausible by calculation, simulation and measurement. It
was shown that the highest range is achievable by combining the two. For this
purpose, the hierarchy model algorithm was developed. It works by analyzing
histogram signal levels and can find the sufficient setting with the lowest amount
of data output. APDs still perform better under high ambient illuminance than
SPADs, but efficient combination of the ambient suppression algorithms can par-
tially close the gap.

The hierarchy model works with discrete coincidence levels. Future implemen-
tations could use coincidence circuits with continuously adjustable coincidence
time. This lets attenuation be chosen continuously and would require a modified
control algorithm.

Both multi-event and coincidence detection have drawbacks in terms of silicon-
area requirement, which increases cost and reduces optically active area. As this
work does not specify a technology node for manufacturing, the question of how
big their drawback is remains hard to answer. It is clear that the influence is
less severe in BSI systems and in smaller technology nodes. However, additional
process steps and smaller nodes increase the cost of the devices and there could
still be a place for cheaper, less performant systems.

While this work makes a contribution to the ambient light rejection capabilities
of SPAD-based smart pixels, requirements for autonomous driving are high and
will remain a field of research. One frequent topic is the discussion of advantages
and disadvantages for flash or scanning systems. With flash and scanning solu-
tions competing in autonomous driving applications, and the current commercial
pressure driving development, it is inevitable that both approaches will raise their
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profile and that their ideal areas of application emerge. Anyhow, the methods
evaluated in this thesis are applicable to both future development directions.
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