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ABSTRACT 

In recent years, serious games have been established as an efficient medium in education and 

professional training. They have the capability to be effective tools to promote learning and 

encourage behavioral change, and they constitute a vital instrument for a variety of education 

and training scenarios. The combination of the serious gaming approach with role-playing is 

particularly promising, as authentic simulated environments provide mobile, safe and 

continuable settings for learners in which they can assume roles in specific contexts, explore 

new situations, and learn how to act and react without having to fear consequences in the 

real world. 

A special challenge with this kind of games is shaping the pedagogical outcomes, as the effects 

generally depend on post-role-play reflection. Without feedback and reflection, the transfer 

to real world situations cannot be ensured. Computer-supported analyses can help to track 

and evaluate the learners’ performances, generate feedback, and provide structured 

recordings enriched with helpful features like integrated indexing, navigation instruments, 

search functions, and cross references between different media and data sources. 

This thesis focuses on serious role-playing games for the professional training of social skills 

featuring intelligent support. Besides presenting the broad theoretical foundations, 

contextual background, and existing research in this field, it proposes a novel conceptual and 

technical framework for the design and implementation of such games and presents different 

case studies and evaluation approaches. 

From the design perspective, the framework is characterized by chat-like interaction with 

scripted chatbots in a dialogic setting, a separation of immersion and reflection phases that is 

considered to be conducive for learning, and computer-generated adaptive feedback based 

on individual analyses. From the technical point of view, the framework is based on three main 

components: AI-controlled chatbots that adapt to the learners’ behavior, a multi-agent 

blackboard system to keep components independent and support performance optimization 

using parallel processing, and intelligent support for automated performance analyses and 

feedback generation. 

This thesis presents two main case studies based on the framework. They showcase two 

different application fields for serious role-playing games for social skills training: conflict 

management (multi-user environment) and customer complaint management (single-user 

environment). Both training scenarios have been evaluated in mixed-method studies, 

combining different qualitative and quantitative methods of analysis to investigate how 

learners perceive the behavior of the chatbots and whether the training scenarios qualify as 

real training situations. Furthermore, the relation between the convergence of visual foci of 

attention and cooperation quality is analyzed in the collaborative conflict management 

scenario. The mixed-method approach including both, subjective and objective measures, 

allows for a complete and synergetic utilization of data and creates a solid foundation for 

drawing conclusions regarding the research objectives. 
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1 INTRODUCTION 

These days, there is a broad interest in the potential of serious games as vehicles for learning 

and training. In recent years, they have been established as a useful and efficient medium in 

education and professional practice (Michael & Chen, 2006) (Marr, 2010), and can be utilized 

for a broad spectrum of application areas, e.g., military, government, education, corporate, 

and healthcare (Susi, Johannesson, & Backlund, 2007) (Marr, 2010) (Marsh, 2011). Social 

change and advancing digitalization increasingly demand new and modern learning methods, 

which is why this area of research is particularly interesting and contemporary. Utilizing the 

engaging and motivational potential of video games may change the way people learn, and it 

may make learning more enjoyable (Marsh, 2011). 

Combining the serious games approach with the element of role play is particularly promising, 

as virtual role-playing games provide mobile, safe, and repeatable environments for learners 

in which they can assume roles in particular contexts, explore new situations, and learn how 

to act and react without fear of consequences in the real world (Martens, et al., 2008). While 

traditional role plays can be time-consuming, expensive, difficult to administrate, and are 

lacking repeatability (Totty, 2005), their virtual counterparts are time and place independent, 

easy to apply, and can be repeated as often as required as no additional resources are needed. 

Serious role-playing games provide a unique environment for immersive and interactive 

learning. They use experiential and situated learning to allow learners to utilize existing and 

construct new knowledge, try out different problem-solving strategies, and gain experience 

(Clayton, 2017) in the sense of a learner-centered constructivist approach (Lim, et al., 2009). 

Serious role-playing games are very versatile and cover numerous areas of learning. They 

provide instant feedback leading to an increased motivation and user engagement, which is a 

“key predictor of success” in any learning or training software (Dell'Aquila, et al., 2017). Virtual 

role plays have the potential to be much more effective than conventional approaches in 

settings where the social component is a crucial factor (Lim, et al., 2009), which makes them 

an ideal tool for the training of social skills. Improving social skills is important for people’s 

personal and professional development since these skills help them to become better 

relationship builders, and the quality of these relationships plays a very important role in an 

individual’s life, the life as part of a society, and also workplace life (Gökel & Dağlı, 2017), 

which is why they are the subject of many professional training programs and pose a relevant 

object of research (Dell'Aquila, et al., 2017). 

Shaping the pedagogical outcomes constitutes a special challenge for serious role-playing 

games. The effects of a learning experience usually depend on feedback and post-role-play 

reflection; without this, the transfer to real-world settings cannot be ensured (Lim, et al., 

2009). While traditional training scenarios typically rely on video recording and note-taking, 

virtual learning environments can provide structured recordings with integrated indexing, 

navigation instruments, search functions, and cross references between different media and 

data sources. Computer-supported analyses can help track and evaluate the learners’ 

performance (Othlinghaus-Wulhorst & Hoppe, 2020).  
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This thesis presents a conceptual and technical framework for the design and implementation 

of serious role-playing games for the training of specific social skills in virtual 2D learning 

environments involving AI-controlled chatbots in dialog-centric settings. The following 

Chapter 1.1 provides the context of this research work and outlines research objectives and 

methodological considerations in detail. Chapter 1.2 summarizes the included publications, 

explains and substantiates the pillars of the developed framework (Chapter 2), and presents 

and compares two case studies (Chapter 3-5) developed based on the framework. Chapter 6 

presents additional research results, which supplement the findings of the published works, 

summarizes the main outcome of this thesis, and provides an outlook on future research. 

1.1 CONTEXT AND RESEARCH OBJECTIVES 

This section outlines the goals and research objectives of this thesis, provides a framework for 

contextualizing the following chapters, and locates them in relevant fields of research. In the 

first two subsections, serious games for the training of social skills (Section 1.1.1) and the use 

of chatbots in education (Section 1.1.2) are introduced as the research background for this 

thesis. In the third subsection, the research objectives are described in detail (Section 1.1.3). 

The fourth subsection focuses on methodological considerations with regard to the field of 

serious games evaluation (Section 1.1.4). 

 Serious Games for the Training of Social Skills 

Technology-enhanced learning and teaching has significant advantages, such as the ability to 

provide new insights and perspectives through visualizations and animations, ubiquitous 

access to information, as well as opportunities for self-directed and self-regulated learning, 

exchange, and collaboration (Kickmeier-Rust & Albert, 2010). The serious gaming approach 

supplements this rich educational potential of learning technologies with the strong 

motivational potential of computer games. Today, serious games constitute an increasingly 

important medium for education, training and behavioral or social change (Michael & Chen, 

2006). Nowadays, there are many reports in several different domains of using video games 

to produce changes in people’s knowledge, attitude, or behavior that will be transferred to 

“real life” settings outside the gaming context (Beale, 2011).  

Many different definitions of the term serious games exist. Most of them agree on a core 

meaning: it refers to digital games used for purposes other than mere entertainment (Susi, 

Johannesson, & Backlund, 2007). Zyda defines a serious game as “a mental contest, played, 

with a computer in accordance with specific rules, that uses entertainment to further 

government or corporate training, education, health, public policy, and strategic 

communication strategies” (Zyda, 2005), while Marsh describes serious games as “digital 

games, simulations, virtual environments and mixed reality/media that provide opportunities 

to engage in activities through responsive narrative/story, gameplay or encounters to inform, 

influence, for well-being, and/or experience to convey meaning” (Marsh, 2011). When it 

comes to the difference between entertainment games and serious games, Zyda argues that 

it is the addition of pedagogy (activities that impart knowledge or skill) that makes games 

serious (Zyda, 2005).  
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In summary, several important aspects are linked to the concept of serious games:  

Explicit focus on education and training. Serious games are supposed to convey specific 

knowledge or train certain skills (Susi, Johannesson, & Backlund, 2007). Michael and Chen 

differentiate between games that educate and games that train (Michael & Chen, 2006). 

Games that educate are games that are intended to convey knowledge or facts processed in 

a playful way, while games that train are supposed to improve specific skills of the learner in 

virtual environments or simulations (Michael & Chen, 2006). This thesis focuses on the second 

category.  

Fun. The serious gaming approach uses the attractiveness and great motivational potential of 

digital games for learning and training (Susi, Johannesson, & Backlund, 2007). Using digital 

games as a “toy” for learning implies that the activity is intrinsically motivating by itself 

because it is fun (Ritterfeld, Cody, & Vorderer, 2009). However, to achieve an optimal learning 

effect, the fun needs to be linked closely to the learning process (Iten & Petko, 2016). Several 

studies show that the learners’ enjoyment of a serious game has an impact on their 

motivational gains to continue engaging with the subject matter that is being taught (Iten & 

Petko, 2016). In a content analysis of 60 game reviews, Wang, Shen and Ritterfeld found five 

main fun factor categories in serious games: overall game design, visual presentation, audio 

presentation, complexity and diversity, and control (Wang, Shen, & Ritterfeld, 2009). 

Complementing these findings, they identified several “super fun factors” that contribute to 

an especially high level of enjoyment in further trials: narrative-related elements such as 

character and dialogues, humor, and social interaction (Shen, Wang, & Ritterfeld, 2009).  

Positive effects on the learners. Serious games intend to facilitate deep and sustained 

learning (Gee, 2007). Serious games allow learners to experience situations or working 

conditions that are hard or even impossible to experience in the real world for safety, cost, or 

time reasons (Corti, 2006) (Susi, Johannesson, & Backlund, 2007). They do not only have a 

positive effect on the development of the players but can be conducive to several different 

skills and competences related to cognitive, social, analytical, and strategic aspects (Mitchell 

& Savill-Smith, 2005) (Squire & Jenkins, 2003). There is evidence that serious games are more 

efficient than traditional pedagogy or other educational technologies (Prensky, 2000) 

(Ritterfeld, Cody, & Vorderer, 2009) (Zhonggen, 2019). Several meta studies indicate that 

serious games improve learners’ academic achievements, encourage participation in learning 

activities, and increase positive affect toward learning (Zhonggen, 2019) (Lamb, Annetta, 

Firestone, & Etopio, 2018). However, the effectiveness of a serious game depends on how well 

it has been designed. Serious games may not be as effective as intended if social psychological 

theories are not appropriately applied. The educational outcome of a serious game depends 

on several factors like capturing the attention of the learners and reinforcing the desired 

behavioral changes by showing that these are advantageous (Susi, Johannesson, & Backlund, 

2007). What is also important is that learners are emotionally involved and affected by the 

content and identify with virtual characters in the game (Susi, Johannesson, & Backlund, 2007). 

If some of these elements are absent, the education outcome can be limited or non-existent 

(Susi, Johannesson, & Backlund, 2007). 
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Learning objectives. The purpose of serious games is to induce changes in the learners’ 

attitudes and behaviors (learning objectives), and therefore game designs are efficacious only 

to the extent to which they achieve such changes (Beale, 2011). According to Beale (Beale, 

2011), these behavioral changes specify the targeted outcome of the game and should be 

concrete and measurable, and generally include either: 

a) improving the learner’s performance of a particular skill,  

b) increasing the learner’s knowledge about a particular issue, 

c) altering the learner’s attitude towards a particular issue, or 

d) altering the perceived experience of a particular event.  

In terms of skill training, boundaries in the game are often initially set rather broadly, but as 

the learner progresses, the requirements are made more specific. The game is shaping the 

trained skill over time, working towards the final version of what is defined as an acceptable 

performance (Beale, 2011). Mapping learning objectives to game mechanics is one of the 

biggest challenges in the design of serious games. Pedagogy and teaching strategies need to 

be properly aligned to game activity and assessment in order to balance game features with 

pedagogical aspects and make sure that the learning objectives will be achieved (Lameras, et 

al., 2017). 

Amongst several other fields of application, serious games have extensively and effectively 

been used in job skills training to sustain the development of work-related competences, 

knowledge as well as social and personal attributes (Earp, Ott, Popescu, Romero, & Usart, 

2014). This thesis focuses on serious games for the training of social skills based on role plays 

in a workplace-oriented context. It has already been explained what serious games for training 

are; the following passage will therefore focus on the other two components: social skills and 

role play. Social skills can be seen as a sub-set or sub-category of soft skills, while the term soft 

skills characterizes a broad concept describing a set of personal attributes or traits that express 

how people know and manage themselves and also their relationships with others (Dell'Aquila, 

et al., 2017). No universal definition of the concept “soft skills” exists, but Dell’Aquila et al. 

merge several different approaches into the following comprehensive definition: “Soft skills 

are not domain or practice specific; experientially based; both self and people orientated; 

goal-related behaviors; inextricably complementary to hard technical knowledge and skills 

enabling completion of activities and accomplishment of results; and crucial for effective 

leadership performance.” (Dell'Aquila, et al., 2017). 

The sub-category social skills refers to soft skills that are related to interaction with other 

people. Combs and Slaby describe it as “the ability to interact with others in a given social 

context in specific ways that are socially acceptable or valued and at the same time personally 

beneficial, mutually beneficial, or beneficial primarily to others” (Combs & Slaby, 1977). Riggio 

describes seven basic social skill dimensions involving skills in sending, receiving, and 

controlling communication in two domains (emotional-nonverbal and social verbal) (Riggio, 

1986). These seven dimensions are:  

1. Emotional expressivity 

2. Emotional sensitivity 

3. Emotional control 
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4. Social expressivity 

5. Social sensitivity 

6. Social control 

7. Social manipulation 

Emotional expressivity is a general skill in nonverbal sending and refers to a person’s ability to 

express emotional states as well as attitudes and cues of interpersonal orientation. Persons 

with this skill are animated, energetic, and can be characterized as emotionally charged. They 

may be able to emotionally arouse or inspire others because they are able to transmit their 

emotional states. Emotional sensitivity refers to the ability to receive and decode nonverbal 

communications of other people. Persons with this skill are vigilant in observing the nonverbal 

behavior of others and are able to decode it rapidly and efficiently; as a result, they may be 

more susceptible to becoming emotionally aroused by others. Emotional control describes the 

general skill to control and regulate emotional and nonverbal displays, e.g., being able to 

display emotions on cue and to use conflicting emotional cues to mask emotional states. 

People with high emotional control are likely to be good emotional actors and may tend to 

suppress the display of (even spontaneous and extreme) emotional states. Social expressivity 

refers to a verbal speaking skill allowing to engage others in social interaction. Persons with 

this skill appear to be outgoing and gregarious, and they are usually good at initiating 

conversations with others and speaking spontaneously—sometimes without apparent 

monitoring of content. Social sensitivity is the ability to decode and understand verbal 

communication as well as having a general knowledge of social behavior norms and rules. 

Socially sensitive persons are attentive to others (i.e., they are good watchers and listeners). 

They may become overly concerned with the appropriateness of their own behavior as well 

as the behavior of others due to their knowledge of social norms. The general skill in social 

self-presentation is called social control. Persons with high social control appear to be tactful, 

socially adept, and self-confident. They are able to play various roles and adjust personal 

behavior to fit what they consider appropriate in any social situation. Social manipulation is 

not only a social skill—it can also be seen as a general attitude or an orientation. Persons with 

this ability can manipulate others or alter elements of a situation to influence the outcome of 

social encounters when they consider it necessary and useful. This does not mean that they 

only try to achieve outcomes benefiting for themselves; they may even act in a self-sacrificing 

manner (e.g., taking responsibility to protect someone else). 

Concrete important social skills include, for example, conflict management, negotiation, 

leadership, personal effectiveness, active listening, creative problem-solving, strategic 

thinking, decision-making, and team building, as well as influencing and selling skills 

(Dell'Aquila, et al., 2017). Improving social skills is important for both the personal and 

professional developments of people since these skills help them to become better 

relationship builders—and the quality of these relationships plays a significant role in an 

individual’s life, the life of a society, and also workplace life (Gökel & Dağlı, 2017). Appropriate 

social behavior may be even more important than academic or job skills when it comes to 

determining whether someone is perceived as a competent person (Black & Langone, 1997). 

Social Skills (sometimes also referred to as “emotional intelligence”) in a workplace context 

may influence the success in interacting with colleagues or principals, the strategies people 
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use to manage conflict and stress situations, and overall job performance (Brackett, Rivers, & 

Salovey, 2011). Social skills are essential for a successful career development, particularly in 

social professions (Otto, et al., 2019).  

A growing interest from researchers, managers, representatives of industry, commerce and 

organizations, and educators can be noticed; they regard soft skills as crucial for fostering 

personal and collective growth, and the creation of new practices in professional, vocational, 

and educational contexts (Dell'Aquila, et al., 2017). Usually, attempts at improving social skills 

are made by applying skill-training practices (Gökel & Dağlı, 2017). These trainings often use a 

behavioral approach to improve communication, decision making, problem solving, self-

management, self-control and competitive skills, and they are usually performed in group 

settings (Gökel & Dağlı, 2017). One vital and prominent instrument of training social skills is 

role play. Assuming roles allows learners to explore new situations and to train how to act and 

react in these situations. Vice versa, observing role play can lead to conclusions about the 

observer’s own behavior (Martens, et al., 2008).  

Social skills training through role play covers several aspects of Bandura’s social learning 

theory (Bandura, 1986), which assumes that the social context is the dominant driver for 

learning, e.g., by observation and dialog. For example, role play emphasizes the difference 

between the acquisition and the performance of behavior as well as the importance of 

providing secure settings for experimenting with new behavioral strategies (Lim, et al., 2009). 

It enables the creation of knowledge and meaning from concrete experiences (although these 

experiences are imagined) (Lim, et al., 2009).  

According to John Dewey, a famous educational theorist, the learning process is an 

improvement of knowledge through continuous training (“learning by doing”) (Dewey, 1938). 

This “learning by doing” involves active participation in a planned and controlled event, a 

reflective analysis on the experience, and the application of learned principles to real-life 

situations. Dewey postulates that experience is a rich resource for learning that helps learners 

to understand and retain knowledge in persistent, unforgettable ways (Dewey, 1938). Role 

play meets these criteria perfectly and enables participants to directly experience a situation, 

learn the consequences of their actions, and improve by continuous training. 

Another firm theoretical basis for learning through role play is Kolb’s experiential learning 

theory (Kolb, 1984). Similar to Dewey, Kolb assumes that the learner must be actively involved 

in the experience of learning. Furthermore, he suggests that learning is cyclical and made up 

of four stages: concrete experience (having an experience), reflective observation (reflecting 

on the experience), abstract conceptualization (concluding from the experience) and active 

experimentation (trying out what has been learned). The learning cycle therefore provides 

feedback, which is the basis for new actions and evaluation of the consequences of these 

actions (Healey & Jenkins, 2000). Role-playing allows participants to immerse themselves in a 

learning environment and undergo all different stages of learning.  

However, traditional role play trainings tend to be time-consuming, expensive, difficult to 

administrate, and lack repeatability (Totty, 2005). In contrast, their virtual counterparts are 

time and place independent, easy to apply, and can be repeated as often as required as no 

additional resources are needed. Serious role-playing games provide a unique environment 
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for immersive and interactive learning. They use experiential and situated learning to allow 

learners to utilize their existing and construct new knowledge, try out different problem-

solving strategies, and gain experience (Clayton, 2017) in the sense of a learner-centered 

constructivist approach (Lim, et al., 2009). 

A comprehensive list of serious role-playing games for social skills training can be found in 

Chapter 2. In summary, they can be assigned to three main categories of relevant social skills: 

(1) leadership skills, (2) communication skills, or (3) conflict management. Main distinctive 

characteristics of the different games are: mode (singleplayer vs. multiplayer), learning 

objective (teamwork, leadership styles, negotiation/communication skills, conflict resolution, 

etc.), and underlying framework/model/theory (educational programs and curricula, 

psychological theories, etc.) (Othlinghaus-Wulhorst & Hoppe, 2020). It can be concluded that 

a large number of serious role-playing games is available on the market, but many of them are 

not built on psychological theories and models and are thus lacking a solid theoretical 

background and conception. Furthermore, there are several existing models and frameworks 

for the general design of serious games describing fundamental components of such systems 

with the intention to support formal approaches to game design, but these models are defined 

on a very general level and lack concrete design or evaluation guidelines (Othlinghaus-

Wulhorst & Hoppe, 2020). Thus, the framework developed within the scope of this thesis 

(presented in Chapter 2) is trying to fill this gap and provide a concrete scaffold for the design 

and implementation of serious role-playing games for the training of social skills in dialog-

centric settings using chatbots in order to support more efficient and effective design and 

implementation of such systems. 

 Chatbots in Education 

Chatbots are messaging-based intelligent conversational agents that communicate with users 

by using natural language. The purpose of chatbots is to simulate a human conversation via 

text or voice interaction. Today, chatbots are used for a number of purposes, such as customer 

service, social and emotional support, information, e-commerce, entertainment, healthcare, 

and more (Kerly, Hall, & Bull, 2006) (Shawar & Atwell, 2007) (Brandtzaeg & Følstad, 2017). 

Recent advances in natural language processing and machine learning, as well as the creation 

of social media platforms like Facebook and Telegram, and intelligent personal assistants like 

Apple’s Siri or Amazon’s Alexa triggered a new hype around chatbots, which lead to rapid 

developments within industry and research in this field (Braun & Matthes, 2019). Major 

companies like Google, Facebook, and Microsoft see chatbots as the next popular technology. 

In 2016, Facebook and Microsoft provided resources for the creation of chatbots to be 

integrated into their respective messaging platforms. The following year, more than 30,000 

chatbots were launched on Facebook Messenger (Brandtzaeg & Følstad, 2017). In January 

2019, the number of active chatbots increased to more than 300,000 (Zhang, Oh, Lange, Yu, 

& Fukuoka, 2020), many of them for education and learning. Other messaging platforms have 

seen a significant increase in chatbots as well. 

One of the earliest chatbots was developed in 1966 by Joseph Weizenbaum at the MIT 

Artificial Intelligence Laboratory (Weizenbaum, 1966). It was named ELIZA and was based on 

a very simple pattern matching and substitution methodology to simulate understanding of 
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the human user and engage in a conversation. It relied on scripts originally written in MAD-

Slip to process user inputs and generate appropriate responses (Weizenbaum, 1966). From 

user input, certain keywords are extracted and compared with a stored list of (syntactic) 

patterns for the respective keyword. In case of matches, a sentence referring to the keyword 

is returned or otherwise a fallback response is generated (Storp, 2002). The search for 

keywords is to be understood as a simple character matching. Words are strings without 

meaning for ELIZA, and they can occur in certain syntactic contexts (Storp, 2002). The most 

famous script (called the “DOCTOR” script) included a simulation of a psychotherapist 

engaging in a conversation with a human patient. Weizenbaum chose this role because he 

considered it easy to implement: The therapist's activity is essentially based on paraphrasing 

the patient's statements as a question, “mirroring” them, thereby motivating the patient to 

continue talking (Storp, 2002). The therapist completely abstains from own conversational 

initiatives and reacts only to what is said.  

While Weizenbaum saw ELIZA primarily as proof of the context-dependence (in the sense of 

syntactic context) of language understanding (Weizenbaum, 1976), the program was regarded 

as a breakthrough in machine understanding of natural language. There has been a lot of 

progress since the development of ELIZA and new methods of natural language processing 

have been developed in the past decades, but it still exists today in numerous versions and 

can compete with some of the modern chatbots even after several decades. Thus, many 

modern chatbots can be considered direct evolutions of ELIZA (Storp, 2002). From today's 

perspective, the capabilities of this system seem rather modest, but ELIZA marked the 

beginning of the experimental phase of machine processing of natural language and still 

serves as inspiration for many modern chatbots (Shawar & Atwell, 2007). After Weizenbaum's 

ELIZA, the first programs emerged (in the field of AI) with which increasingly sophisticated 

language processing tasks could be performed (Menzel, 2003). One of these is the Artificial 

Linguistic Internet Computer Entity (A.L.I.C.E.), which has been originally composed by Richard 

Wallace and the Alicebot free software community between 1995 and 2000 (Wallace, 2004). 

It is based on the Artificial Intelligence Markup Language (AIML), an XML language Wallace 

specifically designed for creating stimulus-response chatbots (Wallace, 2009). A.L.I.C.E. is 

considered one of the strongest programs of its type and won the Loebner Prize, an annual 

Turing Test, in 2000, 2001, and 2004 (Bradeško & Mladenić, 2012). Data objects in AIML 

consist of units called topics and categories. While topics represent optional top-level 

elements that serve as context, categories are the basic knowledge units in AIML. They consist 

of patterns (input question) and templates (output answers), and can be related to one of the 

specified topics (Shawar & Atwell, 2005). The patterns are matched against the user input and 

templates are used to generate the chatbot response. Besides these basic elements, AIML 

offers several additional features like wildcards, recursion, and different control structures, 

which allow a fairly complex and sophisticated chatbot design. 

Many modern chatbots are still built on such modular stimulus-response systems like ELIZA 

and A.L.I.C.E that match linguistic input with an internal pattern database to generate 

appropriate responses. This category of chatbots is called retrieval-based (Winkler & Söllner, 

2018). The centerpiece of these chatbots is still the so-called knowledge database, the part of 

the system in which recognition patterns, keywords, and answers are stored (Storp, 2002). 
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The actual program controls the conversation flow, i.e., coordinates input and output, the 

activation of the knowledge database and, if necessary, other modules such as the output of 

spoken language. However, the individual systems differ in the flexibility and size of their 

knowledge bases and in the performance of their control programs: While some chatbots 

communicate only in written language, some can generate spoken responses and are able to 

understand spoken language input as well. Depending on their input and output channels, 

chatbots can be categorized into speech-based, text-messaging, and multimodal chatbots 

(Jain, Kumar, Kota, & Patel, 2018). There are systems that, like ELIZA already, generate 

responses from stubs. Others, however, randomly select from a set of pre-formulated 

responses. Some chatbots compare only a part of an input with the sample database and may 

disregard the rest. Others analyze all parts of the input and combine the answers to the 

respective single parts to one output. Chatbots also differ in their ability to “memorize”, i.e., 

whether parts of input can be stored in variables and recalled in the course of the conversation. 

Furthermore, there is the question of learning ability. Most chatbots (e.g., A.L.I.C.E) keep a 

protocol of their conversations and suggest new recognition patterns or keywords based on 

them. A human decides whether these are then added to the knowledge base. This process is 

called supervised learning. Modern systems can even expand their database independently 

based on the protocols. Some bots can also use external data sources if there is no recognition 

pattern for the input (Storp, 2002).  

New chatbot technologies rely on advanced techniques, such as information extraction and 

machine learning (Hristidis, 2018). The so-called generative chatbots (in contrast to retrieval-

based) do not use pre-defined responses; instead, they generate responses from the input by 

using machine learning techniques (Winkler & Söllner, 2018). Generative models have the 

potential to generate proper responses on the fly, which potentially make the chatbot appear 

more human and capable of longer dialogs (Winkler & Söllner, 2018). On the other hand, 

generative-based chatbots are difficult to implement and operate in comparison to retrieval-

based chatbots (Hussain, Sianaki, & Ababneh, 2019) and need to be trained on large datasets 

of question-answer pairs (Kapočiūtė-Dzikienė, 2020).  

All these approaches to natural language understanding have to face some critical issues that 

are grounded in the nature of human language (Storp, 2002). The faculty of speech is an 

essential component of human intelligence. Even if dissociations between language mastery 

and general intelligence can be observed, language and intelligence nevertheless develop in 

close interaction (Menzel, 2003). For AI research, this raises the question of whether machines 

can think like humans or at least talk like humans and how this ability can be transferred to 

machines. In order to make computers talk, it must first be clarified how language is structured 

and how it works. It seems necessary to trace natural language back to theoretical and 

mathematical models, which can then be made accessible to the computer (Storp, 2002). 

Natural language is characterized by various forms of ambiguity. In contrast, artificial language 

systems, such as programming languages, are characterized by their immutability and 

uncompromising unambiguity. In comparison with such artificial languages, the characteristics 

of natural language stand out clearly (Storp, 2002): 

• Natural language offers an infinite number of possible combinations on the basis of a 

limited set of elements. Morphemes are combined to form new words that are 
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understood even if they are not yet lexicalized; the possibilities for sentence formation 

are immense despite syntactic limitations. 

• Natural language distinguishes a variety of speech acts. This results in pragmatic 

ambiguity: thus, the sentence “Is the door open?” may be a simple question, an 

indirect request or a reproach. 

• Natural language utterances follow linguistic economy principles and are therefore 

often underspecified. The process of comprehension thus involves the reconstruction 

of implicit information content. 

• Natural language expressions can be used in a non-proper sense: Metaphor and 

metonymy, irony, etc. 

Besides these difficulties, the main problem of machine processing is the ambiguity of natural 

language, which can be (Storp, 2002): 

• Lexical ambiguity (polysemy and homonymy) 

• Structural/syntactic ambiguity 

• Referential ambiguity (pronouns cannot be assigned on the basis of linguistic context 

alone) 

• Pragmatic ambiguity 

All these characteristics of natural language pose problems and need to be considered when 

implementing chatbots. 

While chatbots were initially developed primarily for entertainment purposes, today there are 

also many other fields of application, such as education, search engines, commercial 

applications, and e-commerce (Shawar & Atwell, 2007). Past studies show that they can be 

successfully used for learning and present feasible means to improve learners’ results (Kerly, 

Hall, & Bull, 2006) (Winkler & Söllner, 2018). Chatbots have a long history as pedagogical 

agents used in educational settings (Smutny & Schreiberova, 2020). From the early 1970s, 

chatbots within digital learning environments known as intelligent tutoring systems (ITS) have 

been developed (Laurillard, 2013). This type of system is characterized by giving learners some 

kind of natural language user interface that allows them to enter the steps required for solving 

a specific problem (VanLehn, 2011). The intelligent tutor can give feedback and hints on each 

of the learners’ steps. The goal of ITS is to engage the learners in sustained reasoning activity 

and to interact with them based on a deep understanding of their behavior (Corbett, Kenneth, 

Koedinger, & Anderson, 1997). Over the last decade, chatbots have been more and more 

incorporated into the educational area, which implies an increased interest in the ways 

chatbots might be used for teaching and learning. Useful chatbot systems can provide a range 

of benefits for learners based on their ability to respond in an instant and natural manner, 

particularly when the interaction is embedded within a broader context of an integrated 

learning environment (Smutny & Schreiberova, 2020). Application fields for chatbots in the 

context of education and learning are numerous, e.g., language learning, mathematics, history, 

economics, politics, memory and logic training, medical education and therapy, and more 

(Winkler & Söllner, 2018) (Smutny & Schreiberova, 2020). AI-controlled chatbots are 

becoming an increasingly popular tool for the training of skills requiring a self-paced approach 

and sustained practice (Schussler, Frank, Lee, & Mahfouz, 2017). They have also been used in 
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the context of serious role-playing games in the area of social skills training, for example to 

train job interview skills (Malzahn, Buhmes, Ziebarth, & Hoppe, 2010) (Hoque, Courgeon, 

Martin, Mutlu, & Picard, 2013), leadership skills (Knode & Knode, 2011), communication skills 

(Hubal, Frank, & Guinn, 2003) (Lane & Hays, 2008) (Flynn, McKinnon, Bacon, & Webb, 2011) 

(Vaassen & Wauters, 2012) (Linssen, de Groot, Theune, & Bruijnes, 2014) (Augello, Gentile, & 

Dignum, 2016), and conflict management (Mateas & Stern, 2003) (Glock, et al., 2011) (Linssen, 

de Groot, Theune, & Bruijnes, 2014).  

The use of chatbots in serious role-playing games has several advantages:  

• Having the learner interact with a chatbot instead of a human actor ensures a certain 

level of standardization that could never be achieved in a setting that relies on humans 

(Othlinghaus-Wulhorst & Hoppe, 2020). 

• Scenarios with chatbots are repeatable, time and place independent, and no additional 

resources are required (Othlinghaus-Wulhorst & Hoppe, 2020). 

• It is possible to simulate critical situations (e.g., bullying incidents, violence, or medical 

emergencies) without causing harm to actual people in the process (Schussler, Frank, 

Lee, & Mahfouz, 2017). 

• Virtual role-playing in general allows learners to test boundaries more than in a real 

live social setting. The “magic circle” of game with computer-controlled characters 

may be more clearly defined than with human actors in a role-playing scenario 

(Spierling, 2008). 

• Through text-only interaction, it is possible to explicitly judge phrasing, as real world 

parameters are missing that might have disguising effect on recognition (Spierling, 

2008). 

On the other hand, there are some problems and pitfalls connected to the use of chatbots in 

serious role-playing games: 

• A chatbot can only be as good as the knowledge base it is built on to generate answers 

(Abdul-Kader & Woods, 2015). A problem of “classic” chatbots is the fact that they do 

not keep track of the conversation and have no real understanding of the answers. 

However, chatbots need to show a realistic and responsive behavior in order to 

increase the learners’ engagement and to be conducive to the immersive nature of 

role plays (Othlinghaus-Wulhorst & Hoppe, 2020). 

• Purely text-based interactions are missing non-verbal cues like body language and 

presence. Several emotional levels are omitted, and the stress a learner is experiencing 

in a “real” situation may also be missing (Spierling, 2008). 

• The quality of the chatbot implementation is crucial to a successful learning experience, 

thus it needs to be built on expert knowledge of the respective domain and chatbot 

development. Otherwise, the designed scenario may result in learning mistakes 

(Spierling, 2008). 

Apart from technical and context-dependent premises, Winkler and Söllner found that 

individual differences of learners affect chatbot-supported learning and influence the learning 

outcome (Winkler & Söllner, 2018). These include the attitude and trust towards technology 
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(i.e., learners with a positive attitude towards chatbots feel more content in chatbot-

supported learning), learning characteristics such as trait emotions and personality traits (i.e., 

trait emotions such as anger, anxiety, or joy and stable personality traits such as agreeableness, 

conscientiousness, and neuroticism have significant influence on chatbot-directed emotions), 

educational background and social and technological skills (i.e., learners with better 

technological skills and a stronger need for interaction benefit more from chatbots) as well as 

self-efficacy and self-regulated skills (i.e., learners with higher self-efficacy and well-developed 

self-regulated skills achieve better process quality and learning outcomes).  

In summary, chatbots constitute a vital, expedient, and increasingly popular instrument that 

can be (and has been) successfully used in context of education and learning – especially 

within serious role-playing games – as it presents feasible means to support learning and 

improve learners’ results. The use of chatbots has several advantages over real enactment, 

e.g., in terms of standardization and repeatability. However, there are some problems and 

possible pitfalls that need to be considered when creating chatbots used in the context of a 

serious game in order to support immersion and avoid learning mistakes. Particularly the 

quality of the chatbot implementation is crucial to a successful learning experience. 

 Research Objectives 

The main research objectives of this thesis are: 

1. Development of a technical and conceptual framework  

The development of a technical and conceptual framework for serious pole-playing games in 

the area of social skills training constitutes a major pillar of this work. The framework is 

specifically designed for the training of particular (mainly work-related) social skills (depending 

on the concrete use case and scenario) in virtual 2D learning environments involving chatbots 

in dialog-centric settings. There are several existing frameworks and models for the general 

design of serious games, but these represent only very general high-level approaches and 

describe fundamental components of serious games. However, none of them include concrete 

design or implementation guidelines and they are not specifically designed for the training of 

social skills1. The aim of this work is to provide a comprehensive conceptual and technical 

framework for the concrete design and implementation of serious role-playing games for the 

training of social skills in dialog-centric settings with virtual characters, supporting more 

efficient and effective design and implementation of such game environments. A task that is 

connected to this objective is the identification of important design dimensions and major 

challenges related to the design and development of serious games in this field. Furthermore, 

it is analyzed how reflection processes can be supported in such environments. 

2. Development and evaluation of case studies 

Another major objective of this thesis is to present (both single- and multi-user) case studies 

based on the proposed framework and to evaluate them with regard to the following research 

questions: 

 
1 A list of available frameworks for the design of serious games can be found in Chapter 2. 
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• Are the developed scenarios perceived as realistic and can they be used in real training 

situations? 

• Do the created chatbots behave as desired and how are they perceived by the 

learners? 

• How can player performance and collaboration quality (in a collaborative setting) be 

assessed? 

• Is there a correspondence between the convergence of visual foci of attention and 

collaboration quality (in a collaborative setting)? 

An overarching objective of this thesis is to provide information to facilitate the design and 

evaluation of serious role-playing games. In general, the evaluation studies pursue the goal to 

gain insights regarding playability, usability, and perception of the prototypes following a 

mixed-method approach, while each of the evaluation studies focuses on different key aspects 

and specific research questions depending on the particular scenario, use case, and modalities.  

 Methodological Considerations 

Finding out whether a serious game is efficacious in reaching its learning goals is called 

outcome evaluation, while finding out whether particular components of game design have 

the planned effects on the goal is called process evaluation (Beale, 2011). Both should be an 

essential part of the game development and evaluation process. One of the special features 

of serious games is that they provide excellent environments for mixed-method data 

gathering (triangulation) (Mayer, et al., 2014). Mixing qualitative and quantitative methods 

allows a more complete and synergetic utilization and evaluation of data than separate 

quantitative and qualitative data collection and analysis do (Wisdom & Creswell, 2013). It is a 

dynamic option to expand the scope and improve the analytic power of studies (Sandelowski, 

2000). The combination of subjective and objective measures is particularly important in the 

evaluation of serious games as on the one hand, game-based learning is closely related to 

learners’ feelings and (intrinsic and extrinsic) motivation, but on the other hand, objective 

data is required especially when criteria such as “performance” need to be considered 

(Wiemeyer, Kickmeier-Rust, & Steiner, 2016). 

For the two serious games developed in the scope of this thesis, evaluation data were 

gathered through mixed-methods, mostly combining pre- and postgame questionnaires and 

interviews among the users (subjective measures), as well as protocols or transcripts of the 

conversations and game results (objective measures). In the collaborative scenario, eye 

tracking has been used as an additional data source. This combination of subjective and 

objective measures constitutes a comprehensive methodological approach and allows 

conclusions that could not be reached by a single approach. 

Subjective measures. The main questionnaires used in the evaluation studies include the 

game experience questionnaire (GEQ) developed by Ijsselsteijn et al. (Ijsselsteijn, De Kort, & 

Poels, 2013) and a questionnaire concerning the human-like qualities of the chatbots 

developed by Holtgraves et al. (Holtgraves, Ross, Weywadt, & Lin, 2007). The GEQ is a standard 

instrument for evaluating gameplay experiences. It comprises 42 items across 7 dimensions 

(challenge, competence, flow, immersion, tension, positive affect, and negative affect). The 
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seven dimensions can be described as follows (Johnson, Gardner, & Perry, 2018): Sensory and 

imaginative immersion reflects aspects of how strongly players feel connected with the game. 

This dimension describes the state of reduced self-awareness of the player. It occurs when the 

software environment is captivating and interesting for the player. Tension refers to specific 

feelings of anxiety, irritation, and pressure related to the game. Competence relates to how 

well players judge their own performance against the goals of the game. Participants can 

indicate whether they felt skillful and successful during the game. Flow indicates whether 

players lost track of their own effort and the passage of time during the game. Positive affect 

is related to positive emotional experiences (fun, enjoyment, relaxation) and negative affect 

is related to negative emotional experiences (boredom, frustration, disappointment) during 

the game session. Challenge indicates the degree to which players find a game to be difficult 

or challenging. Ratings are applied on a 5-point Likert scale: “0-not at all”, “1 -slightly”, “2 -

moderately”, “3 -fairly”, and “4 -extremely”. The Holtgraves questionnaire for the rating of 

human-like qualities of chatbots includes 7 dimensions consisting of bipolar adjective pairs, 

while each pair needs to be rated on a 9-point scale with the positive adjective corresponding 

to the value 9 and the negative to the value 1. On these scales, participants can indicate how 

comfortable they felt in a chat situation (from 1 = extremely uncomfortable to 9 = extremely 

comfortable), as well as the extent to which they perceive their chat partner as human (from 

1 = extremely nonhuman to 9 = extremely human), skilled (from 1 = extremely unskilled to 9 

= extremely skilled), thoughtful (from 1 = extremely unthoughtful to 9 = extremely thoughtful), 

polite (from 1 = extremely impolite to 9 = extremely polite), responsive (from 1 = extremely 

unresponsive to 9 = extremely responsive), and engaging (from 1 = extremely unengaging to 

9  = extremely engaging). Apart from those two questionnaires, additional ones related to the 

specific scenario and research questions have been used, e.g., usability tests (Brooke, 1996), 

the EduTechRPG questionnaire (Dell'Aquila, et al., 2017), a questionnaire for the 

measurement of interpersonal attraction (McCroskey & McCain, 1974) and group awareness 

(Mock, 2017), as well as several self-developed questionnaires. Another subjective measure 

used within the scope of this thesis is the qualitative interview. Interviews are among the most 

familiar strategies for the collection of qualitative data (DiCicco-Bloom & Crabtree, 2006). The 

interviews were pre-structured. The main purpose of the interviews was to gain detailed 

insights into the game experience of the participants, i.e., to a) understand how they perceive 

the conversation with the chatbot and their own performance as well the performance of the 

chatbot and b) identify possible system-related problems and potential improvements. 

Objective measures. One important objective measure is player performance or success in 

the game. Player performance is a complex concept comprising results and processes of action 

and interaction in and with the game (Wiemeyer, Kickmeier-Rust, & Steiner, 2016). The 

assessment of player performance is required for several purposes, e.g., to compare the 

performance of players with and without prior experience in the area of interest or to relate 

it to certain experimental conditions. For each of the evaluated games, player performance 

has been operationalized based on several different parameters (e.g., system-generated 

performance analysis and feedback, total and relative score, completion time, achieved 

milestones) and involved both data tracked and/or generated by the system and human 

evaluation of the logged dialog scripts based on clear operational classification schemes. 
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These clear operational classification schemes are important to ensure objectivity and a high 

inter-rater reliability.  

In summary, serious role-playing games provide excellent environments for mixed-method 

data gathering and in the conducted evaluation studies make use of mix-methods by 

combining quantitative and qualitative data as well as subjective and objective measures, 

which allows a comprehensive and synergetic utilization and evaluation of the collected data. 

1.2 SYNOPSIS OF INCLUDED PUBLICATIONS 

This section outlines the main contributions of the publications constituting the following 

chapters. These chapters can be contextualized according to the investigated research 

objectives and scopes as outlined in Chapter 1.1.3, as well as the methodological 

considerations discussed in Chapter 1.1.4. 

 The Framework 

As described in Chapter 1.1.1, there is a broad interest in the potential of serious games as 

vehicles for learning and training. The training of social skills is one domain of interest and 

nowadays, there are many reports of the use of serious games in this field of application 

intended to cause changes in learners’ knowledge, attitude, or behaviors that will transfer to 

“real world” settings outside the context of the game. However, it can be observed that there 

is a general lack of evidence-based and theoretically driven models for creating and evaluating 

serious games (in general, but also in this specific field), which poses a major problem for the 

development of serious games. Without a solid theoretical foundation and the use of well-

proven learning strategies, design principles and development methods, a) the transfer of 

acquired knowledge and skills to the real world cannot be ensured and b) it is impossible to 

assess the efficacy of any serious game. 

There is a number of existing models and frameworks for the general design of serious games 

that describe their fundamental components and support formal approaches to the design, 

but as shown in Chapter 1.1.1, most of them are defined only on a very general level and 

without concrete design or implementation guidelines2. The framework presented in Chapter 

2 (Othlinghaus-Wulhorst & Hoppe, 2020) is a comprehensive and concrete conceptual and 

technical framework for the design and implementation of serious role-playing games for the 

training of social skills in dialog-centric settings with virtual characters. 

 Conceptual Approach 

On the conceptual level, chat-like interaction with AI-controlled chatbots, the relation 

between immersion and reflection, as well as adaptive feedback characterize the framework. 

These three components will be illustrated in the following paragraphs: 

Chat-like interaction with AI-controlled chatbots. The benefits of using chatbots in serious 

role-playing games have been outlined in Chapter 1.1.2. Past studies show that chatbots can 

be successfully used for learning and present feasible means to improve learners’ results 

 
2 A comprehensive summary of existing models is provided in Chapter 2 
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(Kerly, Hall, & Bull, 2006). The framework focuses on text-based, chat-like interaction with 

chatbots as this form of interaction proved to be advantageous. A study by Krämer, Bente, 

Eschenburg, and Troitzsch (2009) showed that compared to a speech-based or an embodied 

conversational agents (ECA)-based interface, the text interface was rated as more efficient 

and easier to use (Krämer, Bente, Eschenburg, & Troitzsch, 2009). The subjects felt less 

uncomfortable with the exclusively text-based interaction, and the purely text-based 

interaction has been perceived as more efficient and usable. The chatbots developed within 

the scope of this thesis are based on AIML. Although AIML has limited capabilities, it presents 

a functional and efficient means for creating chatbots in educational contexts. AIML is easy to 

use, configure, and deploy, and does not require large sets of training data. However, the 

quality of an AIML chatbot depends 100% on the elaborateness of its knowledge base, the 

AIML scripts. Furthermore, the purely passive nature, the limited expressive capabilities, and 

the simple pattern-matching mechanism of AIML require workarounds and a restriction on 

input. The need for such a restriction was, amongst others, identified in the course of the work 

of Mori et al. (Mori, Berta, de Gloria, Fiore, & Magnani, 2013). There is a risk that a high level 

of frustration can occur for players when given the opportunity for completely free input in a 

chat-based serious game, as it is not feasible to cover all the different input possibilities. With 

so-called sentence openers as an aid, this problem is avoided. Sentence openers are 

predefined sentence fragments for the player to use and complete with text input. The 

sentence openers represent a kind of scaffolding mechanism on the one hand and simplify the 

interpretation of the player input on the other hand. Through the sentence openers, the 

conversation can be structured without strictly defining dialog sequences like in graph-based 

conversations. In addition, they allow to define the general gist of a message (e.g., affirmation, 

rejection, asking a question), which reduces the number of possible inputs and facilitates the 

interpretation of the message. Besides the use of sentence openers, there are some more 

general tricks for the creation of believable and authentic chatbots (Storp, 2002): 

• Response time: Most chatbots work very fast due to powerful computers. However, 

since they simulate a human who has to type his input on a keyboard, the output is 

slowed down. 

• Tolerance of errors: It can be assumed that people make mistakes when typing 

messages. Such errors should be anticipated and intercepted to a certain extent.  

• Topics of conversation: Successful chatbots should be able to bring in topics of 

conversation and tell little stories in order to direct the conversation into areas in 

which they have recognition patterns available, as it is impossible to prepare the 

chatbot for every conceivable user input. 

• Non sequitur: Even the chatbot with the largest knowledge database will not succeed 

in finding a suitable recognition pattern for every possible input. The decisive factor 

for the performance of a chatbot is how it deals with such input. 

• Repetitions: If a chatbot always responds to the same input with a single standard 

answer, it does not feel very natural. Thus, it makes sense to have a whole range of 

answers available for a recognition pattern from which the system selects randomly. 

A good chatbot will also try to steer the conversation in a different direction. 
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• Personality: It seems promising to give the chatbot a personality, a virtual identity, in 

order to make it appear more human. The way people communicate with each other, 

their choice of words, the coding of moods, etc. say a lot about personality. 

Furthermore, Jain et al. developed some general guidelines for the design of chatbots (Jain, 

Kumar, Kota, & Patel, 2018), such as:  

• Clarify capabilities at the start and on-demand: A chat-like interface is powerful and 

allows un-restricted or only partly restricted interaction patterns with natural language. 

This increases the players’ expectations for the bot’s capabilities. Insufficient visibility 

of the capabilities and limits of the chatbots might result in dissatisfaction and 

frustration. To reduce a possible expectation gap, the chatbot should clearly specify 

what it can do (as part of the introduction and also later in the conversation). 

• Evaluate application-interface match: Chatbot designers must identify if the 

application is suitable for a messaging interface, as this might not be the case for all 

possible scenarios. Conversational or turn-based features should be essential for the 

application, and it should be restricted to the chat interface (i.e., avoid links to external 

web pages). 

• Enable dialog efficiency through context resolution: Designers should aim to improve 

dialog efficiency by resolving and maintaining context from previous messages, as 

humans need context dependence and expect connectedness across the whole 

conversation. To resolve context, a chatbot should proactively ask intelligent questions 

to reduce the search space and engage the player in a meaningful conversation. Such 

context resolution skills will be interpreted as properties of an authentic and intelligent 

chatbot. 

• Consistent personality with small-talk and humor: Players relate better with a chatbot 

that exhibits a consistent personality. They expect human-like conversational 

etiquette from computer-controlled chatbots. It is recommended that chatbot 

designers enrich a conversation with humor and a large diversity in chatbot responses. 

• Design for dialog failures: Interaction via a (semi-)free-form messaging interface can 

cause conversational flows that are not modeled and thus produce dialog failures. 

Designers should explicitly design for such situations, e.g., by admitting failure and 

showing a list of capabilities with examples or providing a witty conversational cover-

up. 

They also developed design implications for chatbot platform design (Jain, Kumar, Kota, & 

Patel, 2018):  

• Combine text-based interface with buttons and media: Players find the combination of 

text with buttons and media contents such as images and videos natural and engaging. 

It should be possible to open any external content or task in-line. A messaging platform 

should highlight additional features like menus and buttons. 

• Enable efficient input from users: A messaging interface should help to reduce 

interaction cost, e.g., trough auto-suggestion buttons. 

• Provide persistent view on chatbot capabilities and context: A chatbot platform should 

enable an effective way to discover the chatbots’ capabilities and context.  
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These guidelines and tricks should be considered when designing a chatbot to be used in a 

training scenario for learning social skills independent from the chatbot technology and 

platform used, and they have been used for the chatbot design within the scope of this thesis. 

Immersion and reflection. As the educational impact of serious role-playing games strongly 

draws on the so-called “willing suspension of disbelief” (Coleridge, 1984) of the players 

committing to the role they are supposed to play, these games need to create a certain degree 

of immersion (Lim, et al., 2009). According to Nacke, “[…] immersion in the game world derives 

from the player becoming the game character, in the sense of the player having the experience 

of acting within the game world” (Nacke, 2009). Murray describes immersion as “A stirring 

narrative in any medium can be experienced as a virtual reality because our brains are 

programmed to tune into stories with an intensity that can obliterate the world around us… 

The experience of being transported to an elaborately simulated place is pleasurable in itself, 

regardless of the fantasy content. Immersion is a metaphorical term derived from the physical 

experience of being submerged in water. We seek the same feeling from a psychologically 

immersive experience that we do from a plunge in the ocean or swimming pool: the sensation 

of being surrounded by a completely other reality, as different as water is from air, that takes 

over all of our attention, our whole perceptual apparatus.” (Murray, 2017). Being immersed 

in serious games means that players have “a heightened sense of presence through individual 

identity, are engaged in the content, and thus are intrinsically motivated to succeed in the 

challenge of the game’s goal” (Annetta, 2010). Presence can be understood as the 

psychological perception of being in the game environment in which the player is immersed 

(Witmer & Singer, 1998). Players feel like individuals in the game; they have a true identity 

and feel like they are present in the virtual world of the game (Annetta, 2010). If players reach 

this sense of identity and immersion, they become motivated to proceed and succeed in the 

game. This intrinsic way of motivating learners is one of the main benefits of serious games 

and is certainly something conventional instruction modes do not provide (Yee, 2006) 

(Kickmeier-Rust & Albert, 2010). Players get immersed in games because they find them 

intrinsically satisfying and thus become more engaged in the learning task (Annetta, 2010). 

When players are present, engaged, and motivated to master the game and continue its 

challenges, they reach a state of flow (Annetta, 2010). Flow is a concept that was first 

described by Csikszentmihalyi, who defines it as a “state in which people are so involved in an 

activity that nothing else seems to matter; the experience is so enjoyable that people will do 

it even at great cost, for the sheer sake of doing it” (Csikszentmihalyi, 1990). He identified 

eight characteristics of this flow state: 

1. We confront tasks we have a chance of completing; 

2. We must be able to concentrate on what we are doing; 

3. The task has clear goals; 

4. The task provides immediate feedback; 

5. One acts with deep, but effortless involvement that removes from awareness the 

worries and frustrations of everyday life; 

6. One exercises a sense of control over their actions; 

7. Concern for the self disappears, yet, paradoxically the sense of self emerges stronger 

after the flow experience is over; and 
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8. The sense of duration of time is altered. 

These characteristics should be seen as guidelines for designing activities, tasks, and scaffolds 

within serious games (Annetta, 2010).  

A study by Cheng, She, and Annetta showed that immersion has a positive impact on learning 

outcomes – particularly when the player performance is high. (Cheng, She, & Annetta, 2015). 

Kickmeier-Rust and Albert argue that the aspect of immersion has been rarely captured in 

many serious games (Kickmeier-Rust & Albert, 2010). The immersive potential of serious 

games is a key advantage of serious game, but fragile. Thus, it is necessary to provide a subtle 

balance between challenge and ability. According to Kickmeier-Rust and Albert, immersion is 

likely to occur when learners experience a balance between the challenges of the game, the 

learners’ ability to master the game, and their current knowledge about it (Kickmeier-Rust & 

Albert, 2010). Serious games need to provide feedback about the learners’ performance and 

tailor challenges to their current capabilities in order to facilitate immersion (Kickmeier-Rust 

& Albert, 2010). According to Kiili, games should provide clear goals and appropriate feedback, 

while inappropriate challenges and bad usability reduce the possibility of immersion and flow 

experience (Kiili, 2005). It is important that pedagogical and didactic measures do not 

compromise game experience, immersion, and flow; they should intertwine (Kickmeier-Rust 

& Albert, 2010).  

Based on the findings described above, it is perfectly reasonable to carry out the enactment 

in an immersive situation—especially in terms of experience-based, authentic learning. 

However, this does not necessarily apply to the debriefing or reflection phase, which is 

indispensable for the learning process. Reflection is needed to ensure the transfer of the 

learning content to real-life situations (Lim, et al., 2009). It is a successful tool to improve 

learning processes (Jonassen, Mayes, & McAleese, 1993), which enables people to recapture, 

rethink, and evaluate their experiences in order to develop new understandings and 

appreciations (Boud, Keogh, & Walker, 1985). Self-reflection is an intentional process in which 

individuals reflect on and address their ideas and actions related to their real and ideal self-

concept (Greif, 2008). In addition, outcome-based self-reflection describes the process in 

which the persons not only deliberately reflect on themselves, but also develop implications 

for future actions or self-reflections in the process (Greif, 2008). Conscious self-reflection 

requires the activation of intuitive self-awareness (Greif, 2008). This means, in order to be 

able to reflect on their behavior the learners need to step out of their role and adopt a 

different perspective at this point. In conclusion, there is reason to assume that immersion 

tends to impede critical self-reflection (Malzahn, Buhmes, Ziebarth, & Hoppe, 2010). It can be 

assumed that the amount of reactive attention that is required for immersion constricts the 

learners’ ability to distance themselves from their role, which in turn interferes with self-

reflection. In order to support role distance and the change of perspective needed for 

reflection, the presented framework proposes a strict separation of phases of immersion and 

phases of reflection, which means the actual role-playing game should be separated from the 

(post-role-play) reflection or debriefing session. This separation is supposed to support the 

learning process as it is advancing meta-cognitive abilities (Malzahn, Buhmes, Ziebarth, & 

Hoppe, 2010).  
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Role distance can, for example, be reinforced by a change of the graphical interface. Instead 

of showing the scene from the learners’ point of view (first-person perspective), it could now 

be shown from a third-person perspective or bird’s eye view, enabling the learners to step out 

of their role. It can also be helpful to allow the learners to navigate between single 

conversational phases of the game. In online courses, Verpoorten, Westera, and Specht 

identified reflection identifiers, several of which can be also applied to other technologically 

enhanced learning activities like serious games, such as graphical representation of contents, 

visualization tools, records of marks and remarks, shared annotations, self-assessment  

(Verpoorten, Westera, & Specht, 2011). As of now, an explicit post-role-play reflection or 

debriefing phase cannot be found in many serious games, but as explained above, there is 

strong evidence that it is important for facilitating learning transfer. The debriefing could be 

performed either through system-generated reflection support or with the help of a human 

facilitator who discusses the learners’ results and performance with them. Both variants have 

advantages and disadvantages (De Troyer, 2017): While a debriefing moderated by a human 

expert may be quite effective, it is costly, time consuming, and all involved participants need 

to be in the same place. On the other hand, there is no general approach for creating 

automated debriefing or reflection systems for serious games, and the development of such 

can be a quite complex task, as many different types of serious games exist, which may require 

different approaches (De Troyer, 2017). 

Adaptive Feedback. As stated above, reflection phases are an important part of the learning 

process, and they have to be adequately supported for successful learning. Feedback on the 

performance of the learner is necessary to ensure the transfer to real-world settings (Lim, et 

al., 2009) and to help them improve their performance through receiving information about 

the correctness of their actions (Shute, 2008). Feedback in games is a crucial thing that is even 

more important in serious games (Annetta, 2010). Feedback lets learners know where they 

are in the game’s narrative and what they need to do succeed in future challenges within this 

narrative (Annetta, 2010).  

In addition to the influence feedback has on achievement, it is also depicted as a significant 

factor for motivating learning (Shute, 2008). There is a large body of research on feedback and 

its features, functions, interactions, forms, and mechanisms.  

Johnson et al. identified four characteristics of feedback (Johnson, Bailey, & Van Buskirk, 

2017):  

1. The type of feedback (e.g., outcome-based or process-based feedback) 

2. The timing of feedback after an action (i.e., immediate or delayed feedback) 

3. The modality in which the feedback is presented (e.g., spoken or text-based feedback) 

4. Adaptation to the learner characteristics (e.g., in regards to prior knowledge or spatial 

ability) 

Shute conducted an extensive review of the large corpus of research on feedback and 

concludes with a set of important guidelines for generating formative feedback to enhance 

learning, which should be considered when designing learning environments (Shute, 2008). 

These guidelines include: 
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Things to do: 

• Focus feedback on the task, not the learner. 

• Provide elaborated feedback to enhance learning. 

• Present elaborated feedback in manageable units. 

• Be specific and clear with feedback message. 

• Keep feedback as simple as possible but no simpler (based on learner needs and 

instructional constraints). 

• Reduce uncertainty between performance and goals. 

• Give unbiased, objective feedback, written or via computer. 

• Promote a “learning” goal orientation via feedback. 

• Provide feedback after learners have attempted a solution. 

Things to avoid: 

• Do not give normative comparisons. 

• Be cautious about providing overall grades. 

• Do not present feedback that discourages the learner or threatens the learner’s self-

esteem. 

• Use “praise” sparingly, if at all. 

• Try to avoid delivering feedback orally. 

• Do not interrupt learner with feedback if the learner is actively engaged. 

• Avoid using progressive hints that always terminate with the correct answer. 

• Do not limit the mode of feedback presentation to text. 

• Minimize use of extensive error analyses and diagnosis. 

The framework presented here differentiates between three types of feedback: 

1. Ingame feedback: This type of feedback refers to implicit feedback during the role-play 

session through the reactions of the chatbot, which can be verbal or non-verbal (e.g., 

facial expressions). This feedback is important for simulating authentic real-life 

situations and helps the learners to understand the consequences of their actions. 

2. Aftergame feedback (general): This type of feedback describes a general summary of 

analysis results, which provides overall feedback on the learners’ performance during 

the role play session, summarizing the most important aspects (positive and negative). 

3. Aftergame feedback (specific feedback on single actions): This type of feedback refers 

to direct and specific feedback on single incidents during the role play session provided 

through prompts in an interactive replay of the conversation. In this replay, the whole 

chat conversation is shown again step by step, augmented and enriched with individual 

feedback on specific actions of the learner. It is possible to navigate between different 

phases of the conversation in the replay, pause it, jump to the next feedback marker, 

or even search for certain keywords. These properties make the interactive replay 

much more flexible and searchable than, for example, conventional role play videos. 

Additional types of feedback are possible. Conceivable in collaborative environments could be, 

for example, a direct exchange between players (e.g., in form of a chat) as an opportunity to 



22 
 

give each other feedback. Also imaginable are group reflection sessions administered by an 

expert with decided feedback on the participants’ performance (see paragraph Immersion and 

reflection). 

In summary, three conceptual features characterize the framework (from the design 

perspective): (1) chat-like interaction with AI-controlled chatbots, (2) the separation of phases 

of immersion (role-playing) and reflection, and (3) adaptive feedback based on individual 

performance analyses. Based on these components, several different scenarios and use cases 

can be developed. 

 Technical Approach 

On the technical level of the proposed framework, the implementation of serious role-playing 

games for the training of social skills entails three main challenges: dialog modeling of the 

chatbots, implementation of a multi-agent blackboard system as the backbone to keep 

components independent from each other and support performance optimization due to 

parallel processing, and automated performance analysis and feedback generation. These 

three components will be illustrated in the following paragraphs: 

Dialog modeling. As mentioned previously, this framework uses AIML for implementing the 

chatbots’ conversational logic. AIML follows a simple pattern matching algorithm but offers a 

variety of elements that make it much more than a simple database of questions and answers. 

These elements include (Wallace, 2004): 

• Recursion: In AIML, the <srai> operator is used to implement recursion. There are 

various applications for this operator, e.g., symbolic reduction to reduce complex 

grammatical forms to simpler ones, splitting an input into two or more subparts and 

combine responses to each of them (divide and conquer), detecting keywords 

anywhere in the input, covering synonyms and spelling or grammar mistakes. 

• Context: The AIML element <that> refers to the chatbot’s previous utterance, which 

enables it to respond based on the context. Remembering the last utterance is 

especially important if the chatbot asks a question. If the user provides an answer to a 

question, the chatbot needs to know to which questions the answers are referring to, 

otherwise it cannot provide a meaningful answer. Another option to preserve context 

in AIML is the <topic> tag. It appears outside a category and bundles them into 

general topics. This way, the chatbot knows the current subject area and can generate 

specific responses corresponding to the current topic. 

• Conditionals: In AIML, it is possible to write conditional branches using the 

<condition> tag. This is done by checking the value of a variable and returning a 

response depending on that value. Variables can be either predefined (e.g., name, 

gender, location) or self-created. <get> and <set> tags can be used to manipulate 

and retrieve the current content of the variables. 

Although AIML has a long history and constitutes a common solution for AI-controlled 

chatbots in educational contexts, it has several limitations. Some general workarounds for 

overcoming these limitations as well as tricks for the creation of believable and authentic 
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chatbots have already been illustrated in Chapter 1.2.1.1, but on the implementation level, 

the framework proposes some concrete technical workarounds and solutions: 

• Sentence openers: A central element is the already mentioned use of sentence openers. 

This strategy simplifies the input analysis in many ways and thus offers several 

advantages (see paragraph Chat-like interaction with AI-controlled chatbots). AIML 

chatbots cannot truly grasp the sense of what has been said, but by using sentence 

openers, the general gist of a message is predefined (e.g., affirmation, disaffirmation, 

or further inquiry), which simplifies the interpretation enormously. This way, it is at 

least possible to provide a default answer tailored to the specific sentence opener even 

if no predefined pattern matches the free text input following the opener. Even more 

context for the chatbot can be provided by dividing the conversation into several 

phases and having unique sentence openers in each of them. This way, the use of 

sentence openers helps to reduce the complexity of the dialog scripts drastically, as all 

possible input sentence starters are known. Of course, creating elaborate and 

sophisticated AIML scripts still requires high developmental effort, but the scope of 

this task can be greatly reduced. In addition, using sentence openers makes it possible 

to distinguish between different users in a collaborative environment, because 

otherwise it is impossible for the chatbot to know who is speaking. By introducing 

slightly different sentence openers for different users, this problem can be worked 

around. 

• External triggers: AIML chatbots are passive, they only react to an input they receive. 

They cannot take the initiative. By using external triggers, this behavior can be 

bypassed. The triggers can make the bot become active when this is required in certain 

situations. 

• Feedback tags: The introduction of feedback tags, which are added to the learners’ 

input by analysis agents, enables the creation of feedback that is related to specific 

points of the conversation and can be provided to the learners’ during the replay 

within the post-role-play reflection phase. Through the tags, these situations can be 

marked. They may, for example, include #praise# for especially positive 

contributions, #interruption# for situations in which learners interrupt other 

persons, #repetition# when learners send the same message repetitively, and 

many others depending on the concrete context and task within the game (see 

paragraph Performance Analysis and Feedback Generation). 

Multi-agent architecture. The technical framework is essentially built on a multi-agent system 

architecture with a blackboard as the communication and integration mechanism, which is 

realized through a tuple space. In this system, components (called “agents”) are loosely 

coupled, which means they do not communicate with each other directly, but through 

exchanging entries (called “tuples”) on a central tuple space server (Gelernter, 1985). Tuples 

have a simple structure containing primitive data types (integers, characters, booleans) and 

strings. In a tuple space, several communicating processes can use tuples to exchange data, 

i.e., sending tuples to the tuple space or withdrawing tuples from it. Each tuple has an 

independent existence in the tuple space and is equally accessible to all processes in it 

(Gelernter, 1985). According to the original concept of Gelernter, there are only a few generic 
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operations (read, write, take, wait-to-take, etc.) to interact with the tuple space, but there are 

also active trigger mechanisms such as notifications. The specific implementation used in the 

framework presented here is called SQLSpaces, which has been developed in the COLLIDE 

group 3  of the University of Duisburg-Essen (Weinbrenner, 2012). SQLSpaces works on a 

relational database and translates operations into SQL statements. There are several 

advantages to SQLSpaces over other tuple space implementations: (1) persistency provided 

by the underlying database, (2) a versioning system, (3) awareness features, and (4) 

extendibility towards other systems (Malzahn, Weinbrenner, Hüsken, Ziegler, & Hoppe, 2007). 

The server itself is implemented in Java, but SQLSpaces system framework provides clients of 

the agent programming in various programming languages. Despite serving as the main 

communication hub, SQLSpaces also facilitates the logging of relevant data of each gaming 

session, which can later be used for analysis and comparison. 

The overall system architecture includes a client (user interface) and several agents, each 

responsible for exactly one task in either game control, dialog analysis, or feedback creation. 

All training scenarios implemented based on the framework have been realized as web 

applications using HTML, CSS, and JavaScript (2D frontend). Previous implementations were 

based on OpenSimulator3 (3D frontend). The decision to turn away from the 3D approach was 

based on the fact that no specific advantages of 3D environments over 2D environments could 

be shown at that time (Malzahn, Buhmes, Ziebarth, & Hoppe, 2010). The general system 

architecture is shown in Figure 1. 

 

Figure 1: Basic system architecture (Othlinghaus-Wulhorst & Hoppe, A Technical and Conceptual Framework for Serious 
Role-Playing Games in the Area of Social Skill Training, 2020) 

The client (user interface) and the agents are writing, reading, and withdrawing tuples from 

the tuple space without communicating with each other directly, thus making it a loosely 

coupled and adaptive system, which means that agents can – depending on the actual 

application scenario – easily be added, removed, or modified. All agents can read/ write tuples 

from/into the tuple space. They are waiting for a tuple to appear that has  exactly the structure 

they can process and use the information provided by the read tuple to enrich the data with 

 
3 https://collide.info/ 
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their analysis results and then write a new tuple to which other agents might react. Because 

every agent can only process a special form of tuple, a certain direction is set, which can be 

considered the game loop. 

There are three different groups of agents, depending on their functionality and task within 

the system: pervasive agents, pre-processing agents, and the AIMLBot agent. Pervasive agents 

are responsible for the game control. They are overarching agents that connect the individual 

game components with each other and assume tasks like managing the log-ins, arranging a 

pair of players (in a collaborative scenario), and checking if players have been inactive for a 

certain amount of time. Pre-processing agents are pre-processing the player’s input before 

the chatbot’s answer is generated. The pre-processing is needed to generate the best possible 

answer by overcoming the limited capabilities of AIML. The separate analysis of important 

conversational aspects helps to prioritize specific behaviors. This procedure ensures that the 

chatbot reacts adequately to, e.g., rude or aggressive behavior of the player(s). Apart from 

that, it reduces the complexity and size of the AIML scripts, supports the feedback creation, 

and allows to build up a score system. Each of the pre-processing agents analyzes the user’s 

input with regard to one specific aspect (e.g., rude or aggressive behavior, use of emoticons, 

or especially polite or helpful behavior). Depending on the context and concrete scenario, 

different pre-processing agents need to be used. The concrete functionality of the agents 

depends on their actual task, e.g., they compare the player’s input with pre-defined wordlists 

to search for specific keywords or phrases or calculate specific values like writing speed or 

inactivity. The following list includes examples of agents and their respective tasks (Emmerich, 

Neuwald, Othlinghaus, Ziebarth, & Hoppe, 2012) (Othlinghaus-Wulhorst, Mainz, & Hoppe, 

2019): 

Pervasive agents: 

• Register agent: The register agent is managing the log-ins. When a new client logs in, 

the agent receives a request (callback) via the tuple space and initiates a new game 

session. In the process, information about the player (such as name, role, and level)  to 

check if this player has already played the game before and, based on the existing data, 

select the appropriate level and/or role (depending on the concrete scenario and game 

modality). 

• Silence agent: The silence agent is based on timers (one per session). These timers are 

reset when a new conversation tuple has been written into the tuple space. If the 

player is not sending any messages after a certain amount of time, it evokes an event 

triggering a chat bot message reminding the player to answer (and even cancels the 

conversation after several reminders). 

• Collecting agent: The collecting agent collects the results of the pre-processing agents 

and summarize their findings in a new tuple, which signalizes that the preprocessing 

has been completed and hence activates a call back in the AIMLBot agent. 

• Score agent: The score agent is calculating a general score reflection of the player’s 

performance during the conversation. Aggressive or rude behavior as well as the use 

of forbidden words or phrases have a negative effect on the score. Contrariwise, 

especially polite behavior is positively noted. In addition, different answer qualities 

(unhelpful, neutral, and helpful) have been defined to determine whether a chosen 
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answer moves the conversation forward (positive rating) or fails to do so (negative 

rating). Furthermore, the total number of messages, message time (the time a player 

needs for sending a message after receiving a chat bot answer), and writing speed (the 

time it took to send a message divided by the message length including the sentence 

opener) influence the score. 

• Serialization agent: The serialization agent is responsible for logging and saving all 

game data (e.g. in an XML file). The saved protocols can later be used for external 

analyses. 

Pre-processing agents: 

• Aggression agent: The aggression agent checks whether a player is being aggressive. 

First, this agent compares the player’s input to a pre-defined list of expressions related 

to threats and violence. Second, the agent searches for consecutive exclamation marks 

and words or phrases written solely in capital letters (capslock). Both variants are as 

interpreted as screaming according to common chat custom. 

• Rudeness agent: The rudeness agent searches for swearwords and defamations in the 

player’s input by comparing it to a list of related pre-defined keywords. It saves 

information on whether and how often a player is using abusive language during the 

conversation. 

• Politeness agent: The politeness agent searches for especially polite keywords and 

phrases by comparing the player’s input against a corresponding pre-defined list.  

• Step agent: The step agent is counting the overall number of messages, which is 

relevant for the score. 

• NoGo agent: The NoGo agent is searching for phrases that should never be used even 

if they are neither aggressive nor rude. The actual content depends on the concrete 

scenario and task. 

All pre-processing results are collected, and if an immediate reaction to a specific behavior of 

the learner is required, the text input is modified accordingly. If this is not the case, the 

AIMLBot agent receives the original text input. The AIMLBot generates an answer based on 

the underlying AIML script(s) and finally writes a new tuple into the tuple space, containing all 

information that was collected so far plus the bot answer. This answer may also include any 

of the above-mentioned feedback tags in order to mark this message as an important point 

for later feedback. The final tuple provided by the AIMLBot agent is read by the game client(s), 

which display(s) the player’s message and the bot’s answer on the screen (Emmerich, Neuwald, 

Othlinghaus, Ziebarth, & Hoppe, 2012).  

Performance analysis and feedback generation. Performance analysis and feedback 

generation are important factors for successful learning. Of course, both always depend on 

the concrete learning objectives and context of the specific game scenario. Feedback allows 

the learners to reflect on their actions during the role-playing session, to analyze the 

consequences, and to assess their behavior. 
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As described in the previous passage, the system architecture used in this framework is 

applying analysis agents for evaluating the player performance. Each of them is responsible 

for the evaluation of one specific aspect of the player’s communicative behavior and actions. 

All analysis agents evaluate the user’s message and add their feedback in form of feedback 

tags such as:  

• #praise#: the player’s contribution to the conversation is positive 

• #interruption#: the player is speaking without being asked to, interrupting his dialog 

partner(s) 

• #repetition#: the player is sending the same message twice (or even more often)  

• #criticize#: the player’s contribution does not comply with the previous 

question/statement of a dialog partner (e.g., if an open question is answered with yes 

or no) 

• #cancel#: the dialog partner is cancelling the conversation as no compromise solution 

can be found 

• #rejection#: the player refuses to talk about a certain topic or to agree to a proposed 

solution 

• #rudeness#: the player’s contribution contains rude content 

• #aggression#: the player’s contribution shows aggressive behavior 

• #politeness#: the player’s contribution is especially polite 

• #silence#: the player has been inactive for a certain amount of time 

These tags are just examples; it depends on the concrete scenario which ones are actually 

used in the respective game. The feedback tags that are generated during the role-playing 

session are not displayed in the actual conversation during the role-playing session (so players 

do not get to see them while they are playing the game), but can later be used to provide a 

comprehensive and detailed feedback to the player, both on an overall level and in form of an 

interactive replay enriched with situational explanatory annotations (see paragraph Adaptive 

Feedback). Figure 2 shows an example of a replay of the role-playing session in ColCoMa, one 

of the implemented case studies: 

 

Figure 2: Augmented replay during the reflection phase in the game ColCoMa  
(Emmerich, Neuwald, Othlinghaus, Ziebarth, & Hoppe, 2012) 

Appropriate ingame feedback (implicit feedback during the role-play session through the 

reactions of the chatbot) is ensured through a pattern matching hierarchy provided by the 

pre-processing agents. This allows situational and appropriate reactions of the chatbot. If one 

of the agents detects something that requires an immediate reaction of the chatbot (e.g., rude 

or aggressive behavior), the input string of the player is replaced by a specific trigger (e.g., 



28 
 

“swearword”), which is causing the bot to react appropriately. The chatbot is only receiving 

the original text input of the player in case no pre-processing agent is raising an alarm. 

In summary, the technical conception is based on three main components: (1) AI-controlled 

chatbots that adapt to the player’s behavior, (2) a multi-agent blackboard system as the 

backbone, and (3) intelligent support for automated performance evaluation and feedback 

generation. This setup results in a loosely coupled and efficient system composed of 

independent components and facilitates the creation of serious role-playing games in that it 

allows for tailoring and adapting the given core architecture to any new scenario with very 

limited effort. 

 Case Studies 

Two major case studies have been developed within the scope of this thesis based on the 

framework introduced in the previous chapter (and elaborated on in detail in Chapter 2). The 

two training scenarios used in these case studies include workplace-oriented conflict 

management (game: “ColCoMa”; Chapter 3) and customer complaint management (game: 

“CuCoMag”; Chapters 4–5). 

 Case Study 1: Conflict Management 

The first case study, which is presented in Chapter 3, is based on a scenario designed for the 

training of conflict management skills in a workplace-oriented context. The game ColCoMa 

(Collaborative Conflict Management) is a collaborative serious role-playing game involving 

two human players and a chatbot in a 2D virtual environment. Apart from the main publication 

presented in Chapter 2 (Othlinghaus-Wulhorst, Jedich, Hoppe, & Harrer, 2018), the following 

summary is referencing Emmerich, Neuwald, Othlinghaus, Ziebarth & Hoppe (2012). 

Context. Conflict management is considered a pedagogically relevant application field of role 

play in general and serious role-playing games in particular. Conflicts are part of everyday work 

life and pose a topic that concerns many companies. Handling a conflict in a constructive way 

– especially in a work environment – has become an increasingly important social skill 

(Erdmüller & Jiranek, 2010) and is subject of professional training (Emmerich, Neuwald, 

Othlinghaus, Ziebarth, & Hoppe, 2012). Virtual role-play scenarios provide a good opportunity 

to try out, experience, and learn the aspects of conflict management without putting oneself 

in conflict situations and having to bear serious consequences (Cheong, et al., 2011). 

Additionally, collaborative learning has great potential as it can improve social competencies 

and skills (Turani & Calvo, 2006) (Emmerich, Neuwald, Othlinghaus, Ziebarth, & Hoppe, 2012). 

Furthermore, the use of chatbots in this context is advantageous because a high degree of 

standardization can be achieved. 

Approach. In this game, a pair of players has a conversation about a given fictitious conflict 

within a graphically represented virtual chat setting. The conversation is moderated by a 

chatbot acting as a mediator, while the human players are taking on the roles of the two 

conflicting parties. The main goal in this game is to come to a conflict resolution by showing 

appropriate and constructive behavior during the conversation. It follows the typical structure 

of mediation talks. Each of the two players is assigned a pre-defined role in the conflict 
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scenario: Mr. Meier is a member of the computer support hotline team in a fictitious software 

company and often takes much time for his customers. Mrs. Schmidt is his supervisor and 

does not endorse the long call sessions Mr. Meier has with the customers, because he keeps 

other customers on hold. She wants him to work more efficiently and expresses this through 

a negative appraisal of Mr. Meier’s performance. As a result, the situation escalates. The 

scenario is preferably kept simple and comprehensible in order to support immediate 

understanding and empathy with the assigned role. 

Gameplay. The background story illustrating the conflict and its causes are conveyed by an 

introduction in form of a cartoon-like picture story, whereas both players receive different 

illustrations – each from the perspective of the respective player’s role, which is supposed to 

result in conflicting points of view. During the actual role-playing session, i.e., the mediation 

talk, the players see a cartoon-like graphical representation of the two dialog partners (the 

other player and the mediator) on screen as if they would sit opposite the dialog partners. The 

players can communicate with each other and the mediator by means of an integrated chat 

using pre-defined sentence openers, which need to be supplemented with free text input (see 

Chapters 1.2.1.1 and 1.2.1.2 for detailed information about the functionality of sentence 

openers in chat-based serious role-playing games). The players can also evoke facial 

animations using common emoticons. The set of sentence openers offered to the players 

changes several times during the game. It always depends on the current state of the 

conversation. In this specific scenario, the sentence opener also serve another purpose: In 

order to allow the mediator chatbot to differentiate between the two players, each player is 

provided with slightly different sentence openers. Otherwise, the chatbot would not know 

which player is talking at any given point in time, which is crucial for the course of the 

conversation as well as for the individual feedback generated for each player. In addition to 

the chat area, the players have a notepad and help section at their disposal to get additional 

information about the scenario, their role, game controls, and possible actions. The 

conversation follows the typical structure of mediation talks:  

1. Framing phase: In this introductory phase, rules for the participants’ behavior towards 

each other throughout the conversation need to be established, whereas the actual 

context is not yet the focus. The conflicting parties are asked to describe their personal 

hopes and goals for the mediation, which is meant to help them to reflect on their own 

positions and understand the opponent’s point of view. 

2. Topic collection: In this phase, the conflicting parties are supposed to name topics they 

would like to discuss during the mediation talk, without commenting on them 

individually. In the given scenario, possible topics are, for example, the performance 

review, working conditions, the interaction with each other, and future perspectives. 

3. Working on the conflict: This phase is the actual core of the mediation talk. The 

participants get to discuss the collected topics in detail. Both participants get the 

chance to say why a certain topic is important to them, what they would like to change 

about it, and what each of them could do to achieve this. The participants are not only 

asked to describe their own point of view, but also how they perceive the other party’s 

perspective. 
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4. Looking for a solution: The task during this phase is to find solutions for each of the 

topics all parties can agree with.  

5. Contract: If satisfying solutions could be found, the conflicting parties make a virtual 

contract. 

There are two possible outcomes to this scenario: Either the conversation is successfully 

finished by achieving a conflict resolution or it is cancelled in case the mediator chatbot 

notices that the conversation is stuck or one of the players leaves the conversation.  

Post-role-play reflection. Irrespective of how the mediation talk ends, it is followed by a 

separated reflection phase in which participants are supposed to step out of their role and 

reflect on their behavior from a third-person perspective (see Chapter 1.2.1.1 paragraph 

Immersion and reflection). In a first step, the two players have the opportunity to directly 

exchange feedback with each other by means of a free chat without the mediator. In a second 

step, they receive a recapitulatory textual feedback on their overall performance during the 

conflict conversation. This is followed by a replay session in which the whole conversation is 

recaptured step by step. The replay is augmented with detailed individual feedback at certain 

points of the conversation with respect to the respective player’s performance, commenting 

on especially positive (e.g., constructive suggestions, adhering to rules, picking up suggestions 

from the opposite party) and negative (e.g., interrupting the dialog partners, offensive 

behavior, refusal) contributions. Performance evaluation is based on general rules conflicting 

parties must abide by during mediation talks. These rules include, for example, no swearing, 

not being rude, aggressive, or reproachful, and not impairing the autonomy of the dialog 

partner (Stauss & Seidel, 2010). Instead, they are supposed to show an open and constructive 

attitude, help their counterpart to understand their perspective, and name issues and topics 

in a concrete way (Stauss & Seidel, 2010). The analysis agents described in Chapter 1.2.1.2 

have been adjusted to match these criteria and provide an exact assessment of the specified 

behaviors. A detailed description of the functionality of the different analysis agents and the 

concrete operationalization of the described parameters can be found in Chapters 2 and 3.  

Research questions and hypotheses. Apart from assessing the general game experience and 

perception of the prototype from the players’ point of view, the preliminary focus of the 

evaluation study presented in Chapter 3 was on the collaborative aspect of the game. The 

main goal of the mixed-method study was to investigate the question if there is a 

correspondence between gaze synchronicity of the players and the quality of collaboration, 

which was analyzed with help of eye-tracking. The standard assumption is that a certain extent 

of convergence of the visual foci of attention between players in a collaborative or cooperative 

scenario indicates better coordination and consideration of the other party, whereas this 

assumption has been refined by taking into account the different roles (including the one of 

the chatbot). Concretely, the supposition was that there would be: 

1. A positive relation between the convergence of visual foci (i.e., gaze synchronicity) of 

the two human players and the successful completion of the game (hypothesis 1) 

2. A positive relation between the convergence of visual foci and the quality of 

collaboration in the chat (hypothesis 2) 



Introduction 

31 
 

3. A dynamic (time-related) congruence between similar eye movements (synchronicity) 

and the quality of collaboration in the chat (hypothesis 3)   

In this study, gaze synchronicity has been defined as the extent to which the two players of a 

gaming session have been looking at the same areas of interest within the same time interval 

during the session. The parameters success in the game and quality of collaboration have 

been operationalized based on several complex criteria (see paragraph Method of analysis). 

Experimental Design. Twenty subjects (average 22.8, SD = 2.84, 5 females, 15 males) 

participated in the study and have been tested in dyads. The players’ gaze has been tracked 

during the experiment with the help of two desktop-based eye-trackers. The role distribution 

was randomized. There were two possible outcomes in the given scenario: Either the 

participants completed the conversation successfully by reaching a conflict resolution or it has 

been cancelled by either the mediator chatbot or one of the players. The gaming session was 

followed by answering several post-experiment questionnaires. 

Method of analysis. In order to be able to compare the gaze movements of the two players 

of each dyad, the chat interface of the game has been subdivided into six areas of interest 

(three sections of the chat protocol, input area, mediator face, and partner face). The eye-

tracking data of the two players of a dyad have been compared by matching the same area of 

interest at a specific time stamp (the detailed calculation is explained in Chapter 3). The 

matches were finally summed up and divided through the total number of seconds to 

normalize against varying experiment duration, resulting in a percentage that indicates to 

what extent the two players have been looking at the same areas of interest at the same point 

in time during the course of the game. This percentage is called convergence of visual foci. The 

success in the game has been measured by developing a so-called achievement score, 

reflecting the players’ performance during the mediation talk based on three criteria:  

1. Automated feedback generated by the system (summarizing the players’ behavior 

during the conversation) 

2. The successful completion of the topic collection phase (which is considered to be a 

milestone within the game) 

3. The achievement of a final conflict resolution at the end of the role-play (by verbally 

signing a contract between the two conflicting parties, which puts the arrangements 

and rules the dyad worked out together with the mediator into writing)  

Collaboration quality was rated based on a five-dimensional rating scheme: 

1. Argumentation (players bring forward or discuss arguments) 

2. Agreement/disagreement (players endorse or dissent from one another) 

3. Collaborative orientation (players refer to each other, ask questions, or provide 

feedback) 

4. Solution orientation (players try to find a solution) 

5. Shared awareness/reinforcing shared history (players share common knowledge or 

explain their respective situation) 

The whole transcript of each gaming session has been analyzed and checked against the five 

dimensions and rated with a total quality score. Similar to the achievement score, all matches 
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of the session are added up to a percentage, which indicates the overall collaboration quality 

for a dyad.  

Evaluation results. The results of the study confirm a correspondence between the 

convergence of visual foci of attention and the success in the game. It appears to be plausible 

that the outcome of the game is influenced by the extent of gaze synchronicity and not vice 

versa, i.e. the more similar the visual foci of attention are, the better players collaborate with 

each other (although a casual relation cannot be verified). The results of the study also confirm 

a positive relation between the convergence of visual foci of attention and the quality of 

collaboration, especially in regard to the three dimensions agreement/disagreement, solution 

orientation and shared awareness. Thus, it can be assumed that a higher gaze synchronicity 

results in a higher collaboration quality. Surprisingly, only strong correlations on the aggregate 

level could be found (taking overall eye-tracking convergence as a global parameter), but not 

in terms of synchronicity between convergent eye-tracking and chat interaction. In can be 

argued that the specific nature of the game environment is responsible for these results, since 

in total three persons are involved in the conversation and the two human players to not 

communicate with each other directly. Due to the specific nature of AIML and the dialog 

modeling, the players always talk to the mediator chatbot and reply to his questions. Thus, 

they can never really react to the other conflict party’s messages immediately. This means 

that the structure of the conversation, is pre-defined to a certain extent and also the time 

interval between the messages of the dialog partners is rather high, because the mediator is 

always writing in-between. All in all, the results of the study indicate that a certain 

convergence of the visual foci of attention between cooperating partners indicate higher 

success and collaboration quality, although only on an aggregate level. No generalization can 

be made due to the small amount of participants, but the results are promising. 

 Case Study 2: Customer Complaint Management 

The second case study is based on a scenario designed for the training of customer complaint 

management. The game CuCoMaG (Customer Complaint Management Group Reflection) is a 

serious role-playing game based on theories of consumer psychology and complaint 

management, originally developed in 2016 (Othlinghaus & Hoppe, 2016) (Doberstein, et al., 

2016) and re-designed and evaluated in 2019 (Othlinghaus-Wulhorst, Mainz, & Hoppe, 2019). 

It involves a human player (assuming the role of a customer service employee) and a chatbot 

(in the role of a complaining customer is reporting a certain problem).  

Context. Online shopping has become indispensable in Germany and many other countries all 

over the world. Studies show that it is more popular than ever before. 66,4 percent of 

Germans regularly shopped online in 2019, with the fashion sector accounting for a 

particularly relevant share of around 30 percent (Handelsverband Deutschland – HDE e.V., 

2020). The rising demand in online retail can lead to increased customer complaints, which in 

times of digitalization are increasingly voiced web-based. While proper customer complaint 

management offers retailers the opportunity to strengthen customer loyalty and prevent 

customer churn, it can be challenging for untrained employees. They are challenged to find a 

fair solution, put themselves in the customer's shoes, while always remaining friendly and 

calm (Stauss & Seidel, 2014). In order to prepare employees for different types of customers 
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and to expand their competence in dealing with customers, training in complaint management 

is useful. Video-based learning and role plays are effective tools for conveying the proper 

concepts and develop professional behavior towards complaining customers (Heung & Lam, 

2003). Virtual role plays in particular are a great medium to help people experience conflict 

situations and try different problem-solving strategies. They can learn how to act and re-act 

adequately in these situations without having to fear consequences in the real world. 

Approach: In the scenarios included in CuCoMaG, the player takes on the role of an employee 

of the fictitious company "LittleONEs". The company sells personalized children's clothing via 

an online shop. An online shop in the fashion sector is particularly suitable for complaint 

management, since both accessories and clothing are the product categories most associated 

with complaints (Cho, Im, Hiltz, & Fjermestad, 2002). In addition, there are many competitors 

with high quality elasticity in the market to which dissatisfied customers might migrate, 

making successful complaint management particularly important (Fornell & Wernerfelt, 1988). 

Moreover, since children's clothing does not require complex warranty regulations, customers 

have much leeway for individual complaints. 

Gameplay. In CuCoMaG, the player communicates with the customer chatbot through a 

simple chat environment in the style of standard online customer support tools available on 

the market. Just as in ColCoMa, the player has to select a sentence opener from a pre-defined 

set and amend it with free text input in order to create a chat message. Here, too, the 

displayed sentence openers are dependent on the current state of the conversation. In 

addition, the player can also access the company’s database to search for additional 

information about the respective customer and the order details. This is necessary for the 

player to get all information required to resolve the situation. CuCoMaG entails three different 

scenarios, which mainly differ based on the type of customer used (in terms of conflict style) 

and the problem situation of the respective customer, which results in different levels of 

difficulty. In general, complainants can be distinguished by their conflict management style, 

which is based on their individual character and approach to customer service. With their 

negotiation model “five styles of handling interpersonal conflict”, Rahim and Bonoma defined 

five basic styles of conflict management that influence the behavior towards the customer 

service employee (Rahim & Bonoma, 1979): 

1. Integrating customer: the customer is willing to exchange information in order to find 

a solution that is acceptable to both parties. 

2. Obliging customer: the customer tries to downplay the differences and emphasize the 

similarities in order to satisfy the other party's request.  

3. Dominating customer: the customer does everything to achieve his goal and therefore 

often ignores the needs and expectations of the other party.  

4. Avoiding customer: the customer avoids confrontation and does not manage to satisfy 

either his own concerns or those of the other party. 

5. Compromising customer: both parties give up something in order to reach a mutually 

acceptable decision. 

In addition to these negotiation styles, there are three special types of complainants that 

require special attention (Stauss & Seidel, 2014): If a customer complains about the same 
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problem several times within a certain period of time, this is called the repeat or multiple 

complainant. Follow-up complainants are customers who contact the company again during 

or after the processing of their complaint because they are dissatisfied with the complaint 

processing or the complaint result. If the customer has no comprehensible reason for his 

complaint, makes disproportionate demands, or even wants to harm the company, he can be 

classified as a grouser. All these types require special treatment in customer service and are 

represented in CuCoMaG. The specific problem situations of the customers included in the 

game are based on a study conducted by Cho et al., who investigated current causes and 

sources of online complaints (Cho, Im, Hiltz, & Fjermestad, 2002). Table 1 summarizes the 

attributes of the three different scenarios in CuCoMaG: 

Table 1: Scenarios in CuCoMaG 

Each scenario is sub-divided into five different conversational phases representing the typical 

structure of complaint conversations according to Stauss and Seidel (Stauss & Seidel, 2014): 

1. Greeting phase: In this first phase, the two dialog partners introduce themselves and 

the complaining customer is given the opportunity to briefly describe the problem. 

2. Aggression-reduction phase: In this phase, the customer should have the opportunity 

to explain the situation from his/her perspective and to vent his/her anger. It is 

possible that the customer attacks the support employee in this phase. 

3. Conflict-settlement phase: During this phase, the support employee’s task is to direct 

the conversation to an objective level and to ask concrete questions in order to gain 

detailed information that are important for processing the issue. 

4. Problem-solution phase: In this phase, possible over-expectations of the customer are 

to be reduced. A meaningful problem solution is to be found, which should be justified 

by the support employee in any case, in order to establish understanding of the 

customer.  

5. Conclusive phase: This is the conclusive phase, in which the support employee must 

ensure that the customer has understood and accepted the final solution. The fare well 

should end with a positive formulation. 

 Scenario 1 Scenario 2 Scenario 3 

Level of 
difficulty 

Easy Medium Hard 

Type of 
customer 

Integrating Compromising 
(follow-up complainant) 

Dominating 
(grouser) 

Reason for 
complaint 

Delivery problems Problems with the 
customer service 

Problems with the 
business terms and 
conditions 

Goal - Tutorial/introduction to 
the game and the user 
interface 

- Experience the basic 
milestones of a 
complaint conversation 

- Apply soft skills 
- Pass through all five 

phases of a 
complaint process 
successfully 

- Learn to deal with 
extreme 
situations and 
provocations 

- Apply active 
farewell (Stauss & 
Seidel, 2014) 
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Two main dimensions determine the course of the game and are demanded of the player: On 

the one hand, the player has to complete the information milestones. It is his task to obtain 

enough information to select a suitable compensation service. This is particularly decisive in 

the greeting phase, the conflict-settlement phase, and the conclusive phase (Stauss & Seidel, 

2014) (Goodwin & Ross, 1990). One the other hand, the player has to prove soft skills to 

reassure the customer and generate sympathy. Soft skills are particularly important in the 

greeting phase, the aggression-reduction phase, and the problem-solution phase (Stauss & 

Seidel, 2014) (Goodwin & Ross, 1990), but they actually pervade the entire complaint 

conversation. The communication during the whole process of complaint handling is very 

important to the success of restoring customer satisfaction (Stauss & Seidel, 2014). 

Particularly important soft skills related to customer complaint management are 

communication skills, conflict management, and empathy. Content-related aspects that must 

be taken into account are initial wording, problem repetition, conflict settlement, problem 

solution, and concluding wording (Stauss & Seidel, 2014). There are three possible outcomes 

for each of the scenarios: (1) The player completes the complaint conversation successfully, 

(2) the player leaves the conversation, or (3) the player is inactive for a certain amount of time 

and fails to react to repeated requests of the customer, which will cause the customer chatbot 

to terminate the conversation. 

Post-role-play reflection. Irrespective of how the complaint conversation ends, the actual 

role-play phase is (possibly time-delayed) followed by a reflection phase. In contrast to 

ColCoMa, CuCoMaG offers explicit support for group reflection, meaning several participants 

who individually played the game come together to reflect on and discuss their performance 

together with an expert who moderates the session. There are numerous reasons why group 

reflection can be advantageous. Generally, people have a consciousness of themselves (Greif, 

2008). They are able to observe their own actions and reflect on themselves. According to 

Eckensberger, people are potentially self-reflective subjects (Eckensberger, 1998). However, 

not only are people capable of self-reflection, but they are also capable of reflection in groups 

to which they feel they belong. The need is strong to share and compare reflections with 

others. In addition, reflections open access to higher forms of learning and conscious change 

in the individual's or group's actions (Greif, 2008). Individual self-reflection is a conscious 

process in which individuals reflect on and address their ideas and actions related to the real 

and ideal self-concept. In addition, outcome-based self-reflection describes the process in 

which the person not only consciously reflects on herself, but also develops inferences for 

future actions or self-reflections in the process. Deliberate self-reflection requires the 

activation of intuitive self-awareness. Outcome-oriented group self-reflection is the process 

by which members of a group talk about the group self-concept or about actions of individual 

group members and common actions that relate to the real or ideal group self-concept. This 

process of information processing requires linguistic communication but can also function 

through non-linguistic means. Prerequisites for group reflection are the activation of prior or 

contemporaneous individual self-awareness and reflection processes within the group (Greif, 

2008). There are numerous factors that can support but also disrupt self and group reflections. 

Communication can be a possible trigger and supporting factor for reflection (Greif, 2008). In 

a study by Spafford and Haarhoff (2015), intervision was found to provide better containment 

for most students and broaden their perspectives (Spafford & Haarhoff, 2015). Based on these 
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findings, intervision is suggested as a useful approach to using group reflection. In addition to 

the potential factors, there are also numerous advantages and disadvantages. For example, 

self-reflection can increase motivation to reduce discrepancies between the real and ideal 

self-concept, which can also have a negative effect if it causes the person to confront his or 

her own negative characteristics (Greif, 2008). Another study by Kim et al. (2009) 

demonstrates a greater increase in knowledge through group reflection than through 

individual reflection (Kim, Hong, Bonk, & Lim, 2009). CuCoMaG features a separate group 

reflection tool designed for supporting the group reflection phase. It has been developed for 

use in a collaborative training center environment. It visualizes the performance of the 

participants during the game in a dashboard design. An expert or trainer is supposed to lead 

the discussion, and the tool allows him or her to present and compare the performances and 

results of different players. Due to the fact that the actual gaming session is separated from 

the reflection phase, the trainer can take some time before meeting with the participants to 

review the different chat transcripts, make notes about anything he or she wants to talk about, 

and compare certain characteristics or sequences. The group reflection tool includes several 

components to analyze and visualize important performance data: 

• List of participants: The players who participate in the group reflection session are 

listed with their achieved scores. The trainer can load an unlimited number of 

player files into the system. 

• Charts: Different charts can be selected for visualizing the players’ performances 

during the conversation with the customer chatbot. A bar chart shows how many 

times certain selectable characteristics have been used by each player (e.g., 

especially polite, rude, or aggressive behavior). A line chart displays the players’ 

performance (score) over time. Trainers can directly switch from the line chart to 

a certain point of interest in the chat history by simply clicking on a point in the 

chart.  

• Replay: For each participant of the current group reflection session, a replay of his 

or her chat conversation(s) is available – enriched with annotations generated by 

the system based on the individual performance analysis. 

• Notepad: A notepad offers the possibility to make notes about each participant. 

Chat messages from the replays can be directly copied into the notepad and 

annotated. 

• Report: A report for each participant can be created from the notepad, which can 

be useful for further consideration and progress. 

The group reflection tool has not been part of the study presented in Chapter 5, but it has 

been re-designed and evaluated in 2020. The additional (so far unpublished) results of this 

follow-up study are described in Chapter 6.1. 

Research questions and hypotheses. The main goal of the mixed-method evaluation study 

presented in Chapter 5 was to investigate whether the developed scenarios and chatbots used 

in them qualify for a real training situation. Here again, qualitative and quantitative methods 

have been used to gain insights regarding the playability of the prototype and the perception 

of the chatbots from the users’ point of view. It was assumed that the game experience and 

perception of the chatbots for participants who played the second scenario (compromising 
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customer) differed from the experience of those who played the third scenario (dominating 

customer). Specifically, it was assumed that the results differ in the dimensions tension, 

negative affect, and challenge of the GEQ4 (hypothesis 1). Furthermore, the assumption was 

that the results differ in the dimensions comfortable, thoughtful, polite, responsive, and 

engaging (hypothesis 2). In addition, it was assumed that participants with prior experience 

in complaint management perform better than participants without prior experience. 

Experimental Design. 20 participants (average 26.05, SD = 7.99, 15 females, 5 males) 

participated in the evaluation study; 4 of those participants indicated that they had prior 

experience in customer complaint management. After a short introduction, all participants 

played the first scenario in order to familiarize themselves with the user interface and the 

interaction mode. After completing this scenario, they played either the second or third 

scenario – the distribution was randomized. As an external resource, all participants received 

a checklist including basic rules for handling complaints (Stauss & Seidel, 2010). After the 

gaming session, the participants filled out several post experiment questionnaires to secure 

their experiences and perceptions during the game. In addition, they were given the 

opportunity to describe their experience with and impression of the game in their own words.  

Method of analysis. Like in the previous study, a mix of subjective and objective measures 

was used, which is particularly important in the analysis of serious games, as both the learners’ 

feelings and motivation and objective criteria such as performance are relevant in this field 

(see Chapter 1.1.4). The subjective measures include the questionnaires (demographic data 

and prior experience, GEQ, EduTechRPG questionnaire, and Holtgraves questionnaire; 

detailed information about these questionnaires can be found in Chapter 1.1.4) and the 

qualitative interviews. The interview was mainly used to: 

a) identify possible weak points, fix bugs, and improve the overall game experience 

afterwards, 

b) find out which strategies and problem-solving approaches players apply when 

problems occur during the conversation and if these strategies are successful, 

c) find out how the participants of the study perceived their own performance during the 

game.  

Objective measures were mainly based on the evaluation of the chat protocols. They were 

primarily used to complement the results from the questionnaires and interviews and analyze 

the performance of the chatbots. The chat protocols were evaluated in regard to the answer 

quality of the chatbots. Three categories of answers were defined: constructive, 

comprehensible, and nonsensical. Each of the chatbot answers was assigned to one of these 

categories through human coding, which was based on a clear operational classification based 

on the works of Shawar and Atwell (Shawar & Atwell, 2007). Furthermore, the frequency of 

uses for each of the sentence openers was counted in order to find out which of them were 

used frequently, rarely, and not at all. The success in the game was operationalized in two 

ways: (1) the relative score (absolute score divided by the number of text inputs, and (2) the 

 
4 See Chapter 1.1.4 for detailed information about the questionnaires 
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total number of text messages because a rapid completion of the scenarios is assumed to 

indicate effective complaint management.   

Evaluation results. Significant differences between the results of participants of the two 

groups could only partially be found. There were significant differences in the GEQ dimension 

negative affect but not in the dimensions tension and challenge. Furthermore, significant 

differences in the dimensions thoughtful, polite, responsive, and engaging of the Holtgraves 

questionnaire, but not in the dimension comfortable. The lack of more significant results could 

have been caused by two major issues: First, the number of participants was rather small 

(methodical condition). Second, the participants were asked to evaluate the perception of 

both scenarios played (either scenario 1 and 2 or scenario 1 and 3) combined (possible 

experimental design issue). Nonetheless, both groups perceived the chatbots as human and 

skilled irrespective of the conversational style and attitude, which indicates a high quality of 

the chatbot implementation. However, no significant results regarding the performance 

between experienced and inexperienced participants could be found, because the small 

sample size (n=4) did not allow for statistical tests. In general, although no generalization can 

be made due to the small sample size and some of the original assumptions could not or only 

partially confirmed, the results of the study are promising and showed that the approach of 

the game in general was assessed positively and the scenarios were perceived as realistic. It 

could be validated that the chatbot’s discussion style has an influence on the players’ 

perception of both the chatbot and the game experience, which underlines the successful 

dialog modeling. 

 Dimensions of the Design of Serious Role-Playing Games for the Training of 

Social Skills 

Based on the experience gained during the creation of the framework, the development of 

the application scenarios, and the conduction of the evaluation studies, a set of dimensions 

or challenges that constitute important aspects in relation to the design of serious role-playing 

games for the training of social skills has been derived (detailed explanations on the single 

points can be found in Chapter 2) (Othlinghaus-Wulhorst & Hoppe, 2020): 

1. Learning context: The learning context represents the basis of a serious game and 

relates to its theoretical foundation and the desired learning outcomes. Serious games 

have a great motivational potential, but this potential needs to be used to convey the 

pedagogical goals and learning objectives, i.e., the goal of the game should be aligned 

to learning outcomes as much as possible. The learning objectives need to be mapped 

onto concrete game mechanics, and learners should be given the opportunity to put 

the skills to be learned into practice in order to facilitate their acquisition (Naido, Ip, 

& Linser, 2000). Furthermore, it is important that the game’s setting is appropriate for 

the learning context (Whitton & Hollins, 2008) and the selected topic (Salen & 

Zimmerman, 2004), and the chosen scenario and storyline need to fit the thematic 

context and use real concepts (Pivec, 2009). Moreover, the educational design must 

be based on an underlying corpus of background theories, otherwise the desired 

outcome cannot be ensured. 
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2. Technical architecture and set-up: The technical architecture refers to the concrete 

technical implementation of a serious role-playing game and the underlying system 

architecture, as well as the technologies and tools used for it. In general, major 

technical and implementational issues are flexibility, reusability, and 

extensibility/adaptability. In addition, the use of chatbots in such games entails some 

major challenges, such as natural language processing, for which different approaches 

and technologies are available. 

3. Dialog models and degrees of freedom: This aspect relates to how the communication 

between the player(s) and non-playing virtual characters is carried out, structured, 

and controlled. In general, there are different interaction modes available (Brusk & 

Björk, 2009). In dialog-centric play settings, there is a range of communication models 

from fully pre-defined single choice inputs based on underlying conversation trees to 

sentence openers to free text input. Sentence openers seem to be a good compromise 

because they limit the possible inputs (making it easier to understand the general gist 

of a message) while still offering players a means to formulate their own inputs and 

express themselves more freely.  

4. Feedback and scaffolding elements and mechanisms: These elements are essential for 

the transfer of learning to the real world and can be integrated in many different ways. 

In general, it can be differentiated between ingame feedback (implicit feedback 

during the role play session) and aftergame feedback (overall summary and specific 

annotations provided after the role play session). Both are important factors for 

enabling reflection. Scaffolding refers to intelligent mechanisms for support and 

guidance, which are provided to enable learners to master the challenges of the game 

and achieve the desired learning goals. Adaptation and personalization are key factors 

for education, which means that a serious game should adapt to the learners’ level of 

knowledge, skills, progress, and performance (Bellotti, Berta, De Gloria, & Primavera, 

2010).  

5. Relation between immersion and reflection: The relation between these two 

components refers to the general question whether phases of immersion and 

reflection should overlap or occur separate from each other. While there are 

approaches claiming that it might be beneficial to have reflection processes take place 

within the game itself (Yusoff, Crowder, Gilbert, & Wills, 2009), there is reason to 

assume that immersion is actually hindering critical self-reflection (see Chapter 

1.2.1.1). Accordingly, phases of immersion and reflection should be separated from 

each other and enforce role distance, allowing the learners to take over an outside 

perspective during the reflection phase. 

6. Collaboration support: Collaboration support relates to the number of human players 

involved and the question whether it supports collaborative learning. There is a grown 

interest in the use of collaborative technologies for learning scenarios and the positive 

effects of collaborative learning have already been confirmed by recent research 

(Whitton & Hollins, 2008). In general, the integration of collaborative elements in a 

serious game may increase motivation and foster the development of cognitive skills 

(Romero, Usart, Ott, Earp, & de Freitas, 2012), and also provides multiple perspectives, 

create self-awareness of the learning process, thus make learning more authentic and 
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relevant (Whitton & Hollins, 2008). However, not in all scenarios it makes sense to 

include collaborative elements – it always depends on the context, the scenario and 

the learning objectives. There should always be a common goal and the tasks 

incorporated in the game should only be solvable by the players working together 

(Wendel, Gutjahr, Göbel, & Steinmetz, 2013), otherwise it does not make sense to 

integrate collaborative elements. 

This set of dimensions and challenges in the design of serious role-playing games for the 

training of social skills constitute important aspects for the conceptualization, description and 

comparison of such games and can serve as a solid base for game developers and designers in 

this field. It is very important to deal with these aspects during the design process of serious 

role-playing games and to make informed decisions after contrasting different approaches 

and strategies and selecting those that are most suitable in the given context. 

 Contributions of the included publications to different research topics 

The following compilation (Table 2) summarizes the main research topics the selected 

publications building the core of this thesis are focusing on, and maps them onto the 

dimensions described in the previous section. While all of them are located in the same subject 

area, follow the same conceptual and technical approach and generally deal with the same 

aspects, the concrete research objectives and fields of applications vary and also the particular 

focus is different between the publications. 

The core of this thesis is made up of the following four publications: 

[OH20] Othlinghaus-Wulhorst, J., Hoppe, H. U. (2020). A Technical and Conceptual Framework 

for Serious Role-Playing Games in the Area of Social Skills Training. Frontiers in Computer 

Science. 2(28), doi: 10.3389/fcomp.2020.00028. 

[OJHH18] Othlinghaus-Wulhorst, J., Jedich, A., Hoppe, H. U., Harrer, A. (2018). Using Eye-

Tracking to Analyze Collaboration in a Virtual Role Play Environment. In International 

Conference on Collaboration and Technology (pp. 185-197). Springer, Cham. doi: 10.1007/978-

3-319-99504-5_15 

[OH16] Othlinghaus, J., Hoppe, H. U. (2016). Supporting Group Reflection in a Virtual Role-

Playing Environment. In International Conference on Intelligent Technologies for Interactive 

Entertainment (pp. 292-298). Springer, Cham. doi: 10.1007/978-3-319-49616-0_30 

[OMH19] Othlinghaus-Wulhorst, J., Mainz, A., Hoppe, H.U. (2019). Training Customer 

Complaint Management in a Virtual Role-Playing Game: A User Study. In European Conference 

on Technology Enhanced Learning (pp. 436-449). Springer, Cham. doi: 10.1007/978-3-030-

29736-7_33 

It is important to mention that the publications are not embedded in this cumulative 

dissertation in chronological order; instead they are ordered and grouped based on their 

content: Although the journal article (Chapter 2) is chronologically the last one, it is the first 

to occur in this thesis as it provides a comprehensive overview of the developed framework 

including its conceptual and technical components as well as general dimensions and 

challenges in the design of serious role-playing games. Thus, it constitutes the basis for the 
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concrete scenarios and case studies presented in the subsequent chapters. Chapter 3 

describes a case study based on a scenario designed for the training of conflict management 

skills in a workplace-oriented context. A first version of this application has been developed in 

2012 (Emmerich, Neuwald, Othlinghaus, Ziebarth, & Hoppe, 2012), and after several re-

iterations it has been evaluated within in the scope of the eye-tracking study in 2018 with 

focus on analyzing collaboration quality in this collaborative scenario. Chapters 4 and 5 both 

deal with a case study based on a scenario designed for the training of customer complaint 

management, but the focus is different. While Chapter 4 represents an earlier, more 

preliminary work describing the general characteristics of the original prototype and mainly 

focusing on the technically supported group reflection process, Chapter 5 focuses on the 

evaluation of playability, game experience, and perception of the virtual role-playing 

environment as well as the interaction with the different chatbots integrated in the scenario. 

The other publications have not been included as dedicated chapters in this thesis, for 

different reasons: The article of Emmerich et al. (Emmerich, Neuwald, Othlinghaus, Ziebarth, 

& Hoppe, 2012) is relevant in the context of this work as it laid the cornerstone of this work, 

but it has been published before the actual start of the research series presented in the thesis. 

The work of Doberstein et al. (Doberstein, et al., 2016) is relevant in the context of this thesis 

too, but it is only a demo paper and the subsequent works (Othlinghaus & Hoppe, 2016) 

(Othlinghaus-Wulhorst, Mainz, & Hoppe, 2019) provide much more elaborate research works 

concerning the presented scenario. The article of Harbarth et al. (Harbarth, et al., 2018) is only 

peripherally related to this research work, namely in regards to mix-methods studies in online 

learning environments. 
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Publication 
 

Main Focus 

Chapter 2: 
[OH20] 

Chapter 3: 
[OJHH18] 

Chapter 4: 
[OH16] 

Chapter 5: 
[OMH19] 

Multi-agent Architecture 
Technology/Implementation (dimension 2) 

X   X 

Chatbot Implementation 
Technology/Implementation (dimension 2/3) 

X   X 

Automated Performance Analysis 
Technology/Implementation (dimension 2/4) 

X    

Feedback Generation 
Technology/Implementation (dimension 2/4) 

X   X 

Group Reflection Support 
Conceptual Approach (dimension 5) 

  X  

Adaptive Feedback 
Conceptual Approach (dimension 4) 

X    

Collaboration Support 
Conceptual Approach (dimension 6) 

 X   

Scenario Design 
Conceptual Approach (dimension 1) 

 X  X 

Levels of Difficulty 
Conceptual Approach (dimension 4) 

   X 

Game-based learning 
Theoretical Background 

X    

Frameworks for Designing Serious Games 
Theoretical Background 

X    

Social Skills Training  
Theoretical Background (dimension 1) 

X    

Conflict Management 
Theoretical Background (dimension 1) 

 X   

Customer Complaint Management 
Theoretical Background (dimension 1) 

  X X 

Mixed-method Approach 
Evaluation/Methodology 

 X  X 

Eye-tracking 
Evaluation/Methodology 

 X   

Collaboration Quality 
Evaluation/Methodology 

 X   

Collaboration Awareness 
Evaluation/Methodology 

 X   

Game Experience 
Evaluation/Methodology 

   X 

Usability 
Evaluation/Methodology 

   X 

Chatbot Perception and Performance 
Evaluation/Methodology 

 X  X 

Table 2: Contributions of the included publications to different research topics 
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2 A TECHNICAL AND CONCEPTUAL FRAMEWORK FOR SERIOUS ROLE-

PLAYING GAMES IN THE AREA OF SOCIAL SKILLS TRAINING 

This paper was published in the journal Frontiers of Computers Science as part of an article 

collection on serious games (category: Original Research). This journal publishes research 

across all areas of fundamental and applied computational sciences, focusing especially on the 

application of computer science to other research domains to foster interdisciplinary research 

within computational sciences. Frontiers ranks as the 5th most-cited publisher among the 20 

largest publishers in 2020. The paper was accepted on June 24, 2020 and published on July 31, 

2020. 

 

Othlinghaus-Wulhorst, J., Hoppe, H. U. (2020). A Technical and Conceptual Framework for 

Serious Role-Playing Games in the Area of Social Skills Training. Frontiers in Computer 

Science. 2(28), doi: 10.3389/fcomp.2020.00028 © 2020 Othlinghaus-Wulhorst and Hoppe. 

Frontiers in Computer Science works under a Creative Commons License, Attribution 4.0 

International (CC BY 4.0). 

 

Author Contribution % 

Julia Othlinghaus-
Wulhorst 

- Main responsibility in the design, 
implementation and evaluation of the games 
ColCoMa and CuCoMaG 

- Co-development of the framework 
- Writing of main manuscript 

80% 

H. Ulrich Hoppe - Co-development of the framework 
- Research planning and guidance 
- Text revision 

20% 
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3 CASE STUDY: CONFLICT MANAGEMENT  

USING EYE-TRACKING TO ANALYZE COLLABORATION IN A VIRTUAL ROLE PLAY 

ENVIRONMENT 

This paper was presented at the 24th International Conference on Collaboration and 

Technology (CRIWG) 2018 and published as part of the Lecture Notes in Computer Science 

book series (LNCS, volume 11001). The conference is a major forum for academic researchers 

to exchange their experiences related to the development and use of collaboration technology 

and has a strong focus on technology design and development. 

 

Reprinted by permission from Springer Nature: Springer Nature, Collaboration and 

Technology. CRIWG 2018. Othlinghaus-Wulhorst, J., Jedich, A., Hoppe, H. U. & Harrer, A.: 

Using Eye-Tracking to Analyze Collaboration in a Virtual Role Play Environment. © Springer 

Nature Switzerland AG (2018) 

 

Author Contribution % 

Julia Othlinghaus-
Wulhorst 

- Main responsibility in the design, 
implementation and evaluation of the game 

- Conceptualization of the evaluation study 
- Writing of main manuscript 

60% 

Anna Jedich - Conduction of the evaluation study 
- Statistical evaluation 

15% 

Andreas Harrer - Research planning and guidance 
- Setting up of lab environment (for eye-tracking) 
- Text revision 

15% 

H. Ulrich Hoppe - Research planning and guidance 
- Text revision 

10% 
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4 CASE STUDY: CUSTOMER COMPLAINT MANAGEMENT (1) 

SUPPORTING GROUP REFLECTION IN A VIRTUAL ROLE-PLAYING ENVIRONMENT 

This paper was presented at the 8th International Conference on Intelligent Technologies for 

Interactive Entertainment (INTETAIN) 2016 in the context of a workshop titled “Virtual Agents 

for Social Skills Training” and published as part of the Lecture Notes of the Institute for 

Computer Sciences, Social Informatics and Telecommunications Engineering book series 

(LNICST, volume 178). While the conference itself covered the topics of serious games, 

interaction technologies, persuasion and motivation, exertion games, game studies, and novel 

applications and tools, the workshop explicitly focused on virtual agent applications that are 

intended for the training of social skills. 

 

Reprinted by permission from Springer Nature: Springer Nature, Intelligent Technologies for 

Interactive Entertainment. INTETAIN 2016. Othlinghaus, J. & Hoppe, H. U.: Supporting Group 

Reflection in a Virtual Role-Playing Environment. © ICST Institute for Computer Sciences, 

Social Informatics and Telecommunications Engineering (2017) 

 

Author Contribution % 

Julia Othlinghaus-
Wulhorst 

- Main responsibility in the design, 
implementation and evaluation of the game 

- Writing of main manuscript 

80% 

H. Ulrich Hoppe - Research planning and guidance 
- Text revision 

20% 
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5 CASE STUDY: CUSTOMER COMPLAINT MANAGEMENT (2) 

TRAINING CUSTOMER COMPLAINT MANAGEMENT IN A VIRTUAL ROLE-PLAYING 

GAME: A USER STUDY 

This paper was presented at the 14th European Conference on Technology Enhanced Learning 

(EC-TEL) 2019 and published as part of the Lecture Note in Computer Science book series 

(LNCS, volume 11722). 41 research papers have been selected from 149 submissions (27.52% 

acceptance rate). The contributions reflect the debate around the role of and challenges for 

meaningful technologies and advances such as artificial intelligence and robots, augmented 

reality and ubiquitous computing technologies and connecting them to different pedagogical 

approaches, types of learning settings and application domains that can benefit from these 

technologies. 

 

Reprinted by permission from Springer Nature: Springer Nature, Transforming Learning with 

Meaningful Technologies. EC-TEL 2019. Othlinghaus-Wulhorst, J., Mainz, A. & Hoppe, H. U.: 

Training Customer Complaint Management in a Virtual Role-Playing Game: A User Study. © 

Springer Nature Switzerland AG (2019) 

 

Author Contribution % 

Julia Othlinghaus-
Wulhorst 

- Main responsibility in the design, 
implementation and evaluation of the game 

- Conceptualization of the evaluation study 
- Writing of main manuscript 

60% 

Anne Mainz - Re-design of the prototype 
- Conduction of the evaluation study 
- Statistical Evaluation 

30% 

H. Ulrich Hoppe - Research planning and guidance 
- Text revision 

10% 
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6 CONCLUSION 

This chapter presents additional research results of a study on the customer complaint 

management scenario conducted in 2020, which have not been published yet. Furthermore, 

the main findings of this thesis will be summarized and future perspectives elaborated. 

6.1 ADDITIONAL RESULTS 

Following the experiments described in Chapters 3 and 4, an additional study on the customer 

complaint management scenario (CuCoMaG) has been conducted, this time with emphasis on 

the post role play group reflection phase. This subsection summarizes the (so far unpublished) 

results of the study. 

In 2020, the whole training system was re-designed, amended and polished in regard to the 

following aspects: 

• The design was improved to foster easy and intuitive use (Figure 3). 

 

Figure 3: Amended chat interface 
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• The rather long textual introduction in the beginning of the game was transformed 

into a cartoon-like intro (Figure 4). 

 

Figure 4: Cartoon-like introduction 

• An interactive tutorial was added for introducing the user to the interface and its 

capabilities before being engaged in the actual scenarios (Figure 5). 

 

Figure 5: Interactive tutorial 

• The existing scenarios were improved upon and polished, and one additional scenario 

was added. 

• A virtual tutor was added to accompany and guide the user through the course of the 

game and provide support when needed (Figure 6). 

 

Figure 6: The virtual tutor in CuCoMaG 
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• A questionnaire for self-assessment was integrated to allow for a comparison between 

the perception of the own performance and the actual adduced performance (Figure 

7). 

 

Figure 7: Embedded Self-assessment questionnaire 

• The group reflection tool was completely re-designed, improved and amended (Figure 

8). 

 

Figure 8: New group reflection tool 

The main goals of the study were to find out whether the new design is appealing to the users, 

whether users who already had prior experience with customer complaints perceive the game 

to be immersive, and especially whether the new group reflection tool can support reflection 

processes. This is the first study, which primarily focuses on the (post role play) reflection 

phase. 

In order to explain the evaluation procedure and results, it is necessary to first describe the 

functionalities of the re-worked group reflection tool. As shown in Figure 8, the new user 

interface of the group reflection tool includes a navigation bar at the top and a list of 

participants at the left. This list shows the current participants of the group reflection session 

and their total scores achieved in the previous gaming session. With help of the button at the 

bottom, it is possible to add data of as many users as desired. The navigation bar contains the 

three main functionalities “statistics”, “replay”, and “self-assessment”. The first menu point 

statistics offers different visualizations of the users’ performances in form of bar or line charts. 

The bar chart (Figure 9) shows how many times the selected characteristics were used by each 
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of the players. Any characteristic combinations are possible, and the chart dynamically adapts 

to selections and deselections. The players can be selected (or deselected) in the chart itself 

(at the bottom).  

 

Figure 9: Bar chart 

The line chart works in a similar way. It displays the development of the players’ score in the 

course of the whole chat conversation. Upon selecting one or more characteristics (e.g., 

rudeness), dots in different shapes appear on the line chart, representing the messages where 

those specific characteristics applied. By hovering the mouse over a message, a small box 

(tooltip) appears, which shows more detailed information, including the score and the 

characteristics which applied in that specific message. The contents of the tooltips, including 

the texts and the corresponding colors, are generated dynamically based on the 

characteristics selected by the user. Trainers can directly switch from the line chart to a certain 

point of interest in the chat history by clicking on a point in the chart. The display changes to 

the conversation view and highlights the selected message. 

 

Figure 10: Line chart 

The second menu point “replay” allows the user to open chat transcripts of the players’ 

gaming sessions, which makes it possible to go through the course of the complaint 

conversations again retrospectively. In the selected replay, the respective player’s inputs are 

augmented with helpful system-generated annotations based on the results of the analysis 
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agents. The replay was extended by additional functionalities: Similar to the charts, it is now 

possible to view more than one dialog in parallel, i.e., the user can view up to two replays 

simultaneously. The two replays are displayed directly next to each other and easy navigation 

and systematic comparison between them is possible. In this way, the players can quickly learn 

how to uncover their own mistakes by seeing how another participant of the group reflection 

session handled the customer complaint process. Another function that has was added within 

the scope of the re-design is the keyword search. With help of this function, it is possible to 

search for specific words within the chat protocols for easy navigation.  

The third option, “self-assessment”, allows a contrasting juxtaposition of the results of the 

self-assessment survey each player completed right after the gaming session and the actual 

result in form of a grouped bar chart showing the different parameters like rudeness, 

unfriendliness, politeness, etc. as well as the respective frequencies of occurrence within the 

course of the gaming session. The absolute frequencies are mapped to the discrete values 

“rarely”, “sometimes”, “often”, and “very often”, which have been used in the game’s self-

assessment form. This form of comparison is supposed to support the reflection process. 

According to Dewey and Schön, the beginning of a reflection process is usually triggered by a 

discrepancy experience (Dewey, 1933) (Schön, 1983) and this is what the self-assessment 

function is drawing on. If persons perceive a difference between their own assessment and 

their actual behavior, they begin to locate the difficulties that led to the discrepancy (Dewey, 

1933). This process can be supported by, for example, checking the replay, which helps to 

identify specific behaviors and actions responsible for the results. This way, the tool can help 

to find approaches towards a solution. 

The following passages summarize the results of the study conducted with the re-worked 

prototype.  

Research questions and hypotheses. The main goals of the study were to test whether the 

design and gameplay improvements are well received by the users and to evaluate whether 

the group reflection environment is a suitable tool for supporting reflection processes and if 

users can work with the provided functionalities. Concretely, one aim was to find out whether 

the participants (i.e., more than half of them) find the new design better than the old design 

(hypothesis 1). It was also tested whether participants who had already come into contact 

with customer complaints find the game immersive (hypothesis 2). In addition, it was 

examined whether the participants (i.e., more than half of them) understood and used the 

self-reflection features in the group reflection tool (hypothesis 3). 

Experimental Design. 33 participants (average 26.88, 19 females, 14 males) participated in 

the evaluation study, from which 22 had already contacted a customer complaint center in 

the past and 4 had already worked in customer complaint management. After the introductory 

comic, all participants completed the interactive tutorial and played the second scenario. Like 

in the previous study, all participants received a checklist including basic rules for handling 

complaints (Stauss & Seidel, 2010). After the gaming session, the participants filled out several 

post experiment questionnaires. These included the GEQ to retrieve their experiences and 

perceptions during the game as the first questionnaire. After that, a printout with the new 

and old design was presented to the participants, who then had to fill out a self-designed 
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questionnaire about the design. On a five-point Likert scale, the participants had to rate 

specific design aspects (e.g., “I like the layout better in the new design”, “I like the old logo 

better.”, “The level display in the new design has helped me know where I am in the game.”). 

After that, there was a switch to the group reflection tool, in which the participants had to 

complete four tasks. These four tasks were:  

1. Bar Charts: The participants were asked to compare the results of a given user with 

their own results and to find differences in the performance. In addition, they had to 

explain what these differences show them and what they could tell from the 

differences. 

2. Line Charts: Here again, the participants were asked to compare the results of a given 

user with their own results and to find differences in the performance. The task is 

similar to the first one, only based on a different chart.  

3. Replay and search function: First, the participants were asked to find utterances with 

specific annotations (#aggression and #rudeness) in two given chat protocols (one of 

them is the protocol of the current user and the other one a prepared sample. They 

were asked to copy the concerned message into the notepad and explain what these 

annotations mean and why specific messages are marked with these. Second, the 

participants were asked to use the search functions to find differences or 

abnormalities between the two given replays and comment on why the concerned 

messages are noticeable and in what way they differ from each other. Third, the 

participants were asked to convert their written notes into a PDF file. 

The whole process – including the answers to the given tasks – was observed and documented 

by the experimenter. The perceived usability of the group reflection tool was assessed with a 

short version of the Usability Experience Questionnaire (Schrepp, Hinderks, & Thomaschewski, 

2017). Finally, the participants answered some demographic questions and whether they had 

ever been in contact with customer complaints (and if so, how often), and whether they had 

worked in the field of customer complaint management. 

Method of analysis. For the validation of the first hypothesis, which states that more than half 

of the subjects prefer the new design to the old design, the cumulative values of the individual 

subjects for the design questionnaire were determined. Then, the mean of the sum scores of 

all subjects was calculated. For the confirmation of the hypothesis, with a maximum sum value 

of 75, at least a mean value of 37.5 was necessary. For the second hypothesis, which states 

that subjects who have already come into contact with customer complaints find the game 

immersive, the participants who had indicated in the questionnaire that they had already 

contacted a customer complaint center or had already worked in customer complaint 

management were first filtered out. The GEQ was then evaluated from these 22 participants, 

with a special focus on immersion. For this purpose, the mean values of all subjects were 

evaluated for all questions with a focus on immersion. Finally, the third hypothesis was tested, 

which states that the functions for reflection in the group reflection tool were understood and 

used by more than half of the subjects. For this purpose, the data of the respective 

experimenters were evaluated. For each function, it was checked whether it was used and 

understood in a meaningful way. Thus, for each function, a maximum value of 33 subjects 

could be achieved who understood and used the function. 
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Evaluation results. Regarding the first hypothesis, the evaluation showed a mean value of 

59.45, which is above the critical value. The range of 41 - 69 is also still above the critical value. 

Thus, the first hypothesis was confirmed. Although not all of the design decisions made were 

equally well received by the participants, it can nevertheless be stated that none of the 

changes were predominantly evaluated negatively. Regarding the second hypothesis, the 

statistics show that although only one question is below the minimum mean of 2.5 to be 

achieved ("it felt like a rich experience" = 2.45), the remaining questions are also only slightly 

above the mean to be achieved. Thus, the hypothesis is not rejected here either, but it should 

be viewed very critically. On the one hand, the subjects felt mostly ingenious and interested 

in the story of the game, but on the other hand, the game did not feel like a rich experience 

for the majority of the participants. One possible reason for this could be the small sample 

size. In addition, some participants were unable to advance to the third phase of the level 

without a hint from the experimenter, so the experimenter had to intervene. Furthermore, 

not all player utterances were understood by the chat bot, which could be due to the bot's 

lack of comprehension on the one hand, and grammatical and orthographic errors by the 

participants on the other. As a result, the customer conversation may have been perceived as 

unrealistic by the players. These aspects may have compromised the immersion. Regarding 

the third hypothesis, the results show that the functionality of the line and bar charts as well 

as the replay were understood and used by all 33 subjects. In the case of the search function 

of the replay, 29 of 33 subjects used the search function in an appropriate way. This clearly 

confirms the third hypothesis. Overall, all hypotheses could be confirmed, although the 

confirmation of the second hypothesis should be viewed rather critically. In addition, although 

on the one hand all the hypotheses that were formulated were supported, the way they were 

formulated made it impossible to evaluate them by common statistical means, such as a t-test, 

which is why procedures such as summation were used. As a result, no statistically significant 

results could be found. However, if the procedures are applied correctly, this aspect should 

not make the results less meaningful. 

In summary, this additional study focused on one aspect that has not been evaluated within 

the scope of the main publications included in this thesis: reflection support. While the other 

studies focused mainly on the role-playing part of the game environments, this study aimed 

to find out if the group reflection environment is a suitable tool for supporting reflection 

processes and users can work with the provided functionalities, and the results confirm this. 

6.2 SUMMARY 

This subsection summarizes the most important developments and findings of this work from 

different perspectives (design perspective, technical perspective, and evaluation perspective): 

Serious games have been established as an efficient medium in education and professional 

training in recent years. They have the capability to be effective tools to promote learning and 

encourage behavioral change, and they constitute a vital instrument for a variety of education 

and training scenarios. The combination of the serious gaming approach with role-playing is 

particularly promising, as authentic simulated environments provide mobile, safe, and 

continuable settings for learners, in which they can assume roles in particular contexts, 
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explore new situations, and learn how to act and react without fearing consequences in the 

real world. 

A special challenge for this kind of game is shaping the pedagogical outcomes, as the effects 

generally depend on post-role-play reflection. Without feedback and reflection, the transfer 

to real world situations cannot be ensured. Computer-supported analyses can help to track 

and evaluate the learners’ performances, generate feedback, and provide structured 

recordings enriched with helpful features like integrated indexing, navigation instruments, 

search functions, and cross references between different media and data sources. 

This thesis presented a technical and conceptual framework for the development of serious 

role-playing games designed for the training of specific social skills involving chatbots in dialog-

centric settings. From the design perspective, the framework is characterized by three 

distinctive conceptual features: 

1. Chat-like interaction with AI-controlled chatbots 

2. Strict separation of the immersion phase (role-playing) and the reflection phase (either 

individually or in a group) 

3. Adaptive feedback and individual performance analyses 

From the technical perspective, the implementation is based on three main components: 

1. Sophisticated dialog-modeling based on AIML and additional tricks resulting in 

chatbots that adapt to the player’s behavior 

2. A multi-agent blackboard system as the technical basis, which enables performance 

optimization due to parallel processing and allows to keep components independent 

from each other 

3. Intelligent support for automated performance evaluation and feedback generation 

The presented framework facilitates the development of serious virtual role-playing games in 

several ways. First, it provides not only a conceptual basis for the development, but rather a 

complete game structure including all relevant components. The framework provides all basic 

mechanisms needed to develop a chatbot-based serious role-playing game, such as the inter-

operability between GUI, chatbots and agents through a tuple space and thus represents a 

kind of modifiable prototype. Second, it allows for tailoring and adapting a given basic 

architecture with very limited effort, which means that it can easily be adjusted to many 

different settings and use cases. In order to develop a new application scenario, the following 

components would need to be amended or added: 

1. A specific GUI with sentence openers 

2. A new set of AIML scripts (chatbots) 

3. A possible modification and/or extension of the analysis agents 

Compared to role-playing with real actors, the player has to invest much less in this kind of 

training and is not tied to the willingness of other people to play. The player can learn from 

mistakes without being observed by others or having to fear consequences in the real world, 

which is especially helpful for shy learners. However, the conversation in such environments 

is less natural because the player is interacting with a bot and is bound to a fixed number of 
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sentence openings. Furthermore, the chatbots' nonverbal feedback is limited by the technical 

possibilities. 

In addition to the concrete framework, a set of general dimensions and challenges in the 

design of serious role-playing games for the training of social skills has been formulated: 

1. Learning context (theoretical foundation and desired learning objectives) 

2. Technical architecture and set-up (technologies and tools used for the technical 

implementation, basic system architecture) 

3. Dialog models and degrees of freedom (communication structure with virtual 

characters ranging from predefined answers to sentence openers to free text input) 

4. Feedback and scaffolding elements and mechanisms (essential for enabling reflection 

processes and offering support and guidance to the learners) 

5. The relation between immersion and reflection (separation or integration of phases of 

immersion and reflection) 

6. Collaboration support (number of human players involved in the game and possibility 

to enable collaborative learning) 

This set of dimensions and challenges constitutes important aspects for the conceptualization, 

description, and comparison of such games and can serve as a solid base for game developers 

and designers in this field. It is very important to deal with these aspects during the design 

process of serious role-playing games and to make informed decisions after contrasting 

different approaches and strategies and selecting those that are most suitable in the given 

context. 

Based on the presented framework, two different innovative case studies have been 

presented in this thesis, one scenario for the training of workplace-oriented conflict 

management (ColCoMa) and one for customer complaint management (CuCoMaG). Both 

scenarios were enhanced in several development cycles and evaluated regarding different 

aspects. The evaluation studies show that the developed scenarios are perceived as useful and 

realistic and may qualify for real training situations. Furthermore, all studies presented within 

this thesis underline the benefits and importance of mixed-method studies combining 

quantitative and qualitative data and, first and foremost, subjective and objective data. This 

approach allows a more complete and synergetic utilization and evaluation of data and 

enables the alignment of personal feelings, assessment, and motivation with objective criteria 

such as player performance. 

The following compilation (Table 3) provides an overview of the different methods and 

instruments used in the presented studies: 
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       Quantitative Methods       Qualitative Methods 

Subjective Methods • SUS Usability Test (Brooke, 1996) 

• Usability Experience 
Questionnaire                  
(Schrepp, Hinderks, & 
Thomaschewski, 2017) 

• Game Experience       
Questionnaire (Ijsselsteijn, De 
Kort, & Poels, 2013) 

• Holtgraves Questionnaire 
(Holtgraves, Ross, Weywadt, & 
Lin, 2007) 

• EduTechRPG Questionnaire 
(Dell'Aquila, et al., 2017) 

• Interpersonal Attraction 
Questionnaire (McCroskey & 
McCain, 1974) 

• Group Awareness Questionnaire 
(Mock, 2017) 

• Pre-structured 
Interviews 

• Self-developed 
Questionnaires 

Objective Methods • Player Performance / success in 
game (system-generated 
performance analysis and 
feedback, total and relative 
score, completion time, achieved 
milestones) 

• Eye-tracking 

• Observation 

• Evaluation of chat 
protocols 

 
Table 3: Overview of mixed methods and instruments 

The conducted studies show that specific methods can be combined particularly well as they 

complement each other effectively. Eye-tracking, for example, turned out to be particularly 

suitable as an accompanying method for analyzing collaborative aspects in the context of 

serious role-playing games, and can be combined well with qualitative objective measures 

(like the human evaluation of chat protocols based on clear operational classification 

schemes) as well as subjective measures in order to compare and contrast the subjective 

assessment of players with objective data. In general, it can be concluded that the 

combination of at least one subjective and one objective method is advisable, as well as the 

combination of quantitative and qualitative methods.  

It has also been shown that player performance is an important objective measure that is 

required for several purposes (e.g., to compare the performance of players with and without 

prior experience in the area of interest or to relate it to certain experimental conditions). 

Player performance can be operationalized based on different parameters (e.g., system-

generated performance analysis and feedback, total and relative score, completion time, 

achieved milestones). Ideally, the operationalization should involve both data tracked and/or 

generated by the system and human evaluation based on clear operational classification 

schemes. 
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6.3 FUTURE PERSPECTIVES 

This final subsection elaborates on future perspectives for the research field based on this 

thesis. 

 Further developments 

In general, and based on the proposed framework, more scenarios and use cases could be 

developed in various fields of application. The framework has the potential to be applied to 

numerous areas of application of professional training in the field of social skills. The flexible 

architecture and the clear conceptual set-up allow for the system being easily tailored to other 

scenarios without major implementational effort. Thus, it may serve as a scaffold and enable 

other researchers to build upon this work and develop a range of serious role-playing games 

tailored to the needs of the respective application scenario and target group. 

The promising results obtained in the presented studies could be expanded in larger studies 

and applied to various contexts. To evaluate serious role-playing games in their intended fields 

of application, it would make sense to test the training scenarios directly in companies that 

might use this kind of training software for the professional training of their employees. It 

would be particularly sensible to observe and analyze group reflection situations, because this 

was not part of the existing evaluation studies yet.  

In regard to the aspect of collaboration, further studies are needed to identify more factors 

that are influencing collaboration quality to improve collaborative processes in serious role-

playing games. In Chapter 3, the convergence of visual foci of attention (measured through 

eye-tracking) has been identified as one of these factors, but several other factors might have 

an influence as well. This aspect is especially interesting for future research in this field as 

there are still many open issues – in collaborative role-playing games specifically and learning 

environments in general – to improve learning and collaboration. 

Of course, the framework can be further enhanced. As of now, scaffolding, adaptation, and 

personalization are incorporated in the framework only to a limited extend. Augmenting these 

dimensions therefore proposes a significant challenge for future research. Future work could 

also include chat awareness tools, which, for example, indicate if a chat message has been 

read or if the dialog partner is currently composing a message. Learner profiles would allow 

to track the progress of the learners and propose tasks with a suitable level of difficulty for 

them. Additional support mechanisms could be integrated for less experienced learners (with 

the option to deactivate them for more advanced learners). 

 New implementational approaches 

One of the main challenges during the implementation was the realization of the chatbots’ 

behavior, which leads to the general question whether AIML is a sufficiently rich language for 

the realization of intelligent chatbots like the ones used in the presented scenarios. Although 

AIML is certainly easy to use, its capabilities are fairly limited. AIML chatbots are passive in 

their nature and work purely based on pattern matching algorithms, which can be only 

overcome by using external triggers. Furthermore, AIML is not designed to support multi-user 
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conversations. That means, AIML chatbots cannot differentiate between two or more players 

or identify the sender of a message – in the presented framework, tricks were employed to 

work around this issue by, for example, introducing different sentence openers for different 

users. Modern chatbot technologies rely on advanced techniques, such as information 

extraction and machine learning, but these chatbots are difficult to implement and need to be 

trained on large datasets of question-answer pairs, which is not always possible. However, it 

appears reasonable to explore and test other chatbot technologies. 

Another main implementational issue that arose in the context of this work is the use of 

sentence openers for the communication with chatbots. On the one hand, these pre-defined 

sentence fragments represent a scaffolding mechanism for the players and also simplify the 

interpretation of the player input enormously. Through the sentence openers, the 

conversation can be structured without strictly defining dialog sequences like in graph-based 

conversations. In addition, they allow defining of the general gist of a message (e.g., 

affirmation, rejection, asking a question), which limits the number of possible inputs and 

facilitates the interpretation of a message. On the other hand, the use of sentence openers 

limits the possibilities of expression and may push players into a certain direction. All in all, 

sentence openers seem to be a good compromise, which limit the possible inputs on the one 

hand (making it easier to understand the general gist of a message), but still offers players to 

formulate their own inputs and express themselves more freely.   

 Theory- and evidence-based serious game design 

As described in Chapter 1.1.1, there is a broad interest in the potential of serious games as 

vehicles for learning and training, and the training of social skills is a specific domain of note. 

However, it can be observed that there is a general lack of evidence-based and theory-driven 

models for creating and evaluating serious games. But without a solid theoretical foundation 

and the use of well-proven learning strategies, design principles, and development methods,  

a) the transfer of acquired knowledge and skills to the real world cannot be ensured and 

b) it is impossible to assess the efficacy of serious games.  

While several models and frameworks exist for the general design of serious games, most of 

these are only describing fundamental components and formal design approaches without 

concrete design or implementation guidelines. Furthermore, the are no models or frameworks 

specifically addressing the design of serious role-playing games. The framework developed 

within the scope of this thesis is trying to fill this gap by providing concrete conceptual and 

technical guidelines for the design and implementation of such games in order to foster a 

systematic approach and optimized efficacy and evaluability. The provided technical 

framework presents a solid basis for further development, which can be enhanced and 

optimized in order to make it even more adaptative and customizable. 

In conclusion, the outcome of this thesis constitutes a step towards a systemized, evidence-

based, and theory-driven design and implementation of serious role-playing games for the 

training of social skills in dialog-centric settings with virtual characters. Furthermore, the 

repository of mixed methods used in the conducted studies can be utilized for research in 

various areas in the landscape of serious games and learning environments evaluation.  
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