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Zusammenfassung 

Single photon avalanche diode (SPAD)-Array-Detektoren mit ihrer Einzelphotonen-

Empfindlichkeit und Pikosekunden-Zeitauflösung eignen sich besonders gut für den 

Nachweis der geringen Photonenanzahl, die bei einer Chemilumineszenzmessung 

erzeugt werden, sowie für die Bestimmung der Fluoreszenzlebensdauer, die typi-

scherweise im Nanosekundenbereich liegt. In dieser Dissertation wurden die 

Schlüsselparameter untersucht, die SPAD-Array-Detektoren aufweisen müssen, um 

für Lumineszenz-basierte biomedizinische Anwendungen eingesetzt werden zu 

können. Zwei Anwendungsgebiete wurden dabei untersucht, zum einen der Nach-

weis von Pathogenen in einem kompakten Chemilumineszenz-basierten Messsys-

tem und zum anderen die Fluorophor-Differenzierung mittels Fluoreszenzlebens-

dauer in einem Durchflusszytometrie-Messsystem.  

Anhand von experimentellen Messungen an zwei zu diesem Zweck entwickelten 

Messaufbauten und mit Hilfe geeigneter Monte Carlo-Simulationen war es möglich 

SARS-CoV-2 RNA und ssDNA in verschiedenen Konzentrationen nachzuweisen. Da-

bei konnte gezeigt werden, dass die von der WHO als akzeptabel definierte Nach-

weisgrenze (106 Kopien/ml) mit dem Aufbau und einem geeigneten Assay von 

1.8 ⋅ 105 Kopien/ml theoretisch erreicht werden kann. Auch wurden die Hauptfak-

toren bestimmt, um die Nachweisgrenze weiter zu senken. Mit dem zweiten 

Messaufbau wurde im nächsten Schritt, die Genauigkeit und Präzision der Fluores-

zenz-Lebensdauer-Bestimmung und der Einsatz zur Fluorophor-Differenzierung un-

tersucht. Dazu wurde die Abhängigkeit der Genauigkeit und Präzision der bestimm-

ten Fluoreszenzlebensdauer von der Photonenzahl und der Detektionsrate ermittelt 

und die erforderlichen Parameter des SPAD-Array-Detektors, wie Pixelzahl und Zeit-

auflösung, bestimmt. Der auftretende Pile-Up-Effekt, der die Messdauer begrenzt 

und mit zunehmender Pixelzahl abnimmt, kann schon mit 30 Pixeln verringert wer-

den, sodass die Fluoreszenzlebensdauer bereits in Mikrosekunden-Messdauern 

bestimmt werden kann. 

In Fällen wie beispielsweise der Differenzierung und Charakterisierung von Patho-

genen, ist eine Differenzierung einer Vielzahl von Fluorophoren in einem Gemisch 
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notwendig. Hierbei bietet die Differenzierung durch fraktionierte Beiträge mittels 

Fluoreszenzlebensdauer einen zusätzlichen Multiplexfaktor, auch wenn das Limit 

der spektral differenzierbaren Fluorophoren erreicht ist. Dabei konnte gezeigt wer-

den, dass die Anzahl der differenzierbaren Fluorophore hauptsächlich durch die 

Differenz zwischen den vorliegenden Fluoreszenz-Lebensdauern limitiert ist, die bei 

zwei Fluorophoren mindestens 0.5 ns betragen muss. Durch den Einsatz künstlicher 

neuronaler Netze konnte die Genauigkeit und Präzision der ermittelten fraktionel-

len Beiträge im Vergleich zur üblich verwendeten LS-Fit-Methode weiter erhöht 

werden. Zur Verifizierung dieser Methode für den Einsatz in der Durchflusszytomet-

rie wurden einzelne fluoreszierende Mikropartikeln trotz eines hohen Hintergrund-

Fluoreszenz-Anteils von etwa 50 % bei einer Fluoreszenzlebensdauerdifferenz von 

0.7 ns differenziert. Aus diesen Messergebnissen lässt sich schlussfolgern, dass es 

theoretisch möglich ist, etwa 5000 Zellen oder Partikel pro Sekunde mit dem hier 

verwendeten SPAD-Array-Detektor zu differenzieren. Für die beiden untersuchten 

Anwendungen wurden in dieser Dissertation erfolgreich die Anforderungen an den 

Messaufbau und den SPAD-Array-Detektor ermittelt, was die Entwicklung von maß-

geschneiderten SPAD-Array-Detektoren ermöglicht. 
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Abstract 

Single photon avalanche diode (SPAD) array detectors, with their single photon sen-

sitivity and picosecond time resolution, are particularly well suited for detecting the 

small number of photons produced in a chemiluminescence measurement and for 

determining fluorescence lifetime, which is typically in the nanosecond range. In 

this dissertation, the key parameters that SPAD array detectors needs to have in 

order to be used for luminescence-based biomedical applications were investigat-

ed. Two application areas were investigated, one being the detection of pathogens 

in a compact chemiluminescence-based measurement system and the other being 

fluorophore differentiation using fluorescence lifetime in a flow cytometry meas-

urement system. 

Using experimental measurements on two measurement setups developed for this 

purpose and suitable Monte Carlo simulations enabled the detection of 

SARS-CoV-2 RNA and ssDNA at different concentrations. It was shown that the de-

tection limit defined as acceptable by the WHO (106 copies/ml) can theoretically 

be achieved with this setup and a suitable assay of 1.8 ⋅ 105 copies/ml. The main 

factors were also determined to further lower the detection limit. Using the second 

measurement setup, the next step was to investigate the accuracy and precision of 

fluorescence lifetime determination and its use for fluorophore differentiation. For 

this purpose, the relation of the accuracy and precision of the determined fluores-

cence lifetime to the photon counts and the detection rate were investigated, and 

the required parameters of the SPAD array detector, such as pixel count and time 

resolution, were determined. The pile-up effect, which limits measurement dura-

tion and decreases with higher pixel number, can be reduced with as few as  

30 pixels, so that the fluorescence lifetime can already be determined in microsec-

ond measurement durations. 

In cases such as pathogen differentiation and characterization, differentiation of a 

large number of fluorophores in a mixture is necessary. Here, differentiation by 

fractional contributions using fluorescence lifetimes provides an additional multi-

plexing factor, when the limit of spectrally differentiable fluorophores is reached. It 
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was shown that the number of differentiable fluorophores is mainly limited by the 

difference between the fluorescence lifetimes present, which must be at least 

0.5 ns for two fluorophores. By using artificial neural networks, the accuracy and 

precision of the determined fractional contributions could be further increased 

compared to the conventionally used LS-Fit method. To verify this method for use in 

flow cytometry, single fluorescent microparticles were differentiated despite high 

background fluorescence fraction of about 50 % at a fluorescence lifetimes differ-

ence of 0.7 ns. From these measurement results it can be concluded that it is theo-

retically possible to differentiate about 5000 cells or particles per second with the 

SPAD array detector used here. The requirements for the measurement setup and 

the SPAD array detector were successfully determined for both applications investi-

gated in this dissertation, enabling the development of customized SPAD array de-

tectors. 
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1 Introduction 

Infections caused by pathogens remain one of the leading causes of death to-

day, and the emergence of the currently ongoing SARS-CoV-2 pandemic places par-

ticular emphasis on this issue [1,2]. To properly treat patients and to contain the 

spread, specific identification of the pathogen is necessary. Especially in emergen-

cies, when accurate determination is required quickly, the currently used detection 

systems are inadequate due to their required laboratory connection [3] and deter-

mination time, which in some cases can take several days [4,5], highlighting the 

need for further research. 

One way to detect pathogens is to bind molecules that emit light after a chem-

ical reaction or after excitation with light, which is known as chemiluminescence or 

fluorescence respectively. The chemiluminescence detection method is used to 

detect trace concentrations of molecules, in which only a few photons are released. 

Therefore, a detector with the highest possible sensitivity is required [6]  

(Figure 1.1 A). The single photon avalanche diode (SPAD) array detector investigat-

ed here has an extremely high sensitivity, which makes it is possible to detect single 

photons. Most commercial instruments have a complex and large optical system, 

thus making a portable operation difficult [7]. For this reason, a compact and simple 

first setup was developed in this dissertation to detect SARS-CoV-2 RNA and single-

stranded (ss)DNA. Optimal design parameters for the measurement setup and SPAD 

array detector were determined by subsequent simulations. 
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Figure 1.1: Schematic representations of the measurement methods investigated here. 
(A) Chemiluminescence: Pathogen-specific molecules bind on a biosensor as they flow 
through a fluidic. Depending on the concentration of the pathogen-specific molecules, a 
chemical reaction with other molecules generates chemiluminescence, which is detected 
as a signal on the SPAD array detector.  
(B) Fluorescence: Excitation of fluorophores within cells with short laser pulses flowing 
through a fluidic channel. The emitted fluorescence is collected by lenses, then passed 
through optical filters and detected by the SPAD array detector. The fluorescence lifetime 
is then determined from the detected decay signals. 

 

In fluorescence, the decay behavior after excitation with a laser pulse can be 

used as a characteristic parameter, called fluorescence lifetime (FL), to distinguish 

molecules or certain states from each other [8]. Since these times are in the ns 

range, a SPAD array detector with a corresponding time resolution is used for the 

second setup developed in this dissertation. In addition to the design parameters of 

the SPAD array detector required for FL determination, the possibility of increasing 

the multiplexing degree to differentiate multiple molecules was investigated and 

Flow cytometry was selected as a possible application. In this method, suspended 

cells are analyzed during a flow in a fluidic channel, with only a few microseconds 

available for the measurement time of each cell [9] (Figure 1.1 B). Thus, in this  
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dissertation, the required design parameters of the SPAD array detector for use in 

flow cytometers were also investigated. 

To enable the detection of pathogens chemiluminescence and fluorescence 

use specific molecules, e.g. antibodies [10], DNA, RNA, or proteins, [11,12] to label 

the components characteristic of the pathogens, which in turn can be detected by 

the emission of photons. Detection methods using chemiluminescence use the 

attached molecule as a catalyst, which drives a chemical reaction that results in the 

emission of photons. A well-known example of this is the glow of fireflies, which are 

able to emit photons without the influence of the sun and can be seen in the dark 

[13]. However, the reactions used for detection of molecules required a catalyst 

that is bound to the pathogen characteristic molecule. As a result, the number of 

photons emitted is dependent on the concentration of the targeted pathogen. In 

order to be able to detect low pathogen concentrations, detectors are therefore 

required which, in the ideal case, can detect individual photons, as is the case with 

the SPAD array detector. [14] 

When it is necessary to characterize and distinguish between many different 

pathogens, matching dyes are attached to the pathogen-labeled molecules, which, 

after being excited with light, also emit light, with the spectral range in which this 

process takes place being characteristic of the dye used. This process is called fluo-

rescence and the dyes used for it are called fluorophores. Because the spectral 

range for each fluorophore extends over a certain width, the maximum distinguish-

able number of fluorophores and thus the number of distinguishable pathogens is 

limited. One way to distinguish fluorophores despite a spectral overlap is to use the 

characteristic intensity decay after an excitation, called fluorescence lifetime (FL). A 

well-known example are glow-in-the-dark stickers, which, after excitation by indoor 

lighting or sunlight, continue to glow in the dark for an extended period of time 

[15]. Nevertheless, the process occurring in this example is called phosphorescence 

and associated lifetimes are in the range of seconds and minutes. The FLs of fluoro-

phores, on the other hand, are in the range of a few nanoseconds and can only be 

determined using detectors with an appropriate time resolution, as is the case with 

the SPAD array detector. [8] 
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The photo multiplier tube (PMT) detector is a component used in many expen-

sive measurement systems. The PMT has a high sensitivity, which allows the detec-

tion of weak signals at low pathogen concentrations. They are also used in flow 

cytometry since they offer a time resolution in the ps range. However, PMTs are not 

suitable for compact and mobile applications due to their size, the required supply 

voltage of several hundred volts, their fragility and high cost [16]. 

SPAD array detectors, based on solid-state technology, which have only be-

come commercially available in recent years, have the potential to compete with 

PMTs due to their single photon sensitivity and offer time resolution in the ps range 

[16]. Integrated preprocessing and a pixelated detector design also allow data to be 

analyzed more rapidly with less spatial requirements. Another advantage of SPAD 

array detectors is the mass production on wafers, which reduces costs and allows 

them to be used in the private sector, e.g. some commercially available  

Apple (Apple Inc., USA) products are already equipped with a SPAD array detector 

[17–19]. Many SPAD array detectors have been developed for applications in the 

biomedical field, usually with a high number of pixels and also a high time resolu-

tion. The resulting high complexity leads to more processing steps required and 

thus to higher costs. [20] 

A particular advantage of SPAD array detectors over PMTs is the pixelated de-

tector design, which allows FLs to be determined in fractions of a second instead of 

several minutes [8,21]. This opens up further applications that were previously lim-

ited, such as the combination of flow cytometry and time-domain determined FL 

[22]. The FL from fluorophores and its change is used in many applications such as 

to study molecular interactions [23,24], or for multi-parametric bioassays [25]. 

However, it is also possible to use the determined FLs to obtain the fractional con-

tributions of the individual fluorophores in a mixture and to allow differentiation 

when this is not possible due to overlap of the emission spectra [26]. Background 

fluorescence, generated by unbound fluorophores or autofluorescent molecules in 

the medium, can make it further difficult to differentiate the desired fluorescence 

[27], which is why it is also possible here to differentiate the desired fluorescence 

using the fractional contributions based on the FLs. 



1. Introduction 13 

 

 

To determine the necessary design parameters of the SPAD array detector and 

the optimal setup for chemiluminescence detection for pathogen detection, a 

measurement system for SARS-CoV-2 detection was developed in Chapter 3. Vari-

ous SARS-CoV-2 RNA and ss-DNA concentrations were then successfully detected 

and compared with the sensitivity of a plate reader equipped with a PMT. Monte 

Carlo simulations were then used to determine the optimal SPAD array detector 

and measurement system parameters for detecting even lower pathogen concen-

trations. 

In Chapter 4, another SPAD array detector measurement system was devel-

oped to investigate the necessary system parameters to determine the characteris-

tic FLs. Using Monte Carlo simulations and verified by experiments, it was possible 

to show how many photons are required for an FL determination and how the re-

spective SPAD parameters affect the measurement time of a FL determination. The 

results showed that FL determinations are possible at µs measurement durations 

with only 30 pixel. For the differentiation of fluorophores present in a mixture, in 

Chapter 5 the determination of fractional contributions based on FLs was investi-

gated, using fluorophores with overlapping spectra. For this purpose, different 

fluorophore mixtures were studied at various concentrations. Monte Carlo simula-

tions were then used to determine the maximum possible fluorophore number and 

required FL differences. By using artificial neural networks (ANN), which have only 

recently started to be used to determine FLs [28], it was then shown that the de-

termination of fractional contributions could be improved compared to the con-

ventionally used method. 

In Chapter 6, the SPAD array detector measurement system developed here for 

FL determination was used to investigate the possibility of differentiating and 

counting microparticles during a flow cytometric measurement, despite high back-

ground fluorescence in the same spectral region. This was accomplished by experi-

ments with different fluorophores in the medium, and Monte Carlo simulations to 

determine the necessary fractional contributions and photon counts up to which 

differentiation of microparticles is possible. This was then used to derive the maxi-

mum possible flow rate possible with the SPAD array detector utilized. In summary, 

the investigations performed here made it possible to determine the required  
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system parameters of SPAD array detectors needed for pathogen detection by 

chemiluminescence in compact and mobile applications and for differentiation in 

fluorophore mixtures based on FLs in flow cytometry. The studies performed here 

provide a basis on which SPAD array detector chips can be designed specifically for 

these applications. 



 

 

2 State of the Art 

2.1 Luminescence 

The term "Luminescenz" was used for the first time by the German physicist 

Eilhardt Wiedemann in 1888 [29] and describes the emission of light  

(Latin “Lumen”) from a substance that is in an excited state, where the excitation 

can occur in a variety of ways, such as a chemical reaction or by absorption of pho-

tons [30]. However, even long before this time, people could observe processes in 

nature in which light is produced by luminescence, such as aurora borealis, fireflies, 

or even with wood and rotting fish [31]. 

2.1.1 Chemiluminescence 

In the process of chemiluminescence, first described by Radziszewski in 

1877 [32], one of the resulting products after a chemical reaction is in an electroni-

cally excited state so that it emits light in the visible range (𝜆 = 300 to 800 nm 

[33]) once the ground state is reached. Chemiluminescence reactions generally use 

a substrate and an oxidant with some cofactors, allowing two different processes, 

direct and indirect, by which the reaction can proceed. In a direct chemilumines-

cence, the product is obtained, which emits photon in the process. In an indirect 

chemiluminescence, on the other hand, an intermediate product is first obtained, 

which can either transfer the energy to another molecule to release the photon, or 



16 2. State of the Art 

 

 

must first be converted to an excited state product for the emission of the photon. 

In some cases, a catalyst is also used for these reactions. [6] 

One of the best known examples of direct chemiluminescence is the oxidation 

of luminol (5-aminophthalylhydrazides) as substrate in alkaline medium, using hy-

drogen peroxide as oxidant and metal ions (such as Fe(II), Cu(II), Co(II)), or enzymes 

(such as horseradish peroxidase (HRP)) as catalysts (Figure 2.1). This reaction is 

often used to detect the presence of the catalysts. An advantage of this detection 

principle is that the enzymes used as catalysts can be coupled to any antibody or 

antigen. To be used in an assay, however, the enzymes must provide a high quan-

tum yield and not interfere with the physicochemical properties of the coupled an-

tibody or antigen. [34] 

 

Figure 2.1: Proposed mechanism for the CL reaction. Luminol (left) reacts in an alkaline 
medium and with an oxygen molecule to 3-aminophthalate (right) with a nitrogen mole-
cule, two water molecules and the emission of a photon (adapted from [34]). 

 

Chemiluminescence is applied in a wide range of analytical chemistry and is 

often used in biomedical and environmental analysis. One important field is immu-

noassay methods, which allow quantification of almost all analytes at nano- and 

picomolar levels [35]. This method is most commonly used in conjunction with 

standardized multi-well plates on laboratory instruments that allow parallelized 

analysis, such as plate readers. However, developments in lab-on-chip technology 

allow these measurements to be performed in microfluidics with much lower use of 

reagents [36]. 
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2.1.2 Fluorescence and its Lifetime 

Another type of luminescence is fluorescence, which describes the emission of 

a photon from a substance after it has been electronically excited by a photon. A 

quantum mechanical description (Figure 2.2) involves the electron being raised 

from its ground state S0 to an S1 or S2 state by absorption of a photon. Since this 

vibrationally and rotationally excited state is thermodynamically unstable, the elec-

tron falls back to the ground state S0. Along the way, the electron falls from S2 to 

the S1 state, however, this state is radiationless and the energy is released as vibra-

tional energy. Whereas during the transition from S1 to the ground state S0 a fluo-

rescence photon is emitted. [6,8] 

 

Figure 2.2: One form of a Jablonski diagram showing the occurrence of fluorescence [8] 
(with permission by Springer Nature). 

 

In addition to the bandgaps between levels in the S1 state and the ground state 

S0, which define the absorption and emission spectra [37], the quantum yield and 

fluorescence lifetime (FL) 𝜏 are among the two most important parameters of a 

fluorophore. A high quantum yield, such as for rhodamine, is achieved when a large 

fraction of the absorbed light is also emitted. The FL, meanwhile, is the average 

time the fluorophore molecule spends in the excited state. However, fluorescence is 

a random process whose emission probability can be described by a multiexponen-

tial decay curve, with 𝛼𝑖 as pre-exponential factors determine the emitted intensity 

𝐼 during time 𝑡. 

 𝐼 =∑𝛼i𝑒
−
𝑡
𝜏i

i

 . (1) 
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There are many cases where fluorophores exhibit mono-exponential behavior, 

where 63% of the molecules have released a photon at 𝑡 = 𝜏 and the remaining 

37% are emitted only thereafter, with FLs in the range of 1 to 10 ns for most fluoro-

phores. [8,38] 

Fluorophores are used to be attached as labels to specific molecules and thus 

make them recognizable. If several fluorophores are used on correspondingly 

different molecules, differences in spectral emission are used to differentiate them, 

usually by means of optical filters. However, if the spectral differences are too small 

to achieve a clear differentiation, it is possible to perform a differentiation using the 

characteristic FL by determining the intensity-related fractional contributions 𝑃 of 

each fluorophore 

 𝑃 =
𝛼i𝜏i
∑ 𝛼i𝜏ii

 . (2) 

If more than two fluorophores are present in a mixture, the determination of 

all factors is usually not achievable because multiple possible solutions are availa-

ble. Although the FL of a fluorophore may change due to its proximity to other mol-

ecules, in most cases these changes are very small or predictable [39]. Therefore, in 

many cases it can be assumed that the FL remains constant even in the mixture, 

enabling a determination of the fractional contributions (Equation 2) even when 

the fluorophore number is high. [8] 

Thousands of fluorescent probes with different properties and applications are 

known. They allow the study of molecular and cellular dynamics, biological and 

biomedical imaging, clinical applications, proteomics, genomics and flow cytometry, 

among others [40]. Research is also being conducted to detect pathogens based on 

fluorophores for private use [41,42]. 
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2.2 Single Photon Avalanche Diode 

In Section 2.1.1 and 2.1.2 the importance of a high sensitivity and time resolu-

tion in luminescence measurements was shown. Conventionally, PMTs are used for 

this purpose, but they are limited in their application by their disadvantages such as 

a bulky size and a single pixel area. Single photon avalanche diodes (SPADs) array 

detectors can be seen as an alternative to this technology, although this technology 

is still very young with the first one being fabricated only in 2003 [43]. Therefore, 

developments that address and improve upon the limitations currently encoun-

tered are to be expected. For this reason, in the research conducted here, a focus 

was placed in the customizable aspect of SPAD array detectors, such as the number 

of pixels and data evaluation, which are independent of the current stage of devel-

opment. 

2.2.1 Operating Principle 

SPADs essentially consist of two differently doped silicon layers forming a  

pn junction, in which free electrons from the n-region recombine with the holes in 

the p-region, leaving space charges of uncompensated solid ions. Since the space 

charges face each other, an electric field is built up, which counteracts diffusion and 

forms a so-called depletion zone at equilibrium. The pn junction is operated in  

Geiger mode, i.e. the applied voltage is higher than the breakdown voltage. If free 

charge carriers are now generated in the depletion region, e.g. by a photon, an ava-

lanche of charge carriers is generated, releasing further charge carriers. This current 

is then detected as a signal and processed further. Since this process is self-

sustaining, the applied voltage of the SPAD must fall below the breakdown voltage 

to stop the generation of charge carriers, which is called quenching. To become 

photosensitive again, the voltage must then be raised back above the breakdown 

voltage. The properties of the SPADs, such as sensitivity, time resolution, or noise 

are determined by the manufacturing processes used and the underlying design. A 

distinction is made here between fixed characteristics, which depend on the  
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SPAD build used, and between design parameters, which can be adapted to the 

specific application as required. [44,45] 

2.2.2  Characteristics 

SPAD array detectors have many characteristics that are limited by current ad-

vances and the fabrication techniques used, such as lithography scale. This includes 

the entire setup with SPAD, quenching and evaluation circuitry. The quenching cir-

cuit used (active or passive) determines how fast the SPAD is reset and thus speci-

fies over what period of time, called dead time, the SPAD is not sensitive. Passive 

quenching is implemented using a high impedance resistor, which causes the volt-

age to drop below the breakdown voltage as soon as the SPAD is activated. Active 

quenching, on the other hand, uses a variable resistor that has a high value to stop 

the avalanche current and a low value when the voltage is applied. When using an 

active quenching circuit, the achievable count rate [46] and the ability to time-gate 

the SPAD [47], among other things, improve. However, this increases the space re-

quired for the circuitry compared to passive quenching, which increases the dis-

tance between SPAD pixels. [48] 

Another characteristic is the dark count rate (DCR), which also depends on the 

SPAD build used. The DCR is a detected signal, which is generated without the influ-

ence of photons and is detected as uncorrelated noise. Causes are: Carrier diffusion 

from the neutral region, thermal generation of electron-hole pairs and band-to-

band tunneling [49]. Cooling the SPAD array detector can reduce the number of 

thermally generated electron-hole pairs and thus the DCR, whereas insufficient 

heat dissipation in turn increases the DCR. Correlated noise manifests itself in the 

context of a triggered SPAD as, a direct re-activation occurs without absorption of a 

photon (afterpulsing), or by neighboring SPADs interfering with each other and thus 

triggering (crosstalk). These can be reduced by a sufficient time interval between 

the charging process after quenching [50] and a higher distance between the 

SPADs [51]. 
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The temporal jitter is the average difference between the time of the incoming 

photon and the detected signal and is determined by the statistical behavior of the 

avalanche breakdown [48]. 

Other parameters that are fixed by the SPAD structure include the quantum 

efficiency and the avalanche triggering probability. The quantum efficiency indicates 

the ratio of how many electron-hole pairs a photon generates in the detector and 

depends, among other things, on the material of the detector (in this case silicon), 

its layer thicknesses and the wavelength of the photons to be detected. The ava-

lanche trigger probability indicates with which probability an avalanche will occur 

after the absorption. However, these parameters will not be discussed further be-

cause they depend on the fabrication parameters and processes used. [52] 

2.2.3 Design Parameters 

 

Figure 2.3: Schematic drawing of the adjustable SPAD array detector parameters. The 
pixel number 𝑁px indicates the number of all pixels in the array with a respective connec-

tion and readout circuit. The fill factor is the ratio of the photosensitive area 𝐴ph to the 

total pixel area. The fill factor decreases with increasing non-photosensitive area 𝐴n. This 
area depends on the protection structures, connections and placement of readout circuits. 
The time resolution 𝑡res is given by the frequency at which data from all pixels is read out 
or buffered. 
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Among the parameters that can be customized for the respective application is 

the time resolution, which is limited by the temporal jitter that a SPAD can achieve 

in the range of a few ps. The actual time resolution is determined by the readout 

circuitry connected to the SPAD. Different time stamp principles, with their respec-

tive advantages and disadvantages, can be used, such as time to digital converters 

(TDCs) or time to analog converters (TACs) followed by analog to digital converters 

(ADCs) [53]. If a high time resolution is selected, the required data rate to be read 

out by the SPAD also increases. By buffering data and reading it out later, high time 

resolutions can be achieved, but it is then not possible to perform successive meas-

urements, since a certain amount of time is required to read out the data from the 

chip. Therefore, a time resolution should be selected that is also required for the 

specific application (Figure 2.3).  

The fill factor (FF) is another important, but only partially customizable, pa-

rameter and describes the ratio between the photosensitive area of the detector 

and the total detector area (Figure 2.3). This is determined by the distance between 

the SPAD pixels, which is present due to the guarding structures, connections and 

readout circuitry. Depending on the requirements for data acquisition and its pre-

processing, it is possible to place it outside the SPAD array area to increase the fill 

factor. [54] 

An optimization of one parameter is often associated with a trade-off of an-

other. For example, increasing the number of pixels increases the area over which 

photons can be recorded, but is also associated with a higher data rate to be read 

out and a lower fill factor, since a higher number of connections have to be routed 

off the SPAD area. 

2.2.4 SPAD Array Detectors 

Applications for SPAD array detectors include those in which distance meas-

urements are used for 3D mapping by means of Light detection and ranging  

(LiDAR), such as the automotive industry for the navigation of autonomous vehicles, 

or for speed controls. This is due to the high time resolution of the SPAD array de-

tector, which makes it possible to perform time-of-flight measurements. This in-



2.2 Single Photon Avalanche Diode 23 

 

 

volves determining the time it takes for a laser pulse to travel back to the detector 

after reflecting off an object, in order to determine the distance traveled based on 

the constant speed of light [55]. Furthermore, in addition to the biophotonics appli-

cations investigated in this dissertation, others are possible, such as Förster reso-

nance energy transfer, single-plane illumination fluorescence correlation spectros-

copy, localization- and entangled photons-based super-resolution microscopy, time-

resolved Raman spectroscopy, near-infra-red optical tomography and positron 

emission tomography [56]. Since the applications of chemiluminescence and FL 

determination were studied here, only the parameters that mainly affect these 

types of measurements were included in the comparison of different SPAD array 

detectors (Table 2.1). 

 

Table 2.1: SPAD array detectors published since 2016 with the comparison of the previ-
ously described design parameters. The excess-bias voltage 𝑉ex is the difference between 
bias and breakdown voltages. In this work SPAD-array No. 7 was used for chemilumines-
cence measurements, SPAD-array No. 8 was used for FL determination. 

No. Pixel 

arrange-

ment 

SPAD 

size 

(µm) 

FF (%) Max. time 

resolution 

(ps) 

Measurement 

transfer time 

(µs) 

Median DCR 

(Hz) @ 𝑽𝐞𝐱 

and 300 K 

Refer-

ence 

1 32x32 19.8 19.5 210 591 360 @ 2.5 [53] 

2 5x5 57 57.5 125 External eval-

uation 

2 k @ 5 [54] 

3 512x512 16.4 10.5 140 10.2 1.97 M @ 6.5 [57] 

4 192x128 5.4 13 33 53.8 25 @ 1.5 [58] 

5 32x64 30 3.14 400 0.02 307 k @ - [59] 

6 32x32 8 10 50 5.3 102 k @ - [22] 

7 8x8 30 14 No 

timestamp 

No single 

measurement 

68 @ - [60] 

8 2x192 12 5.32 312.5 21.25 40 @ 4.7 [61] 
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As described at the beginning of this section, the parameters of new SPAD ar-

ray detectors are expected to improve as development progresses, so recently pub-

lished SPAD array detectors have been used here for comparison (Table 2.1: Nos. 1, 

2, 5 from 2020, Nos. 3, 4 from 2019, No. 8 from 2018, No. 6 from 2016). The SPAD 

array detectors No. 1 to 6, compared here, were developed by different research 

groups, for applications including fluorescence lifetime imaging microscopy (FLIM), 

for which reason, in order to achieve sufficient resolution, they usually have more 

than 100 pixels and mostly equal aspect ratios in both dimensions. Only No. 2 has a 

lower number of pixels, with the focus here being on a higher fill factor. For the 

SPAD array detectors compared here, the pixel size ranges from 8 to 57 µm in diam-

eter. The time resolution of all compared SPAD array detectors is in the  

ps range, except for #7 which has no readout time stamps (see Figure 2.5), with the 

highest being Nr. 4 with 33 ps. The measurement transmission time indicates the 

time after which a measurement can be repeated. The shorter this time, the faster 

the required photon numbers can be obtained and the faster the FL determination. 

Among the SPAD array detectors compared here, no. 5 has the shortest measured 

value transmission time of 20 ns. However, in order for the detected photons to 

register as a signal, they must be above the noise level caused by the DCR, which 

ranges from 25 Hz to 1.97 MHz in this comparison. 

 

 

Figure 2.4: The SPAD array detector used in this work for FL determination. Here, a higher 
fill factor was achieved by relocating the evaluation circuit outside the pixel areas. [62] 
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For the determination of FLs, SPAD array detector No. 8 was selected in this 

dissertation (Figure 2.4). Since FLs were not determined spatially resolved here, a 

pixel array of 2x192 is sufficient to investigate the accelerated FL determination by 

parallel acquisition at multiple pixels. Although the measurement transfer time is 

not particularly low in the comparison shown here, the time stamps of all pixels are 

output after each measurement. The DCR in contrast is one of the lowest in the 

comparison, this is helpful to detect even weak fluorescence signals. 

 

 

Figure 2.5: The SPAD array detector used in this work for CL measurements. Image of the 
8x8 SPAD array detector taken with a microscope with the actual SPADs recognizable by 
the darker dots in the center of the detector. One pixel has a diameter of 30 μm. 

 

In contrast to fluorescence, chemiluminescence usually produces only a few 

photons over a long period of several seconds to minutes, so a time resolution in 

the seconds range is sufficient. For this reason, no time stamps are read out in the 

SPAD array detector #7 used in this dissertation (Figure 2.5), which was developed 

at Fraunhofer IMS. To detect as many photons as possible, the detector should have 

a large photosensitive area, which depends on the number of pixels, pixel size, and 

fill factor. However, the parameters of the SPAD array detector used here are not 

particularly high in comparison. In order to register even weak signals in chemilu-

minescence measurements, the DCR should be as low as possible. Suitable for this 

application, the DCR of the SPAD array detector used here is one of the lowest in 

the comparison. 





 

 

3 SARS-CoV-2 Chemiluminescence 

Detection Using a SPAD Setup 

Since the emergence of Severe Acute Respiratory Syndrome Coronavirus 2 

(SARS-CoV-2) in December 2019, the virus has spread around the world after just a 

few months. Containment issues include the difficulty of diagnosing SARS-CoV-2 

with a high degree of certainty, as not all infected individuals show symptoms and, 

if often, are not noticeable until later in the course of the disease [63]. However, 

the risk of infection exists regardless of whether symptoms occur [64]. Therefore, to 

contain the pandemic, it is of high importance to test the majority of the popula-

tion. Unfortunately, the reverse transcription polymerase chain reaction (RT-PCR), 

which is considered the gold standard, has shown drawbacks in large-scale use, as it 

requires significant laboratory infrastructure and qualified personnel, but also be-

cause there have been occasional bottlenecks in the supply of required reagents 

[65,66]. For this purpose, the Point-of-Care (PoC) rapid diagnostic tests (RDTs) used 

are mostly based on antigen detection (Ag)-RDT, which are cheaper and instead of 

taking several hours, usually provide the test result in less than 30 min, they do not 

require an additional laboratory request, and can be performed by anyone. Howev-

er, the disadvantage of PoC tests is that they are less sensitive than RT-PCR based 

test systems [65]. 
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In this chapter it was evaluated whether a lens-free SPAD-based measurement 

setup has sufficiently high sensitivity to be used for the detection of SARS-CoV-2. 

For this purpose, such a measurement setup, referred to here as a SPAD setup, was 

developed and used to study detection of SARS-CoV-2 RNA and single-stranded 

(ss)DNA. To assess the sensitivity of the SPAD setup, comparative measurements 

were performed on a commercial plate reader and Monte Carlo simulations were 

performed showing the effects of the size, pixel arrangement and number of  

SPAD array detector pixels, biosensor size and any intermediate layers on the de-

tection of the chemiluminescence signal. The results were used to determine the 

limitations of the SPAD setup and to find possible optimization measures. 

3.1 Chemiluminescence Measurement System 

A PoC application usually consists of a low-cost disposable cartridge containing 

the required analytical reagents and an expensive readout device consisting of a 

detector and readout electronics. This concept was used for the SPAD setup devel-

oped here, which features a 2-component system of a cartridge, consisting of a mi-

crofluidic system with biosensors, and a base station, consisting of SPAD array de-

tectors with a field programmable gate array (FPGA) readout unit (Figure 3.2 A). To 

keep size and complexity as low as possible, no lenses were integrated (Figure 3.1). 

The SPAD setup is located in a closed and blackened aluminum box to protect it 

from stray light. The sample to be analyzed enters the microfluidics of the cartridge 

from the outside via connected tubing (Figure 3.2 A). The microfluidic consists of a 

double-sided adhesive tape (𝑑 = 120 μm) with the microfluidic cut to size, glued 

on one side to the polyether ether ketone (PEEK) lid with the tubing connections 

and sealed by a polystyrene (PS) film (Figure 3.1 and Figure 3.2 C). Prior to attach-

ing the films, the biosensors were spotted onto the PS film (described in more  

detail in Section 3.3).  
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Figure 3.1: Schematic sectional view of the SPAD setup. The microfluidic channel consists 
of a cut-to-size double-sided adhesive tape bonded between a polyether ether ketone 
(PEEK) lid and a thin polystyrene (PS) film. Threads for the inlet and outlet are machined 
into the PEEK lid. Chemiluminescence is emitted at the biosensors inside the liquid chan-
nel. To detect this emitted light, the cartridge containing the biosensors is positioned ex-
actly above two SPAD array detectors, with each SPAD chip connected to a flexible film at 
the bottom. The flexible films are perforated above the light-sensitive SPADs and connect-
ed to the respective readout circuits via integrated wiring. 

 

The cartridge containing the microfluidics is attached to the base station by 

two magnets and two positioning pins, so that the biosensors located in the micro-

fluidics are just above the two SPAD array detectors (Figure 3.2 B). 

There are 2 SPAD array detectors attached to the base station, each connected 

via a flex foil to two printed circuit boards (PCBs) necessary for readout  

(Figure 3.2 B). The chips of the SPAD array detector are bonded to the bottom of 

the flex sheet, with the photosensitive SPADs capturing photons from the biosensor 

through an opening in the flex foil (Figure 3.1). 



30 3. SARS-CoV-2 Chemiluminescence Detection Using a SPAD Setup 

 

 

 

Figure 3.2: Images of the developed SPAD setup.  
(A) SPAD setup: The SPAD setup is located inside a blackened aluminum box with FPGA 
and SPAD base station. Into the box leads tubing for sample delivery and a USB cable for 
data readout.  
(B) Base station: On the base station is an inserted cartridge (transparent here for visuali-
zation, but non-transparent PEEK material for measurements) below which are the SPAD 
array detectors, connected via flex foil to the respective readout circuit.  
(C) Cartridge: U-shaped microfluidic channel with inlet and outlet, described in more detail 
in Figure 3.1. 
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3.2 Potential of the SPAD Array Detector Measurement Systems 

To detect chemiluminescence, plate readers are conventionally used. Such sys-

tems use standardized multi-well plates, where each well is individually controlled 

and the emitted light is captured via complex optical systems and detected on a 

PMT [67]. To assess the potential of the developed SPAD setup and to estimate the 

detectability of the titration curve with the developed SPAD array detector, the de-

tected chemiluminescence in a plate reader was compared with that in the SPAD 

array detector without using SARS-CoV2 ssDNA and RNA (Figure 3.3). For this pur-

pose, a black multi-well plate was used (Figure 3.3 A 1.), in which a hole was drilled 

at the bottom of a well (Figure 3.3 A 2.) and sealed by vacuum grease using PS foil 

(Figure 3.3 A 3.). Anti-DIG antibody with horseradish peroxidase (HRP)  

(0.1 U/ml and 0.5 U/ml) was incubated on the attached PS film for one night at 4 °C 

and the unbound anti-DIG HRP was washed off the next day (Figure 3.3 A 4.). After 

addition of luminol/H2O2 into the prepared multi-well, chemiluminescence started 

and was measured in the plate reader (Tecan Infinite Pro, SUI) (Figure 3.3 A 5.) and 

above the SPAD array detector (Figure 3.3 A 6.), respectively. 

The measurements were repeated three times with three different wells for 

anti-DIG HRP concentration 5 U/ml and with two different wells for 0.1 U/ml  

(Figure 3.3 B). U is used here as the enzyme unit defining substrate conversion in 

µmol per min. The mean value was then determined from the detected intensities 

of the chemiluminescence measurement of each well and the measurement was 

repeated three times per well. Since the distributions resemble a logarithmic distri-

bution, the geometric means and standard errors were determined from the de-

termined intensity values. 
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Figure 3.3: Comparison between plate reader system and SPAD array detector.  
(A) Multi-well plate preparation steps: (2.) Removal of the well bottom, (3.) sealing of the 
opening with a PS film, and (4.) incubation of anti-DIG antibody with horseradish peroxi-
dase HRP on the PS film. After adding luminol/H2O2, measuring of chemiluminescence in 
(5.) Tecan plate reader and (6.) SPAD array detector at two different concentrations  
(0.1 U/ml and 0.5 U/ml). U is used here as the enzyme unit defining substrate conversion in 
µmol per min.  
(B) Measurement results: Comparison of the measured mean photon count number of 
both measurement systems leads to an offset factor (obtained by overlaying the line fit of 
the Tecan reader on that of the SPAD array detector, red dotted curve) of the Tecan plate 
reader of 67. Error bars in (B) are partially smaller than the markers 
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Measurements at different anti-DIG HRP concentrations showed that the in-

tensity change of the Tecan plate reader and the SPAD array detector decreased in 

the same ratio (Figure 3.3 B). Since a higher intensity could be detected with the 

Tecan plate reader, it is more sensitive by an offset factor of 67 than the SPAD array 

detector directly underneath the multi-well plate. 

Because of safety precautions, the SARS-CoV-2 ssDNA and RNA titration curves 

were performed at Fraunhofer IZI in Leipzig (Section 3.3 and Section 3.4) using a 

different plate reader (Labrox multimode reader, Labrox Oy, FIN). To determine the 

sensitivity difference between the two plate readers, a titration curve was meas-

ured with the same anti-DIG HRP concentrations (Figure 3.4). 

 

Figure 3.4: Comparison between two plate reader systems. Direct comparison between 
the measured intensity of two plate reader systems (Labrox blue and Tecan orange) with 
the resulting offset factor of 2.5, obtained from overlaying the line fits, red dotted curve. 

 

Measurements were performed at three different anti-DIG HRP volumes using 

both Tecan and Labrox plate readers (Figure 3.4). After the measured intensity val-

ues settled to constant values (after 400 s), they were averaged. 

The intensity drops with a similar ratio for both investigated systems, but with 

a determined offset factor of 2.5. Thus, from the two measurements performed, 

the total offset factor is 167.5, which describes the expected sensitivity difference 

in SARS-CoV-2 ssDNA and RNA detections. Since a simplified lens-free SPAD setup 

was developed here, a lower sensitivity is also expected. 



34 3. SARS-CoV-2 Chemiluminescence Detection Using a SPAD Setup 

 

 

3.3 Chemiluminescence Assay 

In the following sections, SARS-CoV-2 ssDNA and RNA measurements are per-

formed and compared on the plate reader (Labrox multimode reader) and SPAD 

setup. These measurements were performed by staff at Fraunhofer IZI in Leipzig, 

Germany, who have the necessary training and safety facilities to handle 

SARS-CoV-2 RNA and ssDNA. 

3.3.1 Assay Principle (pre-hybridization in solution) 

Reliable detection of pathogens is possible using RNA or ssDNA, which pro-

vides the flexibility to adapt an existing assay to the pathogen of interest [68]. The 

assay used here utilizes oligonucleotide probes (ssDNA) and chemiluminescence 

labelling for the detection of SARS-CoV-2 (Figure 3.5). 

 

Figure 3.5: Chemiluminescence assay for the detection of SARS-CoV-2-RNA or ssDNA.  
(A) Immobilization: Capture probe (ssDNA) is immobilized with biotin label to a substrate 
coated with streptavidin.  
(B) Reporter probe: Addition of reporter probe with digoxigenin (DIG)-label and target RNA 
or ssDNA.  
(C) Anti-DIG antibody: Addition of Anti-DIG antibody with horseradish peroxidase (HRP)-
label followed by addition of chemiluminescence substrate (acridan-derivative and HO2). 

 

To evaluate the detection of SARS-CoV-2, an ssDNA corresponding to a frag-

ment of the SARS-CoV-2 genome was used as a synthetic target since the required 

safety precautions are lower and handling is easier, and a purified genomic 

SARS-CoV-2 RNA was used as a real target (Section 3.3.2). To enable binding of the 

target RNA or ssDNA, a capture probe (ssDNA) with biotin label was immobilized on 
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a streptavidin-coated surface (Figure 3.5 A). After attachment of the target RNA or 

ssDNA of interest to the capture probe, a reporter probe (ssDNA) with digoxigenin 

(DIG) label is used, this process is also called "hybridization" (Figure 3.5 B).  

An anti-DIG HRP label was bound to the DIG label to catalytically oxidize the chemi-

luminescent substrate (luminol or acridan derivative) added in the last step in the 

presence of H2O2, generating chemiluminescent emission. 

 

Figure 3.6: Pre-hybridization in solution.  
(A) Incubation: Capture probe, reporter probe, target RNA, and anti-DIG-HRP are incubat-
ed in solution.  
(B) Hybridized complex: A hybridized complex of capture probe, reporter probe, and tar-
get RNA with bound anti-DIG-HRP is obtained.  
(C) Immobilization: This complex is then immobilized to a streptavidin-coated solid sup-
port via biotin-streptavidin binding. 

 

To enable the best possible binding of the target RNA and ssDNA and to ex-

clude as many influencing factors as possible that are difficult to assess (such as 

flow rates, non-specific binding, detachment effects), capture probe, target RNA or 

ssDNA, reporter probe and anti-DIG HRP were prehybridized in a solution for all 

assays performed here using the plate reader and SPAD setup (Figure 3.6 A and B). 

The resulting prehybridized complex was immobilized on a streptavidin-bound sur-

face and catalytically oxidized in the presence of H2O2 using a chemiluminescent 

substrate (acridan derivative) and light was generated by chemiluminescence, as 

shown in Figure 3.6 C. The detailed test protocols performed during the experi-

ments can be found in Section 3.3.3 and 3.3.4. 
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3.3.2 SARS-CoV-2 ssDNA and RNA 

To evaluate the sensitivity of the SPAD setup, the first measurements were per-

formed with the ssDNA (212 pb) of SARS-CoV-2 produced by a symmetric PCR in 

which one DNA strand was dominantly amplified [69]. Measurements performed 

here utilized purified ssDNA separated on a gel from the double-stranded (ds)DNA 

to obtain a purer stock without fractions of the complementary strand, resulting in 

more accurate ssDNA concentration values. The ssDNA used has the following se-

quence: 

 

GTAG CTTGTCACAC CGTTTCTATA GATTAGCTAA TGAGTGTGCT CAAGTATTGA 

GTGAAATGGT CATGTGTGGC GGTTCACTAT ATGTTAAACC AGGTGGAACC 

TCATCAGGAG ATGCCACAAC TGCTTATGCT AATAGTGTTT TTAACATTTG TCAAGCTGTC 

ACGGCCAATG TTAATGCACT TTTATCTACT GATGGTAACA AAATTGCCG 

 

The ssDNA concentration was measured by Qubit Fluorometer  

(ThermoFisher, US) using Qubit ssDNA Assay Kit (Thermofisher, US). The capture 

and reporter probes used (32 bp each) were designed to be complementary to the 

sequences of the inner fragment of the ssDNA: 

 

SARS-CoV-2 capture probe: 5’ ATATAGTGAACCGCCACACATGACCATTTCAC-Biotin 

SARS-CoV-2 reporter probe: 5’ DIG-GCATCTCCTGATGAGGTTCCACCTGGTTTAAC 

 

The SARS-CoV-2 RNA used was isolated from a virus culture and has approxi-

mately 29,900 bp [70]. The genomic RNA concentration was determined by quanti-

tative RT-PCR. 

3.3.3 Assay Protocol for Plate Reader 

The capture probe was immobilized on the surface of a streptavidin plate 

(Pierce™ Streptavidin-coated High Capacity Plates, clear, 8-well strip, Pierce Bio-

technology, US) and 50 μl of capture probe solution (100 pmol of capture probe in 

4x saline-sodium citrate buffer (SSC)) was added to each well. Incubation was then 
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performed for 15 min at room temperature and 500 rpm, and the unbound probes 

were removed in two consecutive 1 min wash steps with 200 μl phosphate buffer 

saline +0.05 % tween-20 (PBST). 

The target (ssDNA or viral RNA or water as a negative control) and the reporter 

probe (5 pmol in 4xSSC) were added in a total volume of 50 μl, the plate was cov-

ered and incubated for 30 min at 50 °C and 500 rpm. The unbound compounds 

were then removed in two consecutive 1 min wash steps with 200 μl PBST. 100 μl 

of anti-DIG HRP (anti-digoxigenin POD (poly) Fab fragments; Roche, GER) diluted 

1: 100 in PBST was added and incubated for 25 min at 25 °C and 500 rpm, fol-

lowed by two 1 min wash steps with 200 μl PBST. 

To generate luminescence emissions upon successful binding, 100 μl of the 

chemiluminescent substrate acridan derivative, Lumigen ECL Ultra (Lumigen Inc., 

US) was added. A conventional plate reader (Labrox multimode reader, Labrox Oy, 

FIN) was used to detect luminescence, taking measurements with a dispenser unit 

in repeated cycles at 30 s intervals for 15 min immediately after addition of the 

substrate. 

3.3.4 Assay Protocol for SPAD Setup 

The following steps to apply the biosensor were performed prior to sealing the 

microfluidics (Figure 3.2 D). In this process, the area of the PS film, above the  

SPAD detector was first coated with streptavidin. For this, 5 μl of a 5 mg/ml strep-

tavidin solution in phosphate buffer saline (PBS) was applied to the channel and 

incubated overnight in a humid chamber at 4 °C. To remove the unbound streptavi-

din, three washing steps were performed in 1 ml PBST each with agitation and the 

films were dried with a gentle stream of nitrogen. 
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Figure 3.7: Microfluidic channel with biosensor array. Fluorescence image of fluorophore 
spots (500 pl per spot, Alexa Fluor 488) analogous to the biosensor, spotted in the micro-
fluidic channel using a nanodispenser. The cartridge was imaged with a fluorescence mi-
croscope in top view without SPAD base station. 

 

The streptavidin-coated area was spotted with 100 μM aqueous solution of the 

capture probe, at 75 spots/channel with a dispensed volume of 1000 pl/spot 

(analogous to array in Figure 3.7) and then washed three times in 1 ml PBST while 

shaking, after which the films were dried with a light stream of nitrogen. 

The target (ssDNA or viral RNA or water as negative control) and the reporter 

probe (5 pmol in 4xSSC) were added in a total volume of 2.5 μl and incubated for 

30 min at room temperature with movements of 200 rpm. Incubation at 50 °C 

causes the reaction mixture to dry out, thus avoiding hybridization. In three con-

secutive 1 min washing steps, the unbound compounds were removed with 1 ml 

PBST, after which the films were dried with a light stream of nitrogen. 

On the hybridization surface of the film, 2.5 μl of HRP enzyme was applied at 

1: 100 dilution in PBST and this was incubated for 25 minutes at room temperature 

while stirring. After this step, the film was adhered to the PEEK lid of the cartridge 

(Figure 3.2 D) and the biosensors were positioned in the closed microfluidic over 

the SPAD array detector. 

The microfluidics were first primed with PBST and then 250 μl of the chemilu-

minescent substrate was pumped through at 200 μl/min. In order to transport the 

chemiluminescent substrate via the tubing to the biosensors, an additional 1000 μl 

of PBST was pumped through at 200 μl/min. The signal recorded at the SPAD array 

detector was recorded using Abios software from AMS. 
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3.4 Detection of SARS-CoV-2 RNA and ssDNA 

In order to detect SARS-CoV-2, either the spike proteins located on the outer 

membrane are detected, or the RNA located in the interior is used, which is usually 

amplified by PCR [71]. The advantage of antigen detection is the high number of 

spike proteins per virus and the ease of use of these PoC test systems, but they 

usually have only a low sensitivity (11-40 % [72]). SARS-CoV-2 detection by RNA 

followed by RT-PCR is considered the gold standard [73], but is only possible in spe-

cialized laboratories with skilled personnel and is therefore associated with high 

costs. Currently, there is no detection method with high sensitivity, easy handling, 

high speed and low cost. 

For this reason, we investigate whether a PCR-free method has the required 

sensitivity to be used as a detection method for ssDNA and RNA and what parame-

ters such a setup must have to meet the requirements. The detection of RNA and 

ssDNA measured using the plate reader (Labrox multimode reader) was repeated  

3 times (Figure 3.8). For this purpose, the mean value of the first 10 measuring 

points of the plate reader was determined for each concentration. From the repeti-

tions, the geometrical mean value and standard deviation was determined for each 

concentration, which is shown in the error bars. 

The determination of the chemiluminescence signal at different ssDNA and 

RNA concentrations (Figure 3.8 A and B) on the commercial plate reader (Labrox 

multimode reader) showed a linear dependence (𝑅2 = 0.98 and 𝑅2 = 0.93, re-

spectively). From the intersection of the linear fit and the negative control with 

three times the standard deviation, the limit of detection (LOD) is  

LODssDNA = 2.4 ⋅ 10
7 copies/ml and LODRNA = 5.7 ⋅ 10

9 copies/ml. The higher 

LOD in RNA detection probably results from the size differences of ssDNA (213 bp) 

and RNA (about 29,900 bp), which strongly affects hybridization efficiency. 
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Figure 3.8: SARS-CoV-2 (A) ssDNA or (B) RNA detection using Labrox plate reader. The 
titration curve measured on the Labrox plate reader shows that as the concentration de-
creases, a lower intensity is detected (blue dots). The limit of detection (purple dashed 
curve) results from the negative control (black curve) without the use of RNA or ssDNA 
with three times its standard deviation (grey dashed curve). 

 

Compared to LOD of some currently approved RT-PCR kits (500 copies/ml 

[74]) and many commercially available Ag-RDT (LOD = 105 to 107 copies/ml [65] 

in direct viral cultures), the method used here has a very high LOD when detecting 

RNA. The sensitivity defined by the World Health Organization (WHO) as acceptable 

(LOD = 106 copies/ml) and desirable (LOD = 104 copies/ml) [75] was also not 

achieved. The number of photon counts at LOD (𝑁c = 1.2 ⋅ 10
5) likely results from 

non-specific bindings, which also occurs in the absence of ssDNA and RNA to be 

detected. An increase can be expected by optimizing the assay protocol (e.g., tem-

peratures used, number of wash steps and concentrations) or increasing the target 

concentration by amplification, the number and area of the biosensor capture 

probes, or the use of auxiliary probes to increase the number of possible bindings 

to the target. The optimization steps of the assay, however, are not the focus of the 

studies performed here, but the sensitivity of the SPAD setup developed here. 
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Figure 3.9: SARS-CoV-2 (A) ssDNA or (B) RNA detection using the SPAD setup. The titra-
tion curve measured on the SPAD setup shows that as the concentration decreases, a low-
er intensity is detected (green dots). The limit of detection (purple dashed curve) results 
from the negative control (black curve) without the use of RNA or ssDNA with three times 
its standard deviation (grey dashed curve). Using the offset factors from Section 3.2 the 
expected calibration curve can be determined (orange dashed curve) and its negative con-
trol (orange curve) with three times its standard deviation (orange dotted curve). 

 

The detection of RNA and ssDNA measured using the SPAD setup was repeated 

5 and 6 times respectively (Figure 3.9). For this purpose, the maximal value during 

the measurement was determined for each concentration. From the repetitions, 

the geometrical mean value and standard deviation was determined for each con-

centration, which is shown in the error bars. DCR is the mean value of all minimum 

values of the individual measurements. 

The results show that at different concentrations (Figure 3.9) resulted in a 

higher but similar LODs (LODssDNA = 1.9 ⋅ 10
9 copies/ml,  

LODRNA = 4.2 ⋅ 10
9 copies/ml) than the previously performed experiments on the 

plate reader (Figure 3.8). 

Using the factor determined in Section 3.2 and the titration curve of the plate 

reader, the expected calibration curve was determined (Figure 3.9 A orange dashed 

curve). The small distance between the expected calibration curve and the ssDNA 

titration curve (Figure 3.9 A red dashed curve) of the SPAD setup shows that the 

lower volume in the microfluidic does not limit the sensitivity of the ssDNA detec-

tion considerably.  
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When comparing the RNA titration curve (Figure 3.9 B red dashed curve) and 

the expected calibration curve (Figure 3.9 B orange dashed curve), it is striking that 

a lower LOD was achieved with the SPAD setup than is theoretically possible. This is 

possibly an error in the Labrox plate reader measurements, because unlike the 

SPAD setup, the Labrox plate reader determined an LOD several orders of magni-

tude lower in the RNA measurements. 

Regardless of the assay used, the measured mean DCR (< 𝑁c >= 48) repre-

sents the lower limit at which clear detection of photons can be differentiated 

(Figure 3.9 blue curve). According to this limitation, in the ideal case (sensitivity of 

the calibration curve at the DCR level), a LODssDNA = 1.8 ⋅ 10
5 copies/ml is possi-

ble and would thus be acceptable according to WHO definition. 

3.5 SPAD Setup Monte Carlo Simulation 

It is possible to further increase the sensitivity of the measurement system and 

the SPAD array detector by adjusting certain parameters. For this purpose, Monte 

Carlo simulations were performed in the following sections. 

Generally, during a chemiluminescence measurement, the chemiluminescent 

substrate converted at the biosensor is catalytically oxidized in the presence of H2O2 

and produces a chemiluminescent emission uniformly distributed in all directions 

(Figure 3.10). Therefore, only half of the generated radiation is emitted in the di-

rection of the detector and is detectable at all (Figure 3.10 b). When this radiation 

encounters a material transition, it is refracted depending on the change in refrac-

tive index (Figure 3.10 a) and, above a certain critical angle, total reflection occurs 

(Figure 3.10 c). The fraction of photons arriving at the detector depends on the dis-

tance traveled. In order to investigate the influences of these parameters on the 

design of the setup, a Monte Carlo simulation was developed, which is more flexi-

bly adjustable compared to an analytical model. [76] 
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Figure 3.10: Schematic model illustrating the influences, for the detection of lumines-
cence photons in the current setup: Number of generated photons, parameters of the 
detector, material transitions and respective layer thicknesses. The generated photons 
radiate equally distributed in all directions, half of them do not radiate in the direction of 
the detector (b), a part is totally reflected depending on the angle of incidence (c) and at 
the intermediate layers the photons are refracted (a). 

 

The Monte Carlo simulation was performed by randomly positioning a large 

number of photons equally distributed on the circularly simplified biosensor  

(Figure 3.11). The generated photons also receive two random spatial angles each 

in order to achieve an equally distributed emission in all spatial directions. Howev-

er, since it is known that only half of the photons are directed towards the detector, 

the spatial angles were limited to half a sphere in the direction of the detector. This 

can save half of the photons generated and thus increase the speed of the simula-

tion. 

 

Figure 3.11: Representation of the developed simulation model. Configurable variables 
(distances, number of photons, number of intermediate layers and their refractive indices, 
detector specifications) allow the determination of optimal parameters. 
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Between the biosensor and the detector intermediate layers can be generated 

in adjusted height and refractive indices, at which reflection and refraction occur. In 

case of refraction, the new angle is obtained by the refraction law  

(𝑛2 sin 𝜃2 = 𝑛1 sin 𝜃1). If reflection occurs (𝛼max = arcsin (𝑛2/𝑛1)), the photon is 

removed from the list of all generated photons. The final position of all generated 

photons is on the plane of the detector. If the position is within one of the SPAD 

pixels in the detector, the photon is considered detected. Since only the fraction of 

the detected photons is evaluated here, the temporal aspect is neglected and the 

position of all photons is calculated simultaneously in parallel. [76] 

 

Figure 3.12: Analytical model and its verification:   
(A) Schematic illustration of the compared analytical model.  
(B) Proportion of detected photons as a function of distance for an analytical simplified 
model (grey dashed) and the Monte Carlo simulation with equivalent settings (red dots) 

 

To verify the developed Monte Caro simulation, a simplified analytical model 

was created. The model assumes a point source where the radiation propagates 

spherically with radius 𝑟 and only the spherical segment with height ℎ is detected 

at the detector. The width of the detector and diameter of the spherical segment 

with 𝑏 and the distance of the biosensor point to the detector with 𝑑 = 𝑟 − ℎ, with 

a spherical area of 𝐴𝐾 = 4𝜋𝑟
2 and an area of the spherical segment of 𝐴𝑂 = 2𝜋𝑟ℎ 

[77] give the fraction of photons arriving on the detector: 
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A good agreement between the two methods can be seen when the simulation 

is adjusted to match the simplifications of the analytical model (Figure 3.12). The 

advantage of the numerical model, however, is that many parameters, such as the 

dimensions of the biosensor and the arrangement of the detector, as well as the 

refraction for different materials and thicknesses, can be studied. 

3.6 SPAD-Chip Specifications 

The SPAD setup developed here uses a cartridge containing a biosensor in a 

microfluidic and a reusable base station with a detector and readout electronics. 

The advantage of this setup is the small biosensor size and the small volume re-

quired, reducing size and complexity compared to multi-well-based systems. How-

ever, the smaller volume also reduces the number of photons emitted at the bio-

sensor, which is why it is necessary that the majority of the generated photons are 

detected for sufficient sensitivity of the system. 

The size of the biosensor has to be chosen in such a way that most of the 

emitted chemiluminescence reaches the detector, otherwise the reagents are not 

used effectively. For this reason, the Monte Carlo simulation developed in  

Section 3.5 was used to investigate the influence of the pixel diameter  

(Figure 3.13 A) and number of pixels (Figure 3.13 B) in relation to the biosensor 

diameter (Figure 3.13 C) on the proportion of detected photons. For higher compa-

rability, the used fill factor, which describes the ratio between the photo-sensitive 

area and the total pixel area, of the simulated SPAD array detectors was set to 64 % 

and only in Figure 3.13 E material transitions with refraction and reflection were 

simulated. 

Figure 3.13 A shows the percentage of detected photons as a function of the 

distance of the biosensor to the detector for a 10x10 pixel array for different pixel 

diameters, where the biosensor diameter was set constant to 𝑑Biosensor = 10 μm. 



46 3. SARS-CoV-2 Chemiluminescence Detection Using a SPAD Setup 

 

 

At low distances, a limit of 𝑝max = 50 % is reached even with large pixel diameters, 

since only half of the photons are emitted in the direction of the detector. With 

high distances a proportionality of 1/𝑑2 is shown, but this proportionality starts 

with increasing pixel diameter at higher distances. It can be concluded that pixels 

with larger diameters can still detect most of the emitted photons even at higher 

distances. Therefore, for a pixel diameter of 𝑑Pixel = 20 μm, a fraction of 10% of 

the emitted photons can still be detected even at a distance of 𝑑 = 100 μm. This 

proportion can be reached at a distance of about 𝑑 = 150 μm for a pixel diameter 

of 𝑑Pixel = 30 μm and at a distance of about 𝑑 = 200 μm for a pixel diameter of 

𝑑Pixel = 40 μm. Thus, with increase in pixel diameter, the achievable distance also 

increases proportionally. Since the DCR of a SPAD array pixel increases with the area 

of the pixel [78] the diameter has to be chosen in a way that the required fraction 

of detected photons can be achieved and the DCR does not lead to loss of sensitivi-

ty. Since the sensitivity increases only slightly beyond the pixel diameter  

𝑑Pixel = 30 μm, we set it to this value for the next simulations to keep the DCR as 

low as possible. The proportion of detected photons at a distance of 𝑑 = 100 μm 

as a function of the number of pixels (Figure 3.13 B) shows that the increase in the 

number of pixels from 1x1 to 10x10 leads to the highest increase in the proportion 

of 15 % and with further increasing pixel number this increase becomes gradually 

smaller. A pixel count of 20x20 requires four times the number of pixels compared 

to the pixel count of 10x10, but the percentage increases by only 7.4 %. Therefore, 

it can be assumed that a pixel number of 10x10 is sufficient to detect the majority 

of the photons. The Monte Carlo simulations also show that the biosensor diameter 

only has a clear influence on the proportion of detected photons when the biosen-

sor diameter exceeds that of the entire detector (Figure 3.13 C). Therefore, to en-

sure the highest possible sensitivity of the SPAD setup, the biosensor must not be 

larger than the detector. 
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Figure 3.13: Optimal specifications for SPAD array detector and biosensor. Proportion of 
detected photons as a function of detector distance for (A) different pixel diameters  
(10 µm blue, 20 µm yellow, 30 µm green, 40 µm red), (B) for different number of pixels at a 
fixed distance of 100 µm to the biosensor, (C) biosensor diameter (10µm blue,  
100 µm yellow, 300 µm green, 500 µm red) for constant detector size, (D) fill factor for 
different pixel arrangements (10x10 pixels dashed orange, 2x50 blue dot-dashed),  
(E) different materials between biosensor and detector. 

 

Depending on the fill factor of the SPAD array detector a certain proportion of 

the photons incident on the SPAD array detector will arrive at the non-sensitive 

area. The fill factor depends on how much space must be used between each SPAD 

for any interconnects and Complementary metal–oxide–semiconductor (CMOS) 

circuitry for data pre-processing. With a pixel arrangement of two parallel rows, it is 

possible to achieve a high fill factor by leading lines and CMOS circuits away and 

placing the SPADs as close to each other as possible. However, with this pixel ar-

rangement, the proportion of photons arriving outside the pixel area also increases. 

Simulation of two different pixel arrangements (Figure 3.13 D, 10x10 and 2x50) 

with the same number of pixels for a distance to the biosensor of 𝑑 = 100 μm 

shows that a 2x50 pixel arrangement does reach only a fraction of detected pho-

tons of 6 % even with a high fill factor of 80 %. The 10x10 pixel array, on the other 

hand, achieves this proportion at a fill factor of 30 % and at a fill factor of 80 % even 
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a proportion of detected photons of 17 % can be achieved. Since the fill factor has a 

major influence on the proportion of detected photons, it should be set as high as 

possible in order to detect as many photons as possible. This can be made possible 

by moving CMOS circuits outside the pixel area. 

However, in reality, the emitted photons have to pass through several layers on 

their way from the biosensor to the detector, which influence the beam path by 

refraction, reflection and absorption. Since transparent materials are usually used 

for this purpose, absorption is neglected in the studies carried out here. The highest 

losses of photons are caused by refraction and reflection at the transition between 

two different materials, which depend on the refractive indices and layer thickness-

es of the two materials. 

The SPAD setup used here has air between the PS film of the microfluidic and 

the SPAD array detector, with a high refractive index transition  

(𝑛PS = 1.59 @ 587.6 nm [79] to 𝑛Air = 1). This causes most of the incoming pho-

tons to be reflected (Figure 3.13 E, left). With an intermediate layer of polydime-

thylsiloxane (PDMS) (𝑛PDMS = 1.44 @ 532 nm [80]) it is possible to increase the 

fraction of incoming photons by a factor of two (Figure 3.13 E, middle). Once the 

cartridge has been inserted, it would probably be difficult to avoid air exposure, 

resulting in a thin air transition layer. The simulation results show that even with a 

thin layer of air between the two layers, the proportion of incoming photons is only 

slightly reduced (Figure 3.13 E, right). The optimization measures shown here can 

help to increase the proportion of detected photons and thus the sensitivity of the 

LoC measurement system. 

These simulations results identified several optimal parameters to further im-

prove the SPAD setup developed here. The SPAD array detector used consists of  

8x8 SPAD pixels and has a pixel diameter of 30 µm with a distance between each 

pixel of about 60 µm and thus a fill factor of about 14 %. The pixel diameter and 

their number correspond approximately to the parameters that were also deter-

mined in the previous section and allow the detection of a high photon fraction  

(Figure 3.13 A and B). The fill factor, on the other hand, can be increased by reduc-

ing the spacing between pixels or by using microlenses [81], which should lead to a 

significant increase in sensitivity. A significant increase in sensitivity can also be  
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expected if the opening of the flex foil above the SPAD array detector is filled with a 

material of a refractive index comparable to that of the PS film,  

e.g. PDMS (Figure 3.13 E). 

The comparison with another developed SPAD setup [82] is difficult because it 

was used in conjunction with fluorescence. Comparing of the DCR, which had a val-

ue below 8000 Hz for 70 % of the pixels there, to the SPAD array detector used here 

with a mean DCR of 48 Hz, show that the SPAD array detector used here, it is ideally 

suited for use as a chemiluminescence detector. 

3.7 Conclusion 

In this chapter, we have demonstrated the detection of SARS-CoV-2 RNA and 

ssDNA using a lens-free measurement setup developed here. The sensitivity de-

fined as acceptable by WHO is technically achievable if the ideal LOD would be at 

the DCR level of the SPAD array detector used. However, the LOD determined from 

the measurements was also far above the currently available Ag-RDT and could not 

be obtained even with comparative measurements on a commercial plate reader. It 

can therefore be assumed that the determined LOD can be improved by optimizing 

the protocol used.  

To further increase the sensitivity of the SPAD setup, Monte Carlo simulations 

were performed to identify the SPAD parameters with the greatest influence. These 

include the fill factor, which should be as high as possible (e.g. by using  

microlenses [81]), and the array arrangement of the SPADs, which could already 

detect a high photon fraction in the range of 10x10 pixels, while the total sensitive 

area being not larger than the biosensor. Reflection and refraction should also be 

reduced as much as possible, e.g. by using interlayers with the lowest possible re-

fractive index differences. 

 





 

 

4 Fluorescence Lifetime 

Measurements using SPAD Array 

Detector 

Measuring the fluorescence lifetime (FL) has gained rising interest in the field 

of biomedicine with numerous applications such as studying molecular interactions 

[23,24], monitoring environmental parameters (pH [83–85], temperature [86], ion 

concentration [87]), and for multi-parametric bioassays [25]. FL is the average time 

a fluorophore remains in the excited state prior returning to ground state by 

emitting a fluorescence photon [8]. Compared to intensity-based fluorescence 

measurement, FL as an intrinsic material parameter has the advantage of being 

independent of fluorophore concentration and thus of intensity [88]. In addition, FL 

is very attractive for multiplexing in bioassays since it allows to distinguish between 

fluorophores with overlapping spectral properties based on their characteristic 

FL [89]. 

There are two main approaches to measure FL, either in time-domain or in 

frequency-domain [90]. FL measurements in the time-domain are advantageous 

over frequency-domain when for instance studying complex multi-exponential de-

cays of the fluorescence signal [8]. In time-domain methods, e.g., time-correlated 

single-photon counting (TCSPC), the sample is periodically excited by a short  
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light-pulse (e.g., laser) and the arrival times of emitted fluorescence photons at a 

single-photon sensitive detector are recorded to reconstruct the temporal decay of 

the fluorescence intensity characterized by the FL [90]. However, precision and ac-

curacy of FL determination strongly depends on the number of detected photons 

[91]. Since in conventional TCSPC the probability of photon detection is kept below 

one photon per measurement window to avoid an underestimation of the FL by the 

pile-up effect as a result of detector’s dead time (typically tens of ns) [92], TCSPC is 

generally lacking of long measurement times. This is extremely crucial when it 

comes to highly dynamic applications such as flow cytometry [93] or high-speed 

imaging (FLIM) [94]. 

To overcome this limitation, in recent years different approaches have been 

proposed to reduce the detector’s dead time such as hybrid photodetectors i.e., 

vacuum tube-based electronic acceleration combined with avalanche diodes with 

dead times below 1 ns [95,96], or software-based dead-time corrections [97]. One 

further promising approach is using pixelated array detectors based on single pho-

ton avalanche diodes (SPADs) instead of conventional photomultiplier tubes (PMT) 

with “one-pixel” (i.e., one photosensitive area) [21,97,98]. SPAD array detectors 

have the advantage that during one measurement window more than one photon 

can be detected. Hence, a shorter measurement time is needed to detect the same 

number of photons than using a “one-pixel” detector [99]. However, in this regard 

the question arises how are the correlations between photon statistics, number of 

pixels, time resolution and measurement time. We provide for the first time a com-

prehensive experimental and theoretical study on these correlations to extract the 

limits of SPAD array detectors for FL measurements. It could be shown that a SPAD 

array detector with only 30 pixels is necessary to record ns-FL with high precision 

and accuracy within a measurement time down to one µs, demonstrating the great 

potential of SPAD array detectors for high-speed FL applications. This measurement 

time is limited by the data rate to be read out, which is below 1 Gbit/s for 

1000 pixels and FLs with 𝜏 ≥ 3 ns. To ensure continuous data transmission and FL 

determination, the data rate must not exceed a certain value depending on the 

given system. 



4.1 Pile-Up Background 53 

 

 

4.1 Pile-Up Background 

In TCSPC, due to the Poissonian nature of photon statistics and experimental 

noise, the intrinsic FL of a fluorophore (Figure 4.1 A) can only be determined with a 

certain accuracy. To give a fundamental understanding of the measurement princi-

ple in TCSPC and how the accuracy is affected by the count rate, we exemplary illus-

trated the determination of FL at relatively high photon rate for a “one-pixel” sin-

gle-photon detector such as a PMT [100] (Figure 4.1 C) and a “pixelated” SPAD array 

detector (Figure 4.1 D).  

In TCPSC, the temporal decay of the fluorescence intensity is obtained by de-

tecting arrival times of single photon events emitted by a fluorophore after short-

laser pulse excitation (Figure 4.1 B) and sorting the events in a histogram from 

which the FL is determined by curve fitting (Figure 4.1 C, D). 

With a “one pixel” single-photon detector only one photon per laser excitation 

cycle can be detected (Figure 4.1 C). One cycle is declared as measurement window 

𝑛w, with the duration 𝑡w throughout the paper. 

This photon count limitation makes TCSPC to a cumbersome method because 

the count rate has to be adjusted by tuning the laser power so that the probability 

to detect a photon is below one photon per measurement window. If count rates 

are higher than the number of pixels, photons are missed by the detector. In this 

case, only the fastest photons are detected (Figure 4.1 Ci-ii). This so-called "first 

photon" problem causes a pile-up of the histogram (Figure 4.1 Ciii), resulting in a 

lower accuracy of FL acquisition. This problem is well known from literature 

[98,101]. Several methods have been developed to back-calculate the pile-up 

[97,102]. However, the use of these methods is limited, e.g., for multiexponential 

decays with multiple fluorophores, information on the fractions in which the fluor-

ophores are present is required. 

With a “pixelated” SPAD array detector, the higher number of pixels allows for 

higher photon rates, so in the example shown, FL detection is less affected by pile-

up than in a "single pixel" single photon detector (Figure 4.1 Diii). It is worth to 

mention, that with such SPAD array detector, less time is needed to collect a suffi-

cient number of photons. In simple terms, if one pixel is dead due to photon hit, the 
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second one is still active to catch an additional photon. However, it remains to be 

investigated how the pile-up is related to the number of pixels and what measure-

ment speed can be achieved with a given number of pixels. 

 

 

Figure 4.1: TCSPC-based FL measurements using SPAD array detector. (A) “Ideal” fluores-
cence signal (intensity vs. time) of a fluorophore with a single-exponential decay character-
ized by its lifetime 𝜏0. (B) Lifetime measured by TCSPC. Fluorophores are excited with a 
short laser pulse (blue curve) and the arrival times of emitted fluorescence photons (green 
markers) are detected by a single-photon detector, 𝑒. 𝑔., PMT or SPAD array detector. To 
get a sufficient number of arrival times, laser excitation and photon counting are repeated 
for 𝑛𝑤-times with a defined measurement window duration 𝑡𝑤. All arrival times are stored 
in a histogram allowing to extract the lifetime by exponential fit (Ciii and Diii). The count 
rate during each measurement window depends on the number of individual photosensi-
tive areas or pixels of the detector (C and D). With “one pixel” single-photon detector, only 
the first photon per measurement window can be detected (Ci-ii). In case of high photon 
rates (photons per measurement window), this “first-photon”-issue leads to a pile-up of 
the histogram and an underestimation (lower accuracy) of the lifetime as indicated by 
difference between the fit (red curve) and ideal fluorescence signal (orange curve from (A)) 
(Ciii). To avoid pile-up the photon rate should be smaller than the number of pixels. With 
“pixelated” SPAD array detector higher photon rates can be permitted ((D), here,  
pixels = 9 > photon rate < 𝑁𝑐 >𝑤= 5) resulting in higher total counts and a more accurate 
estimation of the lifetime (Diii) compared to one pixel (Ciii) after the same number of 
measurement windows (i.e., same total measurement time). 
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4.2 SPAD Array Detector Setup 

FL measurements were carried out using a custom-built setup based on a 

192 × 2 pixel CMOS SPAD array detector, which was developed by the Fraunhofer 

IMS and has a time resolution of 312.5 ps [62] (cf. Figure 4.2). 

 

Figure 4.2: Schematic of the experimental FL setup. The is excited by a collimated pulsed 
laser diode (𝜆 = 450 𝑛𝑚), filtered by a bandpass filter. The emitted fluorescence is collect-
ed and focused onto the SPAD array detector by two positive Fresnel lenses. Longpass fil-
ters were used to filter out residual signal from the pulsed laser diode. A FPGA board was 
used to control trigger signals for laser and SPADs and to process the data from the SPAD 
array detector 

 

Control and data readout of the SPAD array detector were realized with a 

FPGA-board. The sample was homogenously illuminated by a collimated pulsed 

laser diode with a wavelength (λ = 450 nm) (laser diode 720-PL450B, Mouser Elec-

tronics, US) filtered by a bandpass filter (BP 445/50, Carl Zeiss Microscopy LLC, US). 
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Laser pulses with a Full Width at Half Maximum (FWHM) = 1.25 ns) and a turn-off 

time of 0.5 ns were generated by a laser driver (iC-HG (HG8M), iC-Haus, Germany). 

The laser driver was also controlled by the FPGA-board. Positive Fresnel lenses 

(FRP125, FRP0510, Thorlabs, US) were mounted between sample and SPAD array 

detector to collect the fluorescence photons. In addition, longpass filters (#84-737, 

Edmund Optics, UK, cut-off wavelength 475 nm and FELH0500, Thorlabs, US, cut-off 

wavelength 500 nm) in front of the SPAD array detector were used to filter out the 

laser beam (Figure 4.3 A). Three stages (xy-direction: V-508 PIMag®; z-direction: 

M-122.2DD1, Physik Instrumente, Germany) allow to precisely position a 96-well 

plate with the fluorophore sample solution under the laser beam (Figure 4.3 B). 

 

 

Figure 4.3: Images of the experimental FL setup:  
(A) Detector: SPAD array detector with the lenses and filters attached in a tube housing 
mounted via a C-mount adapter.  
(B) Measurement setup: Top view of the measurement setup with the laser and collimator 
mounted on top, the optical path of which is directed to a well in the underlying 96-well 
plate, adjustable in 3 axes by three stages. The SPAD array detector from (A) is located 
below the illuminated well. 
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During one measurement laser trigger and SPADs are repeatably turned on and 

off (Figure 4.4 A). In total one measurement was composed of 30,000 measure-

ment windows. Each detected photon during the measurement windows has a spe-

cific arrival time. All arrival times are stored in a histogram to extract the FL by non-

linear least square (LS) fitting (Figure 4.4 B). 

 

Figure 4.4: Experimental FL measurement.  
(A) Timing scheme of the measurement procedure: Laser trigger and SPADs were turned 
on and off during one measurement window. The total number of measurement windows 
was set to nw = 30,000. Each detected photon (green markers) during the on-phase of the 
SPADs has a specific arrival time.  
(B) FL determination: Representative measurement curves for a laser pulse 
(FWHM = 1.25 ns, blue curve) and for the resulting fluorescence signal (histogram of all 
arrival times, green) detected by the SPAD array detector. The exponential decay of the 
fluorescence signal was fitted by nonlinear least square (LS) method to determine the FL 
(red dashed curve). 

4.3 Used Fluorophores 

Following fluorophores were used in FL experiments: lucifer yellow (L0259, 

Merck, Germany), acriflavine (01673, Merck, Germany), 2-amino-acridone (06627, 

Merck, Germany), fluorescein (46955, Merck, Germany). They were solved in deion-

ized water. The final concentrations in solution were 𝑐 = 15.6 µM and 𝑐 = 3.9 µM 

for 2-amino-acridone, fluorescein, acriflavine and for lucifer yellow, respectively in 

this chapter. 
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4.4 Fluorescence Lifetime Monte Carlo Simulations 

The experimental FL measurements were validated by a self-written single-

photon statistic-based Monte Carlo simulation in Python (Figure 4.5). 

 

 

Figure 4.5: Principle of FL Monte Carlo simulation.  
(A) Fluorescence photons: Distribution of fluorescence photons 𝑁ar arriving at the detec-
tor. The distribution was obtained by convolving the turn-off function of the laser pulse 
and the exponential fluorescence decay of the fluorophore.  
(B) Noise: Distribution of events that arise from noise sources 𝑁n such as dark counts and 
scattered light.  
(C) Distribution: Number of arrived photons per measurement window (randomly Poisson-
distributed over all measurement windows).  
(D) Detected photons: Number of detected photons per measurement window. Since only 
one photon can be detected per pixel and measurement window, only the fastest photons 
are detected.  
(E) FL determination: Distribution of all detected photons from that the FL is determined 
by LS fitting. 

 

In the FL simulation, for each measurement window an excitation laser pulse 

induces a Poisson-distributed random number of emitted fluorescence photons. 

Thereby, the laser pulse characteristics (width and falling edge) were considered 

(Figure 4.5 A). This number corresponds to the mean photon counts per measure-

ment window < 𝑁c >w that would be detected without the occurrence of pile-up, 

which will be referred to here as count rate. Each generated photon has its  
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characteristic arrival time at the SPAD array detector. In addition to the fluorescence 

photons, randomly events at the detector from noise sources (dark count rate 

(DCR), scattered light) were generated (Figure 4.5 B). All generated arrival times 

and noise events were Poisson distributed among the measurement windows 𝑛w  

(Figure 4.5 C) and then evenly distributed among the pixels of the detector. In our 

simulation, each pixel can only count one photon per measurement window, which 

means that not all generated signals are counted (Figure 4.5 D). All counted pho-

tons 𝑁c are stored in a histogram to determine the FL (Figure 4.5 E). 

4.5 Statistical Analysis 

The FL was determined from the histograms by LS fit with the following fit 

function for the detected intensity 𝐼 during time 𝑡 

 𝐼 = 𝐼0𝑒
−
𝑡

𝜏fit   , (4) 

where 𝐼0 and 𝜏fit are the fit parameter for the intensity at time 𝑡 = 0 and the 

FL, respectively. We calculated the coefficient of variation  

 𝑐v =
𝜎

〈𝜏fit〉
 , (5) 

with the arithmetic mean < 𝜏fit > and standard deviation 𝜎 from multiple 

measurements (𝑁 = 100). The obtained 𝑐v-values at three different sample posi-

tions were averaged to one representative mean value for the precision of FL acqui-

sition 𝑐v̅. From the fit parameter 𝜏fit and characteristic FL of the fluorophore 𝜏0, we 

calculated the relative error 

 𝛿𝜏 = 〈
|𝜏fit − 𝜏0|

𝜏0
〉 (6) 

from multiple measurements (𝑁 =  100). The obtained 𝛿𝜏-values at three 

different sample positions were averaged to one representative mean value for the 

accuracy of FL acquisition 𝛿𝜏̅̅ ̅. Since  𝑐v and 𝛿𝜏 approximately followed a log-normal 

distribution, 𝑐v̅ and  𝛿𝜏̅̅ ̅ were calculated as geometric means. Error bars represent 

(geometrical) standard error of mean (Figure 4.6 A; Figure 4.7,Figure 4.8;  

Figure 4.11 Bi). Data analysis were carried using self-written procedures in Python. 
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4.6 Photon Statistics 

Since the FL determination underlies Poisson statistics, it can only be deter-

mined with a certain precision. For this reason, several FL measurements are usual-

ly performed in experiments to obtain robust values for the population mean and 

the standard deviation for the FL of each fluorophore. This is especially important in 

multiplexing applications aiming to distinguish between different fluorophores 

(Figure 4.6) [91]. 

 

 

Figure 4.6: Photon statistics in FL measurements.  
(A) Precision: Precision vs. photon counts. Experimental FL measurements of two fluoro-
phores (2-amino-acridone, red and fluorescein, blue) and Monte Carlo simulations (green 

dashed curve) with a corresponding 1/√𝑁c curve (gray dashed curve).  

(B) Distribution: Representative distribution of FLs at low 𝑁c (upper panel) and high 𝑁c 
(lower panel) for the two fluorophores shown in (A) with different standard variations 𝜎, 
for the same mean values 𝜇.  
(C) Differentiation: Successful differentiation requires a sufficient distance between these 
two distributions, which can be achieved for 𝑍′ = 0.5 (Equation 9), corresponding to a 
distance of 6 of the standard deviation for each fluorophore. Such a distance is described 
in [103] as an excellent assay, and the number of counts required compared to the ratio of 
the mean values of two FLs to achieve this is shown here. The grey dashed/dotted line 
indicates the minimum required photon counts for distinguishing the fluorophores in  
(A, B). Error bars in (A) are smaller than the markers. 
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We carried out FL measurements using the FL measurement setup described in 

Section 4.2 on two different fluorophores and obtained a mean FL of  

〈𝜏fit〉1 = 10.6 ns and 〈𝜏fit〉2 = 4.1 ns for 2-amino-acridone and fluorescein, respec-

tively. These values are in good accordance to the literature (2-amino-acridone in 

water: 𝜏 ≈ 10 ns [104], fluorescein in PBS at pH = 8: 𝜏 = 3.99 ns [105]). 

For the two fluorophores (2-amino-acridone and fluorescein) with the experi-

mentally obtained FLs and following Monte Carlo simulations with a FL of 𝜏 = 5 ns, 

we determined the precision given by the mean coefficient of variation 𝑐v̅ at differ-

ent photon counts (Figure 4.6 A). It could be shown that independently from the 

absolute FL value, 𝑐v̅ depends on the photon counts with 1/√𝑁c as expected since 

photon counting in FL measurements underlies Poisson statistics. Larger photon 

counts result in lower values for 𝑐v̅ and hence in a more precision FL determination. 

This coincides with Monte Carlo simulations for 𝜏 = 5 ns (Figure 4.6 A). 

Histograms of FL distributions at two different photon counts for the two 

fluorophores (2-amino-acridone and fluorescein) show that at relatively low photon 

counts (corresponding to high 𝑐v), the distributions overlap while at high photon 

counts (corresponding to low 𝑐v), the distributions are clearly separated  

(Figure 4.6 B). In high-throughput screening assay, typically the 𝑍′ factor is calculat-

ed to give a quantitative value for separation of two distributions and hence for the 

assay quality [103] 

 𝑍′ = 1 −
(3𝜎1+3𝜎2)

|〈𝜏fit〉1−〈𝜏fit〉2|
, (7) 

with the standard deviations 𝜎1,2 the mean values 〈𝜏fit〉1,2. 

From Figure 4.6 A we derived that 𝑐v is approximately inverse proportional to the 

square root of the photon counts [21,91]. 

 𝑐v ≈
1

√𝑁c
 (8) 
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Inserting Equation 7 in Equation 8 and rearranging to the photon count gives fol-

lowing relation for 〈𝜏fit〉1 > 〈𝜏fit〉2: 

 𝑁𝑐 = [
3

(1 − 𝑍′)
(
1 +

〈𝜏fit〉2
〈𝜏fit〉1

1 −
〈𝜏fit〉2
〈𝜏fit〉1

)]

2

 (9) 

For 𝑍′ ≥ 0.5, the distributions are sufficiently separated, clarified as an excel-

lent assay according to [103]. For example, with 𝑍′ = 0.5, which corresponds to a 

distance of 6 of the standard deviation for each fluorophore, this gives 𝑁c = 184 

for the two fluorophores 2-amino-acridone and fluorescein with a ratio of 

〈𝜏fit〉2/〈𝜏fit〉1 = 0.39. 

However, many of the commercial fluorophores used have very similar FLs, 

which means that the resulting ratio of 〈𝜏fit〉2/〈𝜏fit〉1 is low and, based on the result 

shown here, a correspondingly large number of photon counts are required for suc-

cessful differentiation. To keep the measurement time short, the required photon 

counts should be acquired as fast as possible, but this is limited due to the pile-up 

effect introduced in Section 4.1. 

4.7 Pixel Dependency in FL Acquisition 

To evaluate the pile-up effect introduced in Section 4.1, we carried out FL 

measurements on a fluorophore (acriflavine) while adjusting the fluorescence in-

tensity by using neutral density filters (NDUV01A to NDUV40A, Thorlabs, US) in 

front of the SPAD array detector. This allowed us to determine the mean FL at 

different mean photon counts per measurement window (Figure 4.7). 
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Figure 4.7: Impact of the detector’s pile-up on the FL. Lifetime vs. count rate 〈𝑁c〉w. Exper-
imental FL measurements (red markers) and Monte Carlo simulations with pile-up (green 
solid curve) and without pile-up (green dashed curve) for a SPAD array detector. 

 

At low count rates (〈𝑁c〉w < 10) the determined FL remains roughly constant 

(< 𝜏fit >3≈ 5 ns). Beyond that, with increasing count rates the determined FL devi-

ates significantly from the FL at low count rates, which is confirmed by a following 

Monte Carlo simulation (green solid curve, Figure 4.7). If we carry out the simula-

tion without taken the pile-up into account, the resulting FL stays constant inde-

pendently of the count rate (green dashed curve, Figure 4.7). It has to be men-

tioned that in the simulation we assumed that all pixels see the same count rate. 

However, this was not the case in the FL experiments due to the gaussian nature of 

the laser’s beam profile. Therefore, only SPAD pixels illuminated with at least 50 % 

of max. intensity (photon counts) were considered (i.e., 233 of the 2x192 active 

SPAD pixels). To show the pile-up’s influence independently of the absolute FL and 

considering the pixel number, we determine the relative accuracy 𝛿𝜏 (Equation 6) 

as a dimensionless value (Figure 4.8). 

Similar to the dependency of the precision (Figure 4.7 A), the relative accuracy 

initially decreases with increasing photon counts (Figure 4.8 A-C, upper x-axis) ac-

cording to 1/√𝑁c (Figure 4.8 A-C, grey dashed curve), while keeping the number of 

measurement windows constant at 𝑛𝑤 = 30,000. In contrast to the precision, the 

relative accuracy starts to increase again at a specific level of total counts. This level 

corresponds to a certain count rate 

 < 𝑁c >w= 𝑁c/𝑛w . (10) 
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Figure 4.8: Impact of the detector’s pile-up on relative accuracy of determined FL. Rela-
tive accuracy 𝛿𝜏 of the measured lifetime τ vs. count rate 〈𝑁c〉w for different number of 
the SPAD array detector’s active pixels ((A), 1 pixel; (B), 10 pixels; (C), 100 pixels). At a rela-
tive accuracy of 𝛿𝜏 = 5.5 %, corresponding to a photon count of 𝑁c = 1000, this results in 
a maximum count rate 〈𝑁c〉w,max that depends on the number of pixels (dotted lines). 
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The different behavior of the precision and relative accuracy is to be expected, 

since the precision is given by the coefficient of variation solely depends on the 

photon counts while the accuracy is of course affected when the detector’s pile-up 

leads to an underestimation of the absolute FL. 

However, the effect of pile-up is negligible when the accuracy of the FL deter-

mination is mainly limited by Poisson statistic, which achieves a relative accuracy of 

𝛿𝜏 = 5,5 % for photon counts of 𝑁c = 1000, regardless of the pixel number  

(Figure 4.8 A-C). This accuracy is reached by the pile-up only at a maximum count 

rate 〈𝑁c〉w,max, which depends on the number of pixels (Figure 4.8 A-C). Since the 

experimentally accessible 〈𝑁c〉w,max-values for different pixel numbers is in our case 

strongly limited, we carried out Monte Carlo simulations for a large number of 

different pixel numbers and show that there is a linear correlation between 

〈𝑁c〉w,max and 𝑁Pixel (Figure 4.9). 

 

Figure 4.9: Pixel dependent count rate: 〈𝑁c〉w,max vs. 𝑁Pixel determined from Monte Carlo 
simulations show a linear correlation. The fluctuations of the values are the result of sys-
tem limitations on which the simulations were performed. 

 

From the line fit (Figure 4.9, red line), we obtain a maximum count rate of  

< 𝑁c >w,max= 0.31 per pixel (for 𝑁c = 1000 and 𝑛w = 30,000). Assuming one 

pixel, this value is comparable to the count rate of an ideal PMT of 0.37 [95], but 

this is still higher than the maximum count rate normally used in TCSPC of 

0.1 to 0.2 [98]. This shows that the use of a SPAD array detector for fast determina-

tion of FL is superior to a PMT even with a small number of pixels (>2 pixels). 
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4.8 Total Measurement Time and Data Rate 

In order to perform a fast FL determination, it is necessary to detect as many 

photons in the shortest possible time. However, as discussed in Section 4.7, this is 

not trivial since only a maximum mean count rate is possible before pile-up affects 

the determined FL. Another factor influencing the measurement time is the dura-

tion of a single measurement window, which should also be short as possible, but 

so long that almost all emitted photons arrive on the detector within the measure-

ment window. Otherwise, “slow” photons could be detected in the subsequent 

measurement window as “fast” photons. Many standard fluorophores, such as 

those used in this paper, display a single exponential decay 

 𝐼 = 𝐼0𝑒
−
𝑡
𝜏 (11) 

with the Intensity 𝐼0 at time 𝑡 = 0. 

The percentage of emitted photons from the fluorophore 𝑓 after a laser pulse exci-

tation can be extracted from  

 𝑓 =
𝑁Δ𝑡w
𝑁All

=
∫ 𝐼
Δ𝑡w
0

∫ 𝐼
∞

0

=

[𝐼0(−𝜏)𝑒
−
𝑡
𝜏]
0

Δ𝑡w

[𝐼0(−𝜏)𝑒
−
𝑡
𝜏]
0

∞ = 1 − 𝑒−
Δ𝑡w
𝜏  (12) 

which is given by the ratio of the number of emitted photons 𝑁Δ𝑡w  and all photons 

𝑁All at set measurement window Δ𝑡w. 

According to this function, for a proportion of 99.9 % emitted photons a min-

imum duration of the measurement window is Δ𝑡w = 7 ⋅ 𝜏 (Figure 4.10 A). It is un-

likely that photons of the remaining 0.1% fraction will be detected after this time, 

so the next measurement window can start right after that. 

Next to the duration of a measurement window, an important factor that has 

to be considered regarding the total measurement time is the read-out rate of the 

chip containing the SPAD array detector and evaluation circuitry. This is, among 

other factors, influenced by the chip’s time-resolution since higher time-resolution 

means simplified more data in shorter time. 
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Figure 4.10: Required width of the measurement window duration and influence of the 
time resolution.  
(A) Measurement window duration: Proportion of emitted photons that arrive at the de-
tector within the measurement window duration 𝑡w (normalized by the lifetime).  
(B) Time resolution: (Bi) Relative accuracy of lifetime acquisition from fitting the histo-
grams depends on the binning, i.e., time resolution of the detector (for 𝑁c = 1000). Exper-
imental measurements (blue and brown markers) and Monte Carlo simulations (green 
curve) with representative histograms for simulated data at a low time resolution of  
𝑡res = 6𝜏 (Bii) and at a high time resolution of 𝑡res = 0.1𝜏 (Biii). 

 

To evaluate how the accuracy of FL determination is affected by the time-

resolution, we carried out FL measurements on two different fluorophores with the 

SPAD array detector’s time-resolution of 312.5 ps. We obtained for 2-amino-

acridone and for lucifer yellow a mean FL of 〈𝜏fit〉1 = 10.6 ns and 〈𝜏fit〉4 = 5.7 ns, 

respectively. These values are in good accordance to the literature (2-amino-

acridone in water: 𝜏 ≈ 10 ns [104], lucifer yellow: 𝜏 = 5.29 ns [106]). In order to 

obtain lower time resolutions, the width of the time resolution was then resized 

afterwards during the evaluation of the measurement results (Figure 4.10 Bi). 

It could be shown that, regardless of the absolute FL, the accuracy is approxi-

mately constant until the time resolution is smaller than two times the FL  

(𝑡res < 2𝜏) (Figure 4.10 Bi). For the line fit at least two bins with photon counts 

representing the single-exponential decay are required. If the time resolution is 

much larger than the FL, then most of the detected photon counts within the  
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second bin result from noise (e.g., DCR, scattered light) and the relative accuracy 

decreases (Figure 4.10 Bi). To emphasize these findings, in Figure 4.10 Bii and iii 

two representative histograms for simulated data at a relatively high time resolu-

tion of 𝑡res = 0.1𝜏, where photon counts are widely distributed over the bins (re-

sulting in high accuracy of FL) and at a low time resolution of 𝑡res = 6𝜏, where al-

most all photon counts are in the first bin (resulting in low accuracy of FL), are 

shown. With a maximum FL accuracy of 10 %, the required minimum time resolu-

tion is  

𝑡res = 4𝜏 (Figure 4.10 Bi). By increasing the number of photon counts and reducing 

experimental noise, this limit can be increased (data not shown). 

In conclusion, these results show that the time resolution does not necessarily 

need to be in the ~ps range to determine the FL with a sufficient accuracy. Since 

more data is generated at higher time resolution, reducing the required time reso-

lution speeds up the chip’s read-out rate. 

In the following, we discuss the pros and cons of using pixelated array detec-

tors in the context of measurement time and read-out rate. The total measurement 

time 𝑡tot is determined by the number of measurement windows 𝑛w times the du-

ration of a measurement window Δ𝑡w. The number of measurement windows is 

given by ratio of the photon counts 𝑁c and the count rate < 𝑁c >w 

 𝑡tot = 𝑛w ⋅ Δ𝑡w =
𝑁c

< 𝑁c >w
⋅ Δ𝑡w (13) 

As an example, for photon counts of 𝑁c = 1000, the maximum count rate, as 

determined in Section 4.7, is < 𝑁c >w,max= 0.31 per pixel. With a duration of a 

single measurement windows of Δ𝑡w = 7𝜏 (Figure 4.10 A) we get following equa-

tion 

 𝑡tot =
7000 ⋅ 𝜏

0.31 ⋅ 𝑁Pixel
 . (14) 

In Figure 4.11 A, it is shown that for different FLs, the total measurement time 

decreases with increasing pixel number. 
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Figure 4.11: SPAD array detector: Impact of the number of pixels on the total measure-
ment time and data rate.  
(A) Total measurement time: Total measurement time vs. number of pixels for different 
FLs (Equation 14).  
(B) Data rate: Relationship between estimated required data rate of SPAD array detector 
with on-chip digital signal processing (CMOS device) and number of pixels for different FLs 
(time resolution 𝑡𝑟𝑒𝑠 was set to 4𝜏) (Equation 15). 

 

For a given pixel number, the total measurement time is shorter the smaller FL 

is, since the minimum duration of the measurement window is shorter  

(Figure 4.10 A). Starting at about 30 pixels, the measurement time (for 𝜏 ≤ 10 ns) 

is less than 10 µs, and starting at 300 pixels, a measurement time of less than 1 µ𝑠 

is required to acquire 1000 photon counts and thus determine the FL with a preci-

sion and accuracy of 4 % and of 5.5 %, respectively. It is worth to mention that the 

total measurement duration cannot be shorter than the FL of the analyzed fluoro-

phore. Another limiting factor for the total measurement time is the fluorophore 

concentration, which determines the number of detectable photons per laser 

pulse. 

To determine the read-out rate, we used a time resolution of 𝑡res = 4𝜏 accord-

ing to the results in Figure 4.10 Bi and assume that the photon counts from the 

SPAD array detector’s pixels are summed to one photon count value after each 

measurement window and forwarded to a FPGA for further data processing. Note 
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that in this case the pixel information and the imaging capabilities of the SPAD array 

detector get lost. We get following equation for the read-out rate 

 𝑑rate =
𝑙𝑜𝑔2(𝑁Pixel+1)

𝑡res
=
𝑙𝑜𝑔2(𝑁Pixel+1)

4⋅𝜏
 . (15) 

As expected, Figure 4.11 B shows that the read-out rate increases with increas-

ing pixel count. Shorter FLs require a higher read-out rate, since the required time 

resolution is higher. However, the data rate remains below 1 Gbit/s even with a pix-

el count of 103. These rates can be transferred with modern digital circuits  

(for comparison USB 3.0: 5 Gbit/s [107]) and evaluated for example using an FPGA. 

In this case, read-out rate does not limit the FL measurement time. 

4.9 Conclusion 

In this paper, the advantages and limitations of using SPAD array detectors for 

precise and accurate measurement of FLs were investigated. Experiments and sin-

gle-photon statistic-based Monte Carlo simulations have shown that the precision 

underlie Poisson statistics and improve with increasing photon counts. We could 

determine the correlation between photon counts and the FL ratio of fluorophores, 

which allows to derive the required photon counts to experimentally distinguish 

fluorophores based on their FLs. 

Furthermore, we investigated the correlation between count rate, pile-up-

effect and detector’s number of pixels. As a result, it could be shown that higher 

pixel numbers allow higher count rates without pile-up. This, in turn, allows to de-

tect the statistically required photons for a certain precision and accuracy in a 

shorter time, emphasizing the main advantage of using pixelated SPAD array detec-

tors instead of single-pixel, e.g., PMT detectors. To complete the picture, we derive 

the correlation between total measurement time, the time resolution, and the 

read-out rate and show that FLs < 10 ns can be measured by a SPAD array detector 

with 30 SPAD pixels within a measurement time less than 10 μs and with 300 SPAD 

pixels less than 1 μs. SPAD array detectors with a high number of pixels have al-

ready been manufactured, such as one from [57] with a 512x512 SPAD array.  

However, with a high number of pixels, the amount of data to be read out is  
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correspondingly high. To achieve continuous determination of FLs, the data rate to 

be read out must not exceed the rate of the system-related transmission evalua-

tion. It has been shown that even with a pixel count of 1000 and FLs ≥ 3 ns, the 

generated data rates remain still below 1 Gbit/s, data rates achievable with mod-

ern digital circuits. These finding are important when looking at high-speed appli-

cations for FL measurements such as flow cytometry where measurement times per 

cell are in the µs-range and can serve as a foundation for developing dedicated 

high-speed SPAD-based array detectors. 





 

 

5 Fractional Contributions in a 

Mixture of Fluorophores 

Fluorophores are used in a wide range of biomedical applications: e.g. detec-

tion of cancer [108] or pathogens [109] in systems such as flow cytometry [110], 

PoC devices [111] and monitoring environmental parameters (pH [83–85], tempera-

ture [86], ion concentration [87]). When analyzing multiple parameters simultane-

ously, optical filters are used to filter out the emission spectra of individual fluoro-

phores so that many fluorophores can be distinguished at once. However, overlaps 

in the emission spectra limit the maximum number of fluorophores that can be 

differentiated [112]. 

Fluorescence lifetime (FL) is the average time a fluorophore remains in the ex-

cited state prior returning to ground state by emitting a fluorescence photon and is 

characteristic of the fluorophore in question [8]. There are two main approaches to 

measure FL, either in time-domain or in frequency-domain [90]. FLs measured in 

the time domain are advantageous over those measured in the frequency domain 

since complex multi-exponential decays of the fluorescence signal can be investi-

gated [8]. Many standard fluorophores show a mono-exponential decay resulting in 

one FL [38]. Mixing a multitude of fluorophores results in a multiexponential decay, 

where for each of the fluorophores a FL 𝜏i and amplitude-representative pre-

exponential factor 𝛼i must be determined [113]. The problem is that with more 
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than two fluorophores, there are in most cases multiple possible solutions for 𝜏i 

and 𝛼i and therefore an explicit determination of all parameters is no longer possi-

ble [8]. Many applications measure the change in FLs to determine certain parame-

ters. However, in most cases, the FL of standard fluorophores changes only slightly 

and can be considered constant or its change predictable. [39,113]. 

The method presented here uses the FL assumed to be constant to determine 

the fractional contributions 𝑃i of each fluorophore and can be used to derive the 

respective fluorophore concentration. This method can be used in conjunction with 

spectrally resolved methods multiplying the number of distinguishable fluoro-

phores and thus increasing the degree of multiplexing [114]. 

This chapter demonstrates that the determination of the fractional contribu-

tion of individual fluorophores in a mixture is not limited by the number of fluoro-

phores and requires only a minimum delta FL between each of the fluorophores. 

This assumes that the process of mixing multiple fluorophores does not significantly 

alter their FLs. Mixtures of 2 and 3 fluorophores were studied experimentally using 

the SPAD array detector setup developed in Section 4.1 and compared with simula-

tions. Two analysis methods were used: weighted nonlinear least square (LS) fit 

method and artificial neural networks (ANN). Using the LS-Fit method, it was shown 

that for mixtures of 2 fluorophores, the accuracy and precision of the individual 

fractional contributions increased when the delta FL was higher. Mixtures of  

3 fluorophores were also possible using the LS-Fit method, and the accuracy and 

precision of the fractional contributions of these mixtures were further improved 

by the use of ANN. Based on these measurement results and Monte Carlo simula-

tions, we then determined the FL difference required for a higher number of fluor-

ophore mixtures. 
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5.1 Used Fluorophores 

The fluorophores used for the measurements in this chapter are lucifer yellow 

(L0259, Merck, Germany), acriflavine (01673, Merck, Germany), 2-amino-acridone 

(06627, Merck, Germany), fluorescein (46955, Merck, Germany) and Atto 465 NHS 

ester (53404, Merck, Germany). Deionized water was used as solvent. The final 

concentrations for each series of measurements were diluted from a  

1 M stock solution (2-amino-acrdone 𝑐 = 15.6 µM, fluorescein 𝑐 = 3 µM;  

acriflavine 𝑐 = 0.2 µM; Atto 465 𝑐 = 0.5 µM, lucifer yellow 𝑐 = 2.0 µM). At these 

concentrations, the detected intensity of the individual fluorophores in the SPAD 

array detector setup is very similar, so that a wide range of different fractional con-

tributions can be adjusted by mixing different volumes. 

5.2 Statistical Analysis 

The FLs 𝜏i and amplitude-representative pre-exponential factors 𝛼i with the 

emitted intensity 𝐼 during time 𝑡 were determined from the histograms by 

weighted nonlinear least square (LS) fit with a multi-exponential fit function [90] 

 𝐼 =∑ 𝛼i𝑒
−
𝑡
𝜏i

n

i
 . (16) 

This method was compared with an ANN trained with simulations and experi-

mental measurement data. Each fluorophore was examined individually with a vol-

ume of 100 µl for each series of measurements, determining the FL and the num-

ber of photon counts 𝑁c,i at the present concentration. In the mixture, the fraction-

al contributions 𝑃𝑠𝑒𝑡 were determined proportional to the volume fraction 𝑣i of the 

fluorophore present: 

 𝑃set =
𝑁c,i𝑣i
∑ 𝑁c,i𝑣i
n
i

 (17) 

The amplitude representative preexponential factors 𝛼i determined with LS fit 

and ANN and the individually obtained FL 𝜏i were used to calculate the fractional 

contributions [8]: 
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 𝑃LS = 𝑃ANN =
𝛼i𝜏i
∑ 𝛼i𝜏i
n
i

 (18) 

 

 

Figure 5.1: Mixtures of several fluorophores to adjust different fractional contributions. 
(A) 2 fluorophores: Mixing of 2 different fluorophore solutions in a multi-well plate with 
different volumes (25 μl, 50 μl, 100 μl).  
(B) 3 fluorophores: For mixtures of 3 different fluorophore solutions, different volumes of 
the third fluorophore were added in addition to the wells prepared as in (A). 

 

To adjust different fractional contributions, the fluorophore solutions were 

mixed together at different volumes (25, 50 and 100 μl) (Figure 5.1). One meas-

urement series, with a mixture of 2 fluorophores consists of 9 variations and with a 

mixture of 3 fluorophores consists of 27 variations. Each measurement series was 

repeated three times similar to [115,116]. Since the stock solution was prepared 

anew after each series of measurements, the fluorophore concentration differs 

slightly, which is why the measurement points do not match exactly. In order to 

obtain the minimum determinable fluorophore concentration and its deviation, the 

difference between the expected 𝑃e and the determined 𝑃d fractional contributions 

was calculated. Its mean, referred to here as the mean offset 〈Δ𝑃〉 = 〈𝑃d − 𝑃d〉, and 

standard deviation σ represent the minimum determinable fluorophore concentra-

tion and deviation, respectively. The data analysis was performed with self-written 

procedures in Python. 
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5.3 Principle of Determining Fractional Contributions 

The number of fluorophores and their respective intensities that can be distin-

guished using spectral filters is limited by the superposition of their spectra [112]. 

Measurements of the emission spectra of the fluorophores lucifer yellow, 2-amino-

acridone and fluorescein at the excitation wavelength of 450 nm with the multi-well 

plate reader show that the spectra overlap strongly, making differentiation using 

spectral filters almost impossible (Figure 5.2 A). When the overlap is smaller, the 

intensities can be distinguished, but the maximum intensity difference that can be 

distinguished is still limited. 

 

Figure 5.2: Determination of the fractional contributions based on the FLs.  
(A) Fluorescence spectra: Overlapping fluorescence spectra of three different fluorophores 
(2-amino-acridone: orange curve 𝜏1 = 10.6 𝑛𝑠, lucifer yellow: green curve 𝜏2 = 6.0 𝑛𝑠 and 
fluorescein: blue curve 𝜏3 = 4.1 𝑛𝑠) are almost impossible to separate using spectral fil-
ters.  
(B) FLs: Fluorescence decay behavior of the fluorophores shown in (A) after excitation with 
a short laser pulse and determination of each fluorophore specific FL.  
(C) Simulation of 2 fluorophores: Simulation of a mixture of 2 fluorophores with different 
FL at different concentration ratios shows the principle of determining the fractional con-
tributions by calculating the fractional contributions using the amplitude representative 
pre-exponential factor of the component 𝛼𝑖 (Equation 17). 

 

In addition to the spectral properties of a fluorophore, the FL is a characteristic 

parameter (Figure 5.2 B), which in most cases changes only by proximity to certain 

other molecules, such as oxygen [8]. In Figure 5.2 B, the FLs of the fluorophores 

used in Figure 5.2 A were determined (2-amino-acridone 〈𝜏1〉 = 10.6 ns,  

lucifer yellow 〈𝜏2〉 = 6.0 ns and fluorescein: curve 〈𝜏3〉 = 4.1 ns). These values are 
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in good accordance to the literature (2-amino-acridone in water: 𝜏 ≈ 10 ns [104], 

lucifer yellow: 𝜏 = 5.29 ns [106], fluorescein in PBS at pH = 8: 𝜏 = 3.99 ns [105]). 

The use of FL as a constant allows the fractional contributions of fluorophores 

in the mixture to be determined, further increasing the degree of multiplexing in 

addition to spectral differentiation (Figure 5.2 C) (Equation 17). To illustrate this 

principle, simulations were created representing a mixture of two fluorophores 

with different FLs (𝜏1 = 3 ns, 𝜏2 = 20 ns), each with different concentrations and 

thus fractional contributions (Figure 5.2 C). If the concentration of the first fluoro-

phore with the short FL is low, the intensity of the second fluorophore with the long 

FL predominates and the signal consists mostly of the fluorescence of the second 

fluorophore (Figure 5.2 C dark blue curve). Conversely, if the concentration of the 

second fluorophore is low, the fluorescence of the first fluorophore predominates 

(Figure 5.2 C cyan curve). Equally distributed fractional contributions of both fluor-

ophores can be clearly distinguished optically from both curves  

(Figure 5.2 C red curve). In this way, different concentration ratios can be deter-

mined. In the simulation shown here, the noise and temporal jitter of the signal 

have not yet been added. The FL difference was set particularly high here to illus-

trate the principle, whereas real FL differences are much lower, so that a change in 

fractional contributions is no longer visually apparent. 
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5.4 Fluorophore Differentiation using LS-Fit 

To verify the method addressed in Section 5.3, we prepared fluorophore mix-

tures with 2 and 3 fluorophores at different volumes and determined the fractional 

contributions using LS fit (Figure 5.3). For this purpose, we used a series of different 

fluorophores (2-amino-acridone 〈𝜏1〉 = 10.6 ns, lucifer yellow: 〈𝜏2〉 = 6.0 ns,  

fluorescein 〈𝜏3〉 = 4.1 ns, acriflavine 〈𝜏4〉 = 5.6 ns, and Atto 465 〈𝜏5〉 = 5.8 ns) to 

produce mixtures with several FL differences. These values are in good  

accordance to the literature (2-amino-acridone in water: 𝜏 ≈ 10 ns [104],  

lucifer yellow: 𝜏 = 5.29 ns [106], fluorescein in PBS at pH = 8: 𝜏 = 3.99 ns [105], 

Acriflavine 𝜏 = 5 ns [117], Atto 465 in water at 25 °C 𝜏 = 5.2 ns  [118]). 

When the determined 𝑃LS (Equation 18) are close to the set fractional contri-

butions 𝑃set (Equation 17) of the individual fluorophores, the ideal case shows a 

linear behavior (Figure 5.3 grey dashed curve). The deviation from this ideal behav-

ior is described by the mean offset 〈Δ𝑃〉 = 〈𝑃𝐿𝑆 − 𝑃set〉 which determines the 

smallest possible fraction 𝑃min,k = 〈Δ𝑃〉 above which the presence of the fluoro-

phore can be detected. The standard deviation of all offsets 𝜎 provides information 

about the resolution with which the fraction contributions can be determined. The 

smallest possible fraction indicates the maximum possible ratio of intensity frac-

tions, where 𝑁c,i is the number of photon counts for each fluorophore: 

 𝑃min,k =
𝑁c,i
∑ 𝑁c,ii

 (19) 

Different mixtures of 2 fluorophores show (Figure 5.3 Ai-iii) that the deter-

mined fractional contributions from the fluorophore mixtures 2-amino-acridone 

with fluorescein (Δ𝜏 = 6.5 ns, 〈Δ𝑃〉 = 1.8 %, 𝜎 = 4.2 %) and 2-amino-acridones 

with acriflavine (Δ𝜏 = 5.0 ns, 〈Δ𝑃〉 = 3.1 %, 𝜎 = 3.3 %) are close to the adjusted 

fractional contributions. Due to the low mean offset of both mixtures and the prox-

imity of the moving average to the ideal behavior, the minimum possible fractional 

contribution and thus the maximum possible ratio of the intensity fractions of both 

fluorophores is also high (𝑁c,1/𝑁c,3 = 53.1, 𝑁c,1/𝑁c,4 = 31.1) (Equation 19). 
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Figure 5.3: Differentiation of (A) 2 and (B) 3 fluorophores using LS-Fit. Experimental re-
sults for expected 𝑃set (Equation 17) against determined fractional contributions 𝑃LS 
(Equation 18) for mixtures of 2 (A) and 3 (B) different fluorophores (2-amino-acridone: 
orange 𝜏1 = 10.6 ns, Lucifer Yellow: green 𝜏2 = 6.0 ns, fluorescein: blue 𝜏3 = 4.1 ns, acri-
flavine: violet 𝜏4 = 5.6 ns, Atto 465: brown 𝜏5 = 5.8 ns) using their FL in different concen-
trations and volume. Each point shows the fractional contribution of a fluorophore in a 
mixture. The lines of the same color represent the moving average of the measurement 
data. (Ai-iii) For mixtures of 2 fluorophores, the deviation from the expected values in-
creases as the FL difference between the fluorophores becomes smaller. (Bi-iii) For mix-
tures of 3 fluorophores with similar FL differences, fluorophore-specific deviations from the 
expected values can be seen, which are higher for certain fluorophore combinations. 

 

The fractional contributions from the mixture of acriflavine and Fluorescein 

(Δ𝜏 = 1.5 ns, 〈Δ𝑃〉 = 22.5 %, 𝜎 = 8.5 %) show a higher mean offset than in the 

previous mixtures, but the fractional contributions of both fluorophores can still be 

distinguished. Due to the higher mean offset, the maximum possible ratio is also 

only 𝑁𝑐,3/𝑁𝑐,4 = 3.5. It can also be seen from the moving average that the change 

is not linear over the entire range. 

Since the offset increases with decreasing FL difference for the mixtures shown 

here, it can be assumed that with a higher FL difference, the determinability of 
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fractional contributions increases and a minimum FL difference is required. Interac-

tions between fluorophores may also be a possible reason for the high offset and 

the non-linear behavior of the mixture of acriflavine and fluorescein. 

The principle is used in some cases to determine the fractional contributions in 

mixtures of 2 fluorophores. For some cases the contributions are determined to-

gether with the FLs [119,120], in others the FLs are determined before or only once 

[116,121] after the mixture as individual components. It is known that some FL 

difference is required [26], however, to our knowledge, no such targeted study has 

been performed. 

The determination of fractional contributions in mixtures of 3 fluorophores 

was also shown to be possible (Figure 5.3 Bi-iii). For this purpose, different mixtures 

of fluorophores 2-amino-acridone were mixed with fluorescein, varying Atto 465 

(Figure 5.3 Bi), lucifer yellow (Figure 5.3 Bii) or acriflavine (Figure 5.3 Biii) and the 

FL differences between the fluorophores were kept as constant as possible  

(Figure 5.3 B Δ𝜏i = 1.7 ns, Δ𝜏ii = 1.8 ns, Δ𝜏iii = 1.5 ns). Strikingly, in the deter-

mined fractional contributions of fluorophores, 2-amino-acridone (orange) exhibits 

low offsets and standard deviations for all mixtures (2.6 % ≤ 〈Δ𝑃〉 ≤ 3.3 %, 

5.1 % ≤ 𝜎 ≤ 6.4 %). As in Figure 5.3 Aiii, the determined fractional contributions 

of fluorescein (blue) are also above the set ones (12.5 % ≤ 〈Δ𝑃〉 ≤ 19.2 %, 

9.8 % ≤ 𝜎 ≤ 10.7 %), possibly due to interactions between fluorophores. The 

fractional contributions of the third fluorophore were determined to be too low 

regardless of the fluorophore, with offsets and standard deviations also  

differing only slightly (Atto 465: 〈Δ𝑃〉 = −21.8 %, 𝜎 = 13.8 %,  

lucifer yellow: 〈Δ𝑃〉 = −15.1 %, 𝜎 = 11.4 %, acriflavine: 〈Δ𝑃〉 = −19.6 %,  

𝜎 = 13.5 %). Since the offsets and standard deviations differed only slightly for all 

three mixture variations, it can be assumed that the determination of the fractional 

contributions is mainly limited by the FLs of the fluorophores. 

In the mixture with acriflavine (Figure 5.3 Biii), a higher number of certain 

fractional contributions are determined at 𝑃set < 50 % to 𝑃LS = 0 % compared to 

both other mixtures (Figure 5.3 Bi-ii). As a result, the determined moving average 

also assumes lower values, possibly showing a low fluorophore-specific depend-

ence. One possible reason for the fractional contributions of fluorescein being 
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overestimated and those of the other two fluorophores being underestimated is 

that fluorescence energy transfer has occurred. For this, the energy of a donor 

fluorophore is transferred to an acceptor fluorophore, but this requires an overlap 

of the excitation and emission spectral regions of these two fluorophores [8]. How-

ever, this process also leads to the change of the particular FLs, which was not con-

sidered here. 

To the best of our knowledge, [116] is the only one to have already demon-

strated the successful determination of the fractional contributions of 3 fluoro-

phores (Osteosense 750: 𝜏 = 0.8 ns, Atto 740: 𝜏 = 1.1 ns, Qtracker 800: 𝜏 not de-

termined) using this principle. However, the required fluorophore proportions in 

the mixture and the determinable resolution of the individual fractional contribu-

tions were not determined, making a comparison difficult. 

5.5 Fluorophore Mixture Monte Carlo Simulations 

To validate the experimentally determined fractional contributions and train 

the ANN, a self-written Monte Carlo simulation in Python was used. This simulation 

is based on the FL simulation in Section 4.4, modified to simulate multiple fluoro-

phores at various fractional contributions. For this purpose, the decay curves of the 

fluorophores are generated individually and evaluated in a histogram. In addition, 

the influence of the temporal jitter is taken into account according to the SPAD ar-

ray detector used. However, possible chemical interactions between the individual 

fluorophores are neglected, since they are difficult to predict. 

5.6 Artificial Neural Network 

As an alternative to the conventional LS fit method, we used fully connected 

feed-forward ANNs that were trained with both simulated and experimental data in 

Python using PyTorch [122]. An ANN with 3 hidden layers (40, 20, 10 nodes) was 

used to determine the fractional contributions of 2 fluorophores, and an ANN with 

4 hidden layers (70, 50, 30, 10 nodes) was used for more than 2 fluorophores, using 
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ReLU (rectified linear unit) as activation functions. The first training step used Mon-

te Carlo simulations of the fluorophore mixtures (10,000 times) with uniformly dis-

tributed random volumes (from 10 to 100 µl) and using the determined fixed FLs of 

the fluorophores in Section 5.1. Backpropagation training using the Adam optimi-

zation algorithm with a mean square error loss function (MSELoss) was used, with 

the batch size set to 500 and 20 epochs each at a learning rate of 10−3. This train-

ing process was repeated several times until the loss did not decrease noticeably. A 

second short training process with real experimental data of a measurement series 

(5 epochs) was performed to determine the fractional contributions of the experi-

mental measurement data. 

5.7 Fluorophore Differentiation using ANN 

A potential solution to resolve the possible interactions between the fluoro-

phores and the complex changes of the FLs determined in Section 5.4 and thus to 

determine the fractional contributions of all fluorophores with small offsets and 

standard deviations is the use of ANN (Figure 5.4). These are particularly suitable 

for applications where many influencing factors affect the result in complex ways, 

e.g. measurements inside an organism, where each organ provides a different envi-

ronment [118]. Advantages are the high speed and flexibility of the ANN, which 

however have to be trained with a high number of data to produce reliable results. 

To determine the fractional contributions, a feedforward ANN was trained, 

which received the temporal histogram data (Figure 5.2 B) as input and outputted 

the amplitude-representative pre-exponential factors 𝛼𝑖, with which the fractional 

contributions were then determined with Equation 17 (Figure 5.4 A). For compari-

son, the same measured data of the mixture in Figure 5.3 Biii were determined 

once with LS (Figure 5.4 Bi) and once with ANN (Figure 5.4 Bii). From the fractional 

contributions determined by ANN and the resulting moving average, it can be seen 

that the minimum determinable range, of LS was about 50%. For ANN, the mini-

mum determinable range is about 10%, thus making it possible to determine lower 

fluorophore concentrations by ANN. 
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Figure 5.4: Differentiation of 3 fluorophores using ANN.  
(A) Schematic structure of the ANN: A feed-forward ANN using a backpropagation training 
algorithm. The decay curve of the fluorophore mixture was used as input and α of the ex-
ponential decay function as output. Depending on the number of fluorophores, 2 or 3 hid-
den layers were used. The FL of each fluorophore was used to determine the fluorophore 
fraction (Equation 17). The training consisted of two training steps: 1st step with simulated 
data and 2nd step briefly with a series of real measurements.  
(B) LS fit and ANN: Comparison between fractional contributions determined using LS fit 
(Bi) and a trained ANN (Bii).  
(C) Comparison of the distributions: Vase plots showing the distribution of the differences 
between the determined and expected fractional contribution when varying the third 
fluorophore with (Ci) Atto 465, (Cii) lucifer yellow and (Ciii) acriflavine, comparing ANN and 
LS fit. 

 

The measured data of the mixtures in Figure 5.3 Bi and in Figure 5.3 Bii were 

also evaluated and compared with ANN. The differences of the fractional contribu-

tions can be determined with lower standard deviations and offsets by  

using ANN (Abb. 4.3 Ci-iii; Atto 465: 〈Δ𝑃〉 = −13.5 %, 𝜎 = 7.6 %,  

lucifer yellow: 〈Δ𝑃〉 = −11.8 %, 𝜎 = 7.8 %, acriflavine: 〈Δ𝑃〉 = −11.6 %,  

𝜎 = 7.5 %) than with LS (Figure 5.3 Bi-iii). Thus, it is possible to reliably determine 

the fractional contributions of all fluorophores with a higher resolution and at lower 

concentration fractions. 
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The improved determination of the fractional contributions probably results 

from the fact that interactions between the fluorophores can be compensated by 

the nonlinear processing of the data using the ANN. Such an increase in determina-

bility could already be achieved with the use of one measurement series. There-

fore, it is expected that training with larger data sets will further reduce the offset 

and the standard deviation. 

The advantage of FL determination by means of ANN compared to convention-

ally used LS is the high evaluation speed and parallelizability, whereby image data 

from FL microscope images can be evaluated more quickly [28,123,124]. To our 

knowledge, this is the first time that ANN have been used specifically for the de-

termination of fractional contributions. 

5.8 Comparison and Limitations 

Section 5.4 showed that the determination of the fractional contributions is 

mainly influenced by the FL difference. To evaluate its influence, the standard devi-

ation is used, which results from the differences of the fractional contributions, of 

the individual measurement series (Figure 5.5). Since the obtained standard devia-

tions and the mean FLs determined per measurement series approximately follow a 

log-normal distribution, the standard deviations of several measurement series 

repetitions were determined as a geometric mean (Figure 5.5 B). The error bars 

represent the (geometric) standard error of the mean (Figure 5.5 B). 

In mixtures of 2 fluorophores, this standard deviation decreases with increas-

ing FL difference, which was confirmed by Monte Carlo simulations (Figure 5.5 A). 

The first fluorophore was simulated with a constant FL of 𝜏1 = 4 ns, while the FL of 

the second fluorophore was varied. Mixtures for which the FL difference was too 

small to reproducibly determine the fractional contributions by LS showed a stand-

ard deviation above the set limit of 𝜎LS = 10 %, corresponding to a minimum FL 

difference of Δ𝜏min = 0.5 ns (Figure 5.5 Ai). Determination of the fractional contri-

butions by ANN shows a decrease in the determined standard deviations in the 

simulations (Figure 5.5 Aii). 
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Figure 5.5: Required FL difference to determine the fractional contributions.  
(A) 2 and (B) 3 fluorophores: Measurement results and simulations for mixtures with (A) 2 
and (B) 3 fluorophores. The standard deviations shown were determined from the differ-
ences of the determined and expected fractional contributions and plotted against the FL 
differences of the fluorophores present in the mixture. The smaller the standard deviation, 
the more precise the fractional contributions of the fluorophores can be determined. The 
measurement results were plotted as points that partially overlap, and the simulation re-
sults were plotted as lines with corresponding colors. Here, a comparison was made be-
tween (Ai, Bi, Ci) LS fit and (Aii, Bii, Cii) ANN. The higher the FL difference between fluoro-
phores in the mixture, the lower the measured and simulated standard deviation.  
(C) Multiple fluorophores: Simulation results at equidistant FLs to determine the minimum 
FL difference, required to determine the fractional contributions, at different numbers of 
fluorophores. 𝜎 = 10 % (LS fit) of (Ai) and 𝜎 = 4 %  (ANN) of (Aii) were used as the 
threshold above which the determination of the fractional contributions is considered pos-
sible. It can be seen that the required FL difference increases with increasing number of 
fluorophores. 

 

In the experimental measurement results, however, there was no clear im-

provement in the determinability of the fractional contributions, which can be seen 

from the fact that the standard deviations of the determinable mixtures remained 

in approximately the same range of values. The discrepancy between simulation 

and measured values can be explained by the fact that the ANN were mainly 

trained with simulation data and these did not reflect all influencing factors that 

occurred. Since no improvement of the determined fractional contributions oc-

curred by using the ANN, the minimum FL difference of Δ𝜏min = 0.5 ns is also used 
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as a limit in the ANN. From the simulations, this FL difference results in a minimum 

required standard deviation of 𝜎ANN = 4 %. 

A FL difference of Δ𝜏min = 0.5 ns for the determination of fractional contribu-

tions for 2 fluorophores can be achieved with the combination of many different 

fluorophores, demonstrating that the method shown here can be used in many 

applications with existing assays. 

In Figure 5.3 B, the fractional contributions of all fluorophores in a mixture of 3 

fluorophores were successfully determined, and it was seen that the fractional con-

tributions of the fluorophore with the FL between those of the other two fluoro-

phores could only be determined with a higher mean offset and standard deviation. 

One possible explanation was that these were interactions between the fluoro-

phores. However, this is probably not the case, since this behavior was also shown 

in Monte Carlo simulations without including fluorophore interactions  

(Figure 5.5 Bi). In the simulations, the FL of the first and third fluorophore were 

always set to the same values (𝜏1 = 4 ns, 𝜏3 = 10 ns), whereas the FL of the sec-

ond fluorophore was varied (𝜏2 = Δ𝜏 + 𝜏1). The simulations show that if the FL of 

the second fluorophore must lie between those of the other two, a minimum 

standard deviation at a FL difference of Δ𝜏 = 3 ns is ideal. This indicates that for an 

optimal determination of the fractional contributions, the FL difference between 

the different fluorophores must be equidistant. A minimum FL difference of  

𝜏 = 1.3 ns is required to reach the previously established threshold of 𝜎LS = 10 %. 

Since the FL of a large number of fluorophores are in the limit range  

(5.3 ns ≤ 𝜏2 ≤ 8 ns), the use of 3 fluorophores for the determination of fractional 

contributions with various fluorophores for different applications is also conceiva-

ble. 

In Figure 5.4, the improvement in the determination of fractional contributions 

by using ANN was successfully demonstrated. However, just as when considering  

2 fluorophores (Figure 5.5 Aii), there is a discrepancy between simulated and ex-

perimentally determined standard deviations for 3 fluorophores (Figure 5.5 Bii). 

One possible reason, as in Figure 5.5 Aii, is that the simulated data do not reflect all 

the influencing factors that occur. The difference between the set and determined 

fractional contributions for each fluorophore in the mixture (Section 5.4) could be 



88 5. Fractional Contributions in a Mixture of Fluorophores 

 

 

reduced by using the ANN (Section 5.7), which was also shown here in the simula-

tions (Figure 5.5 Bii). To reach the previously established limit of 𝜎ANN = 4 %, a 

minimum FL difference of 𝜏 = 1 ns is required. The cutoff range of FLs of possible 

usable fluorophores with ANN is similar to the LS method (5 ns ≤ 𝜏2 ≤ 8 ns), but 

has the advantage that the determined fractional contributions have a lower offset 

and standard deviation. Thus, by using ANN instead of LS, lower fluorophore con-

centrations and higher resolution of fractional contributions can be determined. 

Previous simulations in Figure 5.5 Bi determined that an equidistant FL differ-

ence (Δ𝜏 = |𝜏1 − 𝜏2| = |𝜏2 − 𝜏3|) with 3 fluorophores allowed an optimal determi-

nation of the fractional contributions. Therefore, additional simulations were car-

ried out using equidistant FL differences from an increasing number of fluorophores 

showing the minimum FL differences needed to reach the established limit of  

𝜎LS = 10 % (Figure 5.5 Ci) and 𝜎ANN = 4 % (Figure 5.5 Cii). It can be seen that 

fluorophore mixtures with more than 3 fluorophores are difficult to achieve be-

cause the FL of the fluorophores exceeds 10 ns, which does not occur in most fluor-

ophores encountered [8,38]. 

Based on the simulation results, which achieved very low standard deviations, 

it is expected that adjustments to the type of ANN used and training method on a 

larger data base, can lead to a significant increase in the possible applicable FL 

differences and the accuracy of the determined fractional contributions, as in other 

areas, such as object detection [125]. 

In the simulations performed here, the FL of the first fluorophore is fixed at a 

value of 𝜏 = 4 ns, the lowest FL used here also occurring in this range  

(〈𝜏3〉 = 4.1 ns). Adjustments to a lower FL may result in the determination of frac-

tional contributions from more than 3 fluorophores. Integration of this method into 

existing assays, such as those used in enzyme-linked immunosorbent assay (ELISA) 

and flow cytometry measurement systems, could theoretically allow an increase in 

the number of distinguishable fluorophores by several fold. 
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5.9 Conclusion 

In this chapter, we determined different factors that influence the determina-

tion of fractional contributions based on FLs in fluorophore mixtures by performing 

experimental measurements and confirming them through Monte Carlo simula-

tions. The accuracy and precision of the determined fractional contributions are 

thereby mainly limited by the FL difference of the fluorophores in the mixture, 

where a minimum FL difference is required. This minimum FL difference increases 

with increasing fluorophore number, where even in a mixture of 4 fluorophores the 

minimum FL difference is Δ𝜏min = 7 ns. Through the use of ANN instead of the 

conventionally used LS fit, we achieved a significant increase in accuracy and preci-

sion of the determined fractional contributions, since these were determined with 

a lower standard deviation (from 〈𝜎LS〉 = 12.9 % to 〈𝜎ANN〉 = 7.6 %), at lower 

fluorophore fractions (from 〈〈Δ𝑃〉LS〉 = −18.8 % to 〈〈Δ𝑃〉ANN〉 = 12.3 %). In areas 

where spectral differentiation of fluorophores reaches its limits when using optical 

filters, this method can be used to multiply the number of fluorophores that can be 

differentiated. 

 





 

 

6 Differentiation of Background 

Fluorescence by Fractional 

Contributions 

Flow cytometry is used for the characterization of suspended single cells and is 

applied in areas such as cancer therapy [126] and detection of pathogens [127]. The 

cells to be analyzed are labelled with several fluorophores, which are excited in a 

fluidic channel using a laser and the fluorescence is registered on a detector. The 

cells can be counted, characterized and sorted using the signal obtained. However, 

the solution to be analyzed also contains unbound fluorophores and autofluores-

cent components that cause the detected intensity signal to fluctuate significantly, 

which complicates the differentiation and characterization of the target cells 

[27,128–130]. This signal is referred to here as background fluorescence. 

Different methods have been developed to reduce the influence of background 

fluorescence [131,132]. One of these methods is the differentiation of cells and 

particles based on the characteristic fluorescence lifetime (FL) [133]. In this context, 

the FLs of the fluorophores used are usually known and their changes are small or 

predictable [39,113]. Therefore, the fractional contribution method studied in 

Chapter 5 can be used to increase the differentiability of the targeted cells and par-

ticles from other components in the solution (Figure 6.1). 
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Figure 6.1: Influence of background fluorescence.  
(A) Without background fluorescence: Fluorescence of a target particle or cell flowing 
through a fluidic channel that can be registered and counted after excitation with light.  
(B) With background fluorescence: Additional fluorophores in the fluid produce an addi-
tional fluorescence signal. Since the concentration of fluorophores varies, the resulting 
background fluorescence is not constant. If the detected intensity is too high, the parti-
cles/cells cannot be clearly registered and counted. However, by determining the fractional 
contributions 𝑃, it is still possible to clearly identify the incoming particles/cells. 

 

This chapter investigates how high the proportion of background fluorescence 

is allowed to be for successful differentiation by determining the fractional contri-

butions and what FL difference is required for this purpose. Also investigated is how 

many photon counts are needed for successful differentiation. For this purpose, 

measurements were performed with fluorescent microparticles suspended in a 

microfluidic system with various fluorophores added to the solution. Monte Carlo 

simulations were then used to further investigate the dependencies of the FL 

differences. With the results obtained, extrapolations were then made as to what 

particle count rate is possible with the measurement setup and the SPAD array de-

tector used. 
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6.1 Fluorescent Fluorophores 

The fluorophores used are lucifer yellow (L0259, Merck, Germany), acriflavine 

(01673, Merck, Germany), 2-amino-acridone (06627, Merck, Germany), fluorescein 

(46955, Merck, Germany), Atto 465-NHS-ester (53404, Merck, Germany) and deion-

ized water was used as solvent. All fluorophores were present at a concentration of 

𝑐 = 0.9 M in the solution (Figure 6.4). 2-amino-acridone was present at a concen-

tration of 𝑐 = 0.83 M with Atto 465 present at a concentration of 𝑐 = 82.6 mM in 

the solution (Figure 6.5). 

6.2 Microfluidic System Measurements 

The measurement setup developed in Chapter 4.1 was used here to investigate 

the possible count and flow rates for a flow cytometric measurement method 

(Figure 6.2). The SPAD array detector used for this purpose, however, is not opti-

mized for flow cytometric applications because the time required for readout after 

each measurement window is about 19.2 μs. This is due to all 192x2 pixels of the 

SPAD array detector being read out sequentially at a frequency of 20 MHz. To in-

vestigate the number of photon counts that can be achieved to determine the re-

quired measurement time, microparticles (Fluorobrite® Microparticels, Polyscience 

Inc., US) with a diameter of 45 μm were added to the microfluidic system 

(10000211 Straight channel chip (4 parallel channels), microfluidic ChipShop GmbH, 

GER) and the flow of solution in the microfluidic system was stopped to keep the 

microparticles in one location. The microfluidic system was then scanned and a FL 

measurement was taken at each position. 50 different measurement positions were 

scanned per measurement series, with 30,000 measurement windows each. The 

fractional contributions and total intensity from all photon counts were determined 

from the measurement results. 
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Figure 6.2: Schematic representation of the measurement setup. Microparticles suspend-
ed in DI water are placed in a microfluidic chip and fixed in one position (upper microscopy 
image). A laser is used to illuminate a spot on the microfluidic chip, and the fluorescence 
emitted below the microfluidic chip is detected by the SPAD array detector. By moving the 
microfluidic chip in the corresponding direction, the microfluidic is scanned point by point. 
Background fluorescence is then generated by introducing fluorophores into the solution 
of suspended microparticles. 

 

To determine the FL of the microparticles (Appendix, Figure A.1 B), the point 

at which the intensity was maximum in Figure 6.3 B was evaluated. 

For Figure 6.6, the measurements in Figure 6.4 and Figure 6.5 and two further 

repeat measurements in each case, measurement windows were randomly select-

ed at the positions with the maximum (particle fluorescence) and minimum intensi-

ty (background fluorescence) until the required photon counts were reached. These 

photon counts were then used to determine the fractional contributions and 

whether differentiability of the particles from the background fluorescence was 

possible. Differentiability was defined as follows: 

 𝑃wP > 𝑃woP + 3𝜎woP (20) 
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For this purpose, the fractional contribution with particle fluorescence (𝑃wP), 

the fractional contribution of the background fluorescence (𝑃woP) and its standard 

deviation distribution (𝜎woP) are used. 

6.3 Particle Detection 

In order to identify microparticles, they must stand out from the background 

signal. Then a threshold value can be defined from which a microparticle can be 

counted as detected (Figure 6.3). Below the threshold, microparticles are either not 

counted or incorrectly identified as such. 

 

Figure 6.3: Detection of fluorescent microparticles.  
(A) Schematic representation of the measurement process: Microparticles with a diame-
ter of 45 μm are in a microfluidic system with a diameter of 100 μm fixated in one posi-
tion.  
(B) Detected intensity: By shifting the fluidics and recording the fluorescence, the required 
measurement time can be investigated. 

 

The intensity results (Figure 6.3 B) show that over a channel length of 2 mm, 

the fluorescence of the single microparticle can be detected. This is because the 

laser spot is not focused but collimated to a diameter of about 2 mm. Outside the 

area in which the microparticles were excited, a much lower intensity could be de-

termined. This is because the microparticles were suspended in DI water during this 
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measurement, resulting in the intensity being mainly due to the dark count rate 

(DCR) of the SPAD array detector. When flow resumes, the particles can be clearly 

distinguished from the substrate and counted. 

To determine the maximum flow rate at which particles can be counted with 

the measurement setup used here, it is assumed that all particles are at least 2 mm 

apart due to the laser width. From the sum signal of the detected particle in  

Figure 6.3 B, an average of about 0.2 photon counts per measurement window can 

be detected at this particle spacing. Thus, to detect at least one photon from a par-

ticle, at least 5 measurement windows per particle are required. With a single 

measurement time of 20.48 μs, consisting of measurement window 1.28 μs and 

readout time 19.2 µ𝑠, the required measurement time is about 102 μs. The maxi-

mum possible count rate of 9765 particles per second results from the reciprocal of 

this measurement time. Taking into account the minimum distance between indi-

vidual particles, this corresponds to a maximum flow rate of 199 μl/s for the mi-

crofluidics used (width: 100 μm, height: 100 μm). However, it should be noted that 

only one photon count per particle can be expected in these calculations, which is 

not sufficient for characterization of the particles. If 1000 photon counts per meas-

urement are expected, a maximum flow rate of 0.2 μl/s can be set. Compared to 

other systems, this flow rate is not particularly high, as the pumps used for this 

purpose can often achieve flow rates of 1 to 10 μl/s [134,135]. The reason for this 

is that the system is not optimized for excitation and detection in microfluidics, but 

for measurements in 96 well plates. By focusing the laser directly on the microfluid-

ics and using optimized objectives, a higher photon count rate can be expected at 

smaller distances between particles, resulting in a higher flow rate. 

6.4 Particle Differentiation in Background Fluorescence 

In contrast to the measurements performed in Section 6.3, real applications 

involve many other components (unbound fluorophores and substances with in-

trinsic fluorescence [27]) producing background fluorescence, which makes it diffi-

cult to differentiate the cells and particles under investigation. When the  
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background fluorescence is also in the same spectral range, optical filters cannot be 

used for differentiation. An alternative method is to use the FL characteristic from 

the fluorophore, as discussed in Chapter 5. This has already been used in the fre-

quency domain [133], but is limited by the fact that multiexponential decay curves 

cannot be evaluated. By performing the determination in the time domain, multiple 

FLs can be distinguished from each other and the respective fractional contribu-

tions can be determined. For this purpose, the components to be determined must 

have different FLs. 

In order to create conditions where the microparticles are no longer clearly 

distinguishable from the background fluorescence based on the intensity  

change, different fluorophores emitting in the similar spectral range  

(Appendix, Figure A.1 A) were mixed into the solution with the particles. The de-

termined FL of a microparticle (𝜏p = 3.4 ns), shows that the difference to the fluor-

ophores used is higher than the minimum required threshold of Δ𝜏min = 0.5 ns 

determined in Chapter 5. 

 

Figure 6.4: Differentiation of microparticles with fluorescent background. Microparticles 
in a solution containing a fluorophore ((A) Atto 465 and (B) Fluorescein) with a fluctuating 
(i) fluorescence intensity. Determination of the (ii) fractional contribution of the micropar-
ticles allows for intensity-independent differentiation. 
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After mixing the fluorophores Atto 465 or Fluorescein into the solution con-

taining the microparticles, an increase in the measured background fluorescence is 

observed. Moreover, this is not constant over the scanned region, as the concen-

tration of the fluorophore may differ in some regions (Figure 6.4 Ai and Bi). When a 

particle is excited, the measured intensity increases. However, if the background 

fluorescence is too high, it is difficult to differentiate the intensity of a particle from 

the background fluorescence. Under worst case conditions, either the particle is not 

recognized, or a particle is falsely identified. 

By determining the fractional contributions, the fluorescence of the particles 

can be precisely assigned, independent of the intensity of the background fluores-

cence (Figure 6.4 Aii and Bii). This is also possible when the detected intensity in-

creases by less than 20 % for a particle detection (FL difference Δ𝜏 = 2.4 𝑛𝑠) 

(Figure 6.4 Ai) and also possible when the FL difference (Δ𝜏 = 0.7 𝑛𝑠) is close to the 

limiting value (Δ𝜏min = 0.5 𝑛𝑠) (Figure 6.4 Bi). Since this could be shown for a total 

of 5 different fluorophores (Appendix, Figure A.2), it can be assumed, as in  

Chapter 5, that the principle can be applied independently of the fluorophore used. 

In most cases, different sample types are distinguished in flow cytometric 

measurements by binding multiple fluorophores [136,137]. Thus, by using multiple 

fluorophores, it is possible that these fluorophores also enter the solution and con-

tribute to the background fluorescence. For this reason, it was now also investigat-

ed whether a differentiation of the particles is possible with two fluorophores 

(Atto 465 and 2-amino-acridone) in the solution (Figure 6.5). 
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Figure 6.5: Differentiation of microparticles with fluorescent background using 2 Fluoro-
phores. Microparticles are in a solution of two fluorophores (Atto 465 and 2-amino-
acridone) with a fluctuating (A) fluorescence intensity. Determination of the (B) fractional 
contribution of the microparticles allows intensity-independent differentiation. 

 

Despite the varying background fluorescence (Figure 6.5 A) due to both fluor-

ophores, it is still possible to clearly determine the fractional contributions of the 

particles (Figure 6.5 B). The concentrations of the fluorophores were chosen such 

that the background fluorescence corresponds to a fraction of 50 % of the particle 

fluorescence. The successful determination of the fractional contributions of all 

three fluorophores (as in Chapter 5) shows that even particles labelled with several 

fluorophores can be characterized by this method. 
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6.5 Required Fluorescence Fraction and Number of Detected 

Photons 

To investigate whether the tests performed in Section 6.3 and Section 6.4 are 

suitable for flow cytometric measurement, Monte Carlo simulations  

(as in Chapter 5) were performed and these were supplemented with measure-

ment results where possible (Figure 6.6). Here the threshold was determined at 

which differentiation from the background fluorescence is still possible. Pile-up was 

not considered, since its influence was already investigated in Chapter 4. 

 

 

Figure 6.6: Required fluorescence fraction and number of detected photons with fluores-
cent background using (A) 1 and (B) 2 Fluorophores. (Ai and Bi) Fractional contribution 
𝑃LS  of the particles required for differentiation must be above the specified limit (simula-
tion: green dashed curve, fit: red curve) for 𝑁c = 30,000. (Aii and Bii) The number of total 
photon counts required for differentiation at a fractional contribution 𝑃LS = 0.5, must also 
be above the specified limit (simulation: green dashed line, measurement differentiation 
possible: blue squares, measurement differentiation not possible: red squares) plotted 
with three repetitions next to each other. The determined limits depend on the (A) FL 
difference of the particles and one fluorophore or (B) in case of two fluorophores also their 
respective FL difference. 
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The simulation results in Figure 6.6 Ai and Bi show that the limit of the frac-

tional contribution of the particle at which differentiation is still possible depends 

linearly in the log-log representation on the FL difference. According to the simula-

tion results (Figure 6.6 Ai), the differentiation of the particles is possible at the used 

FL differences Δ𝜏 = 0.7 ns and Δ𝜏 = 2.4 ns up to the respective fractional contri-

bution of 8 % and 3 % from the background fluorescence generated by a fluoro-

phore. With two fluorophores (Figure 6.6 Bi) in solution with a mean FL difference 

of Δ𝜏 = 2.4 ns, a fractional contribution from the particles of 6 % should be differ-

entiable according to the simulations. In some applications, the fluorescence to be 

detected is very low, thus this method can be used to differentiate it from the pre-

dominant autofluorescence [129]. 

Experimental measurements to confirm these simulation results were not per-

formed, since the concentration of the fluorophores could not be further increased 

without the occurrence of self-absorption and a resulting significant FL change  

(data not shown). However, with several of the fluorophores used, a fractional con-

tribution of about 50 % to the particle fluorescence could be reached  

(Figure 6.4 and Figure 6.5). The simulations in Figure 6.6 Aii and Bii with the  

fractional contributions of 50 % of the background fluorescence also show in the  

log-log plot a linear dependence of the required number of detected photon counts 

for a successful differentiation on the FL difference. The approximate limit deter-

mined by the simulations was confirmed by measurements.  

The results show that a certain number of photon counts is necessary to 

differentiate the particles from the background fluorescence with the LS-Fit method 

(Figure 6.6 Aii and Bii, blue squares). However, if this number is insufficient, differ-

entiation is no longer possible (Figure 6.6 Aii and Bii, red squares). By using the 

ANN utilized in this dissertation, an improvement of the differentiation, especially 

at low fractional contributions and at low photon counts [123] can be expected. 

For all performed measurements, the threshold value of the required photon 

counts for a successful differentiation is less than 1000 photons, which enables a 

flow rate of 0.2 μl/s, as determined in Section 6.3, to be used for differentiation. If 

the setup is optimized for flow cytometric measurements, a higher mean photon 
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count rate can be expected, allowing a higher flow rate. This is due to the ad-

vantages of SPAD array detectors over the conventionally used PMT detectors, such 

as the high pixel count and thus the high average photon detection rate that can be 

allowed. The pile-up limitation investigated in Chapter 4 results in a maximum av-

erage photon count rate of 119 counts per measurement window with the 

384 pixels SPAD array detector employed here. This results in a maximum particle 

count rate of 5425 per second and a maximum possible flow rate of about 

108.5 μl/s according to the parameters defined in Section 6.3. Thus, theoretically, a 

high particle count rate at a high flow rate can also be achieved with this detector 

chip compared to other flow cytometer systems [134,135]. However, compared to 

the SPAD array detector used in [22] (60,000 cells per second), only a lower particle 

count rate is achievable here due to the long readout time from the SPAD array de-

tector chip. Furthermore, the differentiation of particles by fractional contributions 

allows to differentiate a higher number of fluorophores and therefore also a higher 

number of particles or cells labelled with different fluorophores. 

6.6 Conclusion 

In this chapter, the potential of differentiation of fluorescent cells and particles 

at high background fluorescence using fractional contributions based on the charac-

teristic FLs was shown to be applicable in flow cytometry. The experimental results 

showed that less than 1000 photon counts are required for successful differentia-

tion at a background fluorescence of 50 %, even when there is only a small FL 

difference of Δ𝜏 = 0.7 ns from the targeted samples. This also applies when the 

background fluorescence is caused by two different fluorophores. Using the SPAD 

array detector presented here and a measurement setup optimized for flow cytom-

etry, extrapolations show that a maximum particle count rate of about 5425 per 

second is achievable. This particle count rate is limited by the readout rate of the 

SPAD array detector chip used and is significantly lower compared to a SPAD array 

detector optimized for flow cytometry [22] (60,000 cells per second). 

 



 

 

7 Combined Conclusion and 

Outlook 

In this dissertation, the parameters of SPAD array detectors required for chemi-

luminescence and fluorescence-based biomedical applications were investigated. 

For this purpose, two measurement setups with different SPAD array detectors and 

corresponding Monte Carlo simulations were developed to investigate the optimal 

parameters. 

The high sensitivity and integration of the SPAD array detectors was shown to 

be particularly suitable for compact and lens-free chemiluminescence-based appli-

cations. Measurements on SARS-CoV-2 RNA and ssDNA showed that with the SPAD 

setup developed here and a suitable assay, the sensitivity of 106 copies/ml defined 

as sufficient by WHO [75] can be achieved theoretically. In addition, the Monte Car-

lo simulations showed key parameters such as a high fill factor (e.g. by using  

microlenses [81]), and a total photosensitive area that should not be larger than the 

biosensor from where the chemiluminescence originates. In a lens-free system de-

sign, reflection and refraction from the biosensor to the detector should also be 

reduced as much as possible, e.g. by using intermediate layers with the lowest pos-

sible refractive index differences to the fluid material. If these optimization 

measures are taken into account, further applications are possible, such as  
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the PCR-free detection of SARS-CoV-2 RNA with its associated advantages such as a 

high analysis speed. 

Another feature of SPAD array detectors is the high temporal resolution with 

which FLs can be determined in the nanosecond range. However, especially with a 

high number of pixels and a high temporal resolution, continuous measurement is 

usually not possible due to the amount of data generated. Therefore, in the bio-

medical field, these detectors are usually limited to use in FLIMs requiring long 

measurement times. However, when all pixels of the SPAD array detector are used 

simultaneously to determine a FL, the influence of the limiting pile-up effect is re-

duced, and with 300 SPAD pixels, FLs at ≤ 10 ns can be measured in less than 1 µ𝑠. 

This enables new application areas such as FL-based flow cytometry with direct cell 

sorting. 

In the previous paragraph, it was assumed that only one FL of a fluorophore 

needs to be determined. However, when the fluorophores are present in a mixture, 

it is often not possible to determine the FLs to distinguish the individual fluoro-

phores. Knowing this, however, it is possible to distinguish the fluorophores by de-

termining the fractional contributions. Experimental measurements and Monte 

Carlo simulations have shown that in order to successfully determine the fractional 

contributions, the fluorophores present in the mixture must have a minimum FL 

difference which increases with increasing number of fluorophores. In addition, the 

use of artificial neural networks (ANN) allows the fractional contributions to be de-

termined with higher accuracy and precision compared to LS fitting. This method is 

particularly suitable in areas where the differentiation of fluorophores with optical 

filters reaches its limits and can multiply the number of fluorophores to be differ-

entiated. Thus, in applications such as ELISA, the number of differentiable fluoro-

phores can be increased several fold. 

In flow cytometry, a large number of fluorophores are differentiated, in this 

context it may happen during some measurements that the detected fluorescence 

is very low compared to the background fluorescence. Measurements and Monte 

Carlo simulations have shown that fewer than 1000 photon counts are required to 

successfully differentiate from background fluorescence, regardless of the spec-

trum, when the background fluorescence is 50 % of the target fluorescence signal 
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and the FL difference is only 𝛥𝜏 = 0.7 ns. With the SPAD array detector used here, 

a theoretical particle count rates of about 5425 per second can be achieved. How-

ever, this requires the here developed measurement setup to be optimized for flow 

cytometric measurements, e.g. focusing the laser and optics on the fluidic channel. 

With the results shown here, applications such as vivo FL-based flow cytometry are 

conceivable where a high degree of autofluorescence occur [138]. 

To further improve the key performance parameters of the analytical methods 

addressed here, such as the detection limit in the chemiluminescence-based PoC 

measurement system or the flow rate and differentiability in flow cytometry, the 

development of dedicated SPAD array detectors is required. To ensure that the 

highest possible photon fraction can be detected, a high fill factor is required which 

is not limited by the size of the evaluation circuit. This can be achieved, for exam-

ple, by 3D integration, in which the SPAD array detectors and the evaluation circuit-

ry, located on separate wafers, are brought together only after fabrication. Howev-

er, such 3D integration also leads to an increase in cost, which should be kept as low 

as possible for use in PoC measurement systems. Another way to increase the fill 

factor is to move part of the data evaluation outside the SPAD array detector to the 

connected FPGA or ASIC. Depending on the requirements, photon counts can then 

be summed or the time stamp required for FL determination can be provided. This 

way, it would be possible to cover the requirements of both application areas ad-

dressed here with the development of one SPAD array detector. 
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List of Abbreviations 

Abbreviation  Meaning 

ADC  Analog to digital converter 

Ag  Antigen detection 

ANN  Artificial neural networks 

CMOS  Complementary metal–oxide–semiconductor 

DCR  Dark count rate 

DIG  Digoxigenin 

ELISA  Enzyme-linked immunosorbent assay 

FF  Fill factor 

FL  Fluorescence lifetime 

FLIM  Fluorescence lifetime imaging microscopy 

FPGA  Field programmable gate array 

HRP  Horseradish peroxidase 

LiDAR  Light detection and ranging 

LOD  Limit of detection 
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LS  Weighted nonlinear least square 

MSELoss  Mean square error loss function 

PBST  Phosphate buffer saline tween 

PCB  Printed circuit board 

PDMS  Polydimethylsiloxane 

PEEK  Polyether ether ketone 

PMT  Photo multiplier tube 

PoC  Point-of-care 

PS  Polystyrene 

RDT  Rapid diagnostic tests 

ReLU  Rectified linear unit 

RNA  Ribonucleic acid 

RT-PCR  Reverse transcription polymerase chain reaction 

SARS-CoV-2  Severe acute respiratory syndrome coronavirus 2 

SPAD  Single photon avalanche diode 

SSC  Saline-sodium citrate 

ssDNA  Single strand deoxyribonucleic acid 

TAC  Time to analog converter 

TCSPC  Time-correlated single-photon counting 

TDC  Time to digital converter 

WHO  World health organization 

 



 

 

Formula Symbol 

Latin characters 

Symbol Unit Meaning 

< 𝑁c >w - Mean photon counts per measurement cycle 

𝐴K m2 Spherical area 

𝐴O m2 Area of the spherical segment 

b m Diameter 

c M Concentration 

𝑐v - Precision of FL acquisition 

d m Distance 

𝑑Pixel m Pixel diameter 

𝑑rate bit/s Data readout rate 

f - Percentage of emitted photons from the fluorophore 

h m Height 

𝐼 - Intensity 

LOD copies/ml Limit of detection 

𝑁c - Photon counts 

𝑁Pixel - Number of pixel 

𝑛w - Number of measurement cycles 

𝑃 - Fractional contribution 

r m Radius 

𝑡 s Time 

𝑡res s Time resolution 
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𝑡w s Measurement duration of one cycle 

𝑉ex V Excess-bias voltage 

Z' - Quantitative value for separation of two distributions 

 

Greek characters 

Symbol Unit Meaning 

𝛼 - Pre-exponential factor 

Δ𝜏 ns Difference between two fluorescence lifetimes 

𝛿𝜏 - Accuracy of FL acquisition 

𝜎 ns Standard deviation 

𝜏 s Fluorescence lifetime 

 



 

 

Appendix 

 

Figure A.1: Differentiation of particles. (A) Spectral differentiation of particles using optical 
filters is not possible due to the superposition of spectra. (B) Differentiation of particles is 
possible because of different FLs. 



Appendix 127 

 

 

 

Figure A.2: Differentiation of microparticles with fluorescent background. Microparticles 
are in a solution containing a fluorophore ((A) lucifer yellow, (B) acriflavine and (C) 2-
amino-acridone) with a fluctuating (i) fluorescence intensity. Determination of the (ii) frac-
tional contribution of the microparticles allows for intensity-independent differentiation. 

 



 

 

List of Figures 

Figure 1.1: Schematic representations of the measurement methods investigated 

here. (A) Chemiluminescence: Pathogen-specific molecules bind 

on a biosensor as they flow through a fluidic. Depending on the 

concentration of the pathogen-specific molecules, a chemical 

reaction with other molecules generates chemiluminescence, 

which is detected as a signal on the SPAD array detector.  (B) 

Fluorescence: Excitation of fluorophores within cells with short 

laser pulses flowing through a fluidic channel. The emitted 

fluorescence is collected by lenses, then passed through optical 

filters and detected by the SPAD array detector. The fluorescence 

lifetime is then determined from the detected decay signals. 10 

Figure 2.1: Proposed mechanism for the CL reaction. Luminol (left) reacts in an 

alkaline medium and with an oxygen molecule to 3-

aminophthalate (right) with a nitrogen molecule, two water 

molecules and the emission of a photon (adapted from [34]). 16 

Figure 2.2: One form of a Jablonski diagram showing the occurrence of 

fluorescence [8] (with permission by Springer Nature). 17 

Figure 2.3: Schematic drawing of the adjustable SPAD array detector parameters. 

The pixel number 𝑁px indicates the number of all pixels in the 

array with a respective connection and readout circuit. The fill 

factor is the ratio of the photosensitive area 𝐴ph to the total pixel 

area. The fill factor decreases with increasing non-photosensitive 

area 𝐴n. This area depends on the protection structures, 

connections and placement of readout circuits. The time 

resolution 𝑡res is given by the frequency at which data from all 

pixels is read out or buffered. 21 

Figure 2.4: The SPAD array detector used in this work for FL determination. Here, 

a higher fill factor was achieved by relocating the evaluation circuit 

outside the pixel areas. [62] 24 

Figure 2.5: The SPAD array detector used in this work for CL measurements. Image 

of the 8x8 SPAD array detector taken with a microscope with the 
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actual SPADs recognizable by the darker dots in the center of the 

detector. One pixel has a diameter of 30 μm. 25 

Figure 3.1: Schematic sectional view of the SPAD setup. The microfluidic channel 

consists of a cut-to-size double-sided adhesive tape bonded 

between a polyether ether ketone (PEEK) lid and a thin 

polystyrene (PS) film. Threads for the inlet and outlet are 

machined into the PEEK lid. Chemiluminescence is emitted at the 

biosensors inside the liquid channel. To detect this emitted light, 

the cartridge containing the biosensors is positioned exactly above 

two SPAD array detectors, with each SPAD chip connected to a 

flexible film at the bottom. The flexible films are perforated above 

the light-sensitive SPADs and connected to the respective readout 

circuits via integrated wiring. 29 

Figure 3.2: Images of the developed SPAD setup.  (A) SPAD setup: The SPAD 

setup is located inside a blackened aluminum box with FPGA and 

SPAD base station. Into the box leads tubing for sample delivery 

and a USB cable for data readout.  (B) Base station: On the base 

station is an inserted cartridge (transparent here for visualization, 

but non-transparent PEEK material for measurements) below 

which are the SPAD array detectors, connected via flex foil to the 

respective readout circuit.  (C) Cartridge: U-shaped microfluidic 

channel with inlet and outlet, described in more detail in  

Figure 3.1. 30 

Figure 3.3: Comparison between plate reader system and SPAD array detector.  

(A) Multi-well plate preparation steps: (2.) Removal of the well 

bottom, (3.) sealing of the opening with a PS film, and (4.) 

incubation of anti-DIG antibody with horseradish peroxidase HRP 

on the PS film. After adding luminol/H2O2, measuring of 

chemiluminescence in (5.) Tecan plate reader and (6.) SPAD array 

detector at two different concentrations  (0.1 U/ml and 0.5 U/ml). 

U is used here as the enzyme unit defining substrate conversion in 

µmol per min.  (B) Measurement results: Comparison of the 

measured mean photon count number of both measurement 

systems leads to an offset factor (obtained by overlaying the line 

fit of the Tecan reader on that of the SPAD array detector, red 
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dotted curve) of the Tecan plate reader of 67. Error bars in (B) are 

partially smaller than the  

markers                                                                                                     32 

Figure 3.4: Comparison between two plate reader systems. Direct comparison 

between the measured intensity of two plate reader systems 

(Labrox blue and Tecan orange) with the resulting offset factor of 

2.5, obtained from overlaying the line fits, red dotted curve. 33 

Figure 3.5: Chemiluminescence assay for the detection of SARS-CoV-2-RNA or 

ssDNA.  (A) Immobilization: Capture probe (ssDNA) is immobilized 

with biotin label to a substrate coated with streptavidin.  (B) 

Reporter probe: Addition of reporter probe with digoxigenin 

(DIG)-label and target RNA or ssDNA.  (C) Anti-DIG antibody: 

Addition of Anti-DIG antibody with horseradish peroxidase (HRP)-

label followed by addition of chemiluminescence substrate 

(acridan-derivative and HO2). 34 

Figure 3.6: Pre-hybridization in solution.  (A) Incubation: Capture probe, reporter 

probe, target RNA, and anti-DIG-HRP are incubated in solution.  (B) 

Hybridized complex: A hybridized complex of capture probe, 

reporter probe, and target RNA with bound anti-DIG-HRP is 

obtained.  (C) Immobilization: This complex is then immobilized to 

a streptavidin-coated solid support via biotin-streptavidin  

binding. 35 

Figure 3.7: Microfluidic channel with biosensor array. Fluorescence image of 

fluorophore spots (500 pl per spot, Alexa Fluor 488) analogous to 

the biosensor, spotted in the microfluidic channel using a 

nanodispenser. The cartridge was imaged with a fluorescence 

microscope in top view without SPAD base station. 38 

Figure 3.8: SARS-CoV-2 (A) ssDNA or (B) RNA detection using Labrox plate reader. 

The titration curve measured on the Labrox plate reader shows 

that as the concentration decreases, a lower intensity is detected 

(blue dots). The limit of detection (purple dashed curve) results 

from the negative control (black curve) without the use of RNA or 

ssDNA with three times its standard deviation  

(grey dashed curve). 40 
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Figure 3.9: SARS-CoV-2 (A) ssDNA or (B) RNA detection using the SPAD setup. The 

titration curve measured on the SPAD setup shows that as the 

concentration decreases, a lower intensity is detected (green 

dots). The limit of detection (purple dashed curve) results from the 

negative control (black curve) without the use of RNA or ssDNA 

with three times its standard deviation (grey dashed curve). Using 

the offset factors from Section 3.2 the expected calibration curve 

can be determined (orange dashed curve) and its negative control 

(orange curve) with three times its standard deviation (orange 

dotted curve). 41 

Figure 3.10: Schematic model illustrating the influences, for the detection of 

luminescence photons in the current setup: Number of generated 

photons, parameters of the detector, material transitions and 

respective layer thicknesses. The generated photons radiate 

equally distributed in all directions, half of them do not radiate in 

the direction of the detector (b), a part is totally reflected 

depending on the angle of incidence (c) and at the intermediate 

layers the photons are refracted (a). 43 

Figure 3.11: Representation of the developed simulation model. Configurable 

variables (distances, number of photons, number of intermediate 

layers and their refractive indices, detector specifications) allow 

the determination of optimal parameters. 43 

Figure 3.12: Analytical model and its verification:   (A) Schematic illustration of 

the compared analytical model.  (B) Proportion of detected 

photons as a function of distance for an analytical simplified model 

(grey dashed) and the Monte Carlo simulation with equivalent 

settings (red dots) 44 

Figure 3.13: Optimal specifications for SPAD array detector and biosensor. 

Proportion of detected photons as a function of detector distance 

for (A) different pixel diameters  (10 µm blue, 20 µm yellow, 30 µm 

green, 40 µm red), (B) for different number of pixels at a fixed 

distance of 100 µm to the biosensor, (C) biosensor diameter (10µm 

blue,  100 µm yellow, 300 µm green, 500 µm red) for constant 

detector size, (D) fill factor for different pixel arrangements (10x10 
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pixels dashed orange, 2x50 blue dot-dashed),  (E) different 

materials between biosensor and detector. 47 

Figure 4.1: TCSPC-based FL measurements using SPAD array detector. (A) “Ideal” 

fluorescence signal (intensity vs. time) of a fluorophore with a 

single-exponential decay characterized by its lifetime 𝜏0. (B) 

Lifetime measured by TCSPC. Fluorophores are excited with a short 

laser pulse (blue curve) and the arrival times of emitted 

fluorescence photons (green markers) are detected by a single-

photon detector, 𝑒. 𝑔., PMT or SPAD array detector. To get a 

sufficient number of arrival times, laser excitation and photon 

counting are repeated for 𝑛𝑤-times with a defined measurement 

window duration 𝑡𝑤. All arrival times are stored in a histogram 

allowing to extract the lifetime by exponential fit (Ciii and Diii). The 

count rate during each measurement window depends on the 

number of individual photosensitive areas or pixels of the detector 

(C and D). With “one pixel” single-photon detector, only the first 

photon per measurement window can be detected (Ci-ii). In case 

of high photon rates (photons per measurement window), this 

“first-photon”-issue leads to a pile-up of the histogram and an 

underestimation (lower accuracy) of the lifetime as indicated by 

difference between the fit (red curve) and ideal fluorescence signal 

(orange curve from (A)) (Ciii). To avoid pile-up the photon rate 

should be smaller than the number of pixels. With “pixelated” 

SPAD array detector higher photon rates can be permitted ((D), 

here,  pixels = 9 > photon rate < 𝑁𝑐 > 𝑤 = 5) resulting in higher 

total counts and a more accurate estimation of the lifetime (Diii) 

compared to one pixel (Ciii) after the same number of 

measurement windows (i.e., same total measurement time). 54 

Figure 4.2: Schematic of the experimental FL setup. The is excited by a collimated 

pulsed laser diode (𝜆 = 450 𝑛𝑚), filtered by a bandpass filter. The 

emitted fluorescence is collected and focused onto the SPAD array 

detector by two positive Fresnel lenses. Longpass filters were used 

to filter out residual signal from the pulsed laser diode. A FPGA 

board was used to control trigger signals for laser and SPADs and 

to process the data from the SPAD array detector 55 
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Figure 4.3: Images of the experimental FL setup:  (A) Detector: SPAD array 

detector with the lenses and filters attached in a tube housing 

mounted via a C-mount adapter.  (B) Measurement setup: Top 

view of the measurement setup with the laser and collimator 

mounted on top, the optical path of which is directed to a well in 

the underlying 96-well plate, adjustable in 3 axes by three stages. 

The SPAD array detector from (A) is located below the illuminated 

well. 56 

Figure 4.4: Experimental FL measurement.  (A) Timing scheme of the 

measurement procedure: Laser trigger and SPADs were turned on 

and off during one measurement window. The total number of 

measurement windows was set to nw = 30,000. Each detected 

photon (green markers) during the on-phase of the SPADs has a 

specific arrival time.  (B) FL determination: Representative 

measurement curves for a laser pulse (FWHM = 1.25 ns, blue 

curve) and for the resulting fluorescence signal (histogram of all 

arrival times, green) detected by the SPAD array detector. The 

exponential decay of the fluorescence signal was fitted by 

nonlinear least square (LS) method to determine the FL (red 

dashed curve). 57 

Figure 4.5: Principle of FL Monte Carlo simulation.  (A) Fluorescence photons: 

Distribution of fluorescence photons 𝑁ar arriving at the detector. 

The distribution was obtained by convolving the turn-off function 

of the laser pulse and the exponential fluorescence decay of the 

fluorophore.  (B) Noise: Distribution of events that arise from 

noise sources 𝑁n such as dark counts and scattered light.  (C) 

Distribution: Number of arrived photons per measurement 

window (randomly Poisson-distributed over all measurement 

windows).  (D) Detected photons: Number of detected photons 

per measurement window. Since only one photon can be detected 

per pixel and measurement window, only the fastest photons are 

detected.  (E) FL determination: Distribution of all detected 

photons from that the FL is determined by LS fitting. 58 

Figure 4.6: Photon statistics in FL measurements.  (A) Precision: Precision vs. 

photon counts. Experimental FL measurements of two 
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fluorophores (2-amino-acridone, red and fluorescein, blue) and 

Monte Carlo simulations (green dashed curve) with a 

corresponding 1/𝑁c curve (gray dashed curve).  (B) Distribution: 

Representative distribution of FLs at low 𝑁c (upper panel) and high 

𝑁c (lower panel) for the two fluorophores shown in (A) with 

different standard variations 𝜎, for the same mean values 𝜇.  (C) 

Differentiation: Successful differentiation requires a sufficient 

distance between these two distributions, which can be achieved 

for 𝑍′ = 0.5 (Equation 9), corresponding to a distance of 6 of the 

standard deviation for each fluorophore. Such a distance is 

described in [103] as an excellent assay, and the number of counts 

required compared to the ratio of the mean values of two FLs to 

achieve this is shown here. The grey dashed/dotted line indicates 

the minimum required photon counts for distinguishing the 

fluorophores in  (A, B). Error bars in (A) are smaller than the 

markers. 60 

Figure 4.7: Impact of the detector’s pile-up on the FL. Lifetime vs. count rate 𝑁cw. 

Experimental FL measurements (red markers) and Monte Carlo 

simulations with pile-up (green solid curve) and without pile-up 

(green dashed curve) for a SPAD array detector. 63 

Figure 4.8: Impact of the detector’s pile-up on relative accuracy of determined FL. 

Relative accuracy 𝛿𝜏 of the measured lifetime τ vs. count rate 𝑁cw 

for different number of the SPAD array detector’s active pixels ((A), 

1 pixel; (B), 10 pixels; (C), 100 pixels). At a relative accuracy of 𝛿𝜏 =

5.5 %, corresponding to a photon count of 𝑁c = 1000, this results 

in a maximum count rate 𝑁cw,max that depends on the number 

of pixels (dotted lines). 64 

Figure 4.9: Pixel dependent count rate: 𝑁cw,max vs. 𝑁Pixel determined from 

Monte Carlo simulations show a linear correlation. The 

fluctuations of the values are the result of system limitations on 

which the simulations were performed. 65 

Figure 4.10: Required width of the measurement window duration and influence 

of the time resolution.  (A) Measurement window duration: 

Proportion of emitted photons that arrive at the detector within 
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the measurement window duration 𝑡w (normalized by the 

lifetime).  (B) Time resolution: (Bi) Relative accuracy of lifetime 

acquisition from fitting the histograms depends on the binning, 

i.e., time resolution of the detector (for 𝑁c = 1000). Experimental 

measurements (blue and brown markers) and Monte Carlo 

simulations (green curve) with representative histograms for 

simulated data at a low time resolution of  𝑡res = 6𝜏 (Bii) and at a 

high time resolution of 𝑡res = 0.1𝜏 (Biii). 67 

Figure 4.11: SPAD array detector: Impact of the number of pixels on the total 

measurement time and data rate.  (A) Total measurement time: 

Total measurement time vs. number of pixels for different FLs 

(Equation 14).  (B) Data rate: Relationship between estimated 

required data rate of SPAD array detector with on-chip digital 

signal processing (CMOS device) and number of pixels for different 

FLs (time resolution 𝑡𝑟𝑒𝑠 was set to 4𝜏) (Equation 15). 69 

Figure 5.1: Mixtures of several fluorophores to adjust different fractional 

contributions. (A) 2 fluorophores: Mixing of 2 different 

fluorophore solutions in a multi-well plate with different volumes 

(25 μl, 50 μl, 100 μl).  (B) 3 fluorophores: For mixtures of 3 

different fluorophore solutions, different volumes of the third 

fluorophore were added in addition to the wells prepared  

as in (A). 76 

Figure 5.2: Determination of the fractional contributions based on the FLs.  (A) 

Fluorescence spectra: Overlapping fluorescence spectra of three 

different fluorophores (2-amino-acridone: orange curve 𝜏1 =

10.6 𝑛𝑠, lucifer yellow: green curve 𝜏2 = 6.0 𝑛𝑠 and fluorescein: 

blue curve 𝜏3 = 4.1 𝑛𝑠) are almost impossible to separate using 

spectral filters.  (B) FLs: Fluorescence decay behavior of the 

fluorophores shown in (A) after excitation with a short laser pulse 

and determination of each fluorophore specific FL.  (C) Simulation 

of 2 fluorophores: Simulation of a mixture of 2 fluorophores with 

different FL at different concentration ratios shows the principle of 

determining the fractional contributions by calculating the 

fractional contributions using the amplitude representative pre-

exponential factor of the component 𝛼𝑖 (Equation 17). 77 



136 List of Figures 

 

 

Figure 5.3: Differentiation of (A) 2 and (B) 3 fluorophores using LS-Fit. 

Experimental results for expected 𝑃set (Equation 17) against 

determined fractional contributions 𝑃LS (Equation 18) for 

mixtures of 2 (A) and 3 (B) different fluorophores (2-amino-

acridone: orange 𝜏1 = 10.6 ns, Lucifer Yellow: green 𝜏2 = 6.0 ns, 

fluorescein: blue 𝜏3 = 4.1 ns, acriflavine: violet 𝜏4 = 5.6 ns, Atto 

465: brown 𝜏5 = 5.8 ns) using their FL in different concentrations 

and volume. Each point shows the fractional contribution of a 

fluorophore in a mixture. The lines of the same color represent the 

moving average of the measurement data. (Ai-iii) For mixtures of 2 

fluorophores, the deviation from the expected values increases as 

the FL difference between the fluorophores becomes smaller. (Bi-

iii) For mixtures of 3 fluorophores with similar FL differences, 

fluorophore-specific deviations from the expected values can be 

seen, which are higher for certain fluorophore combinations. 80 

Figure 5.4: Differentiation of 3 fluorophores using ANN.  (A) Schematic structure 

of the ANN: A feed-forward ANN using a backpropagation training 

algorithm. The decay curve of the fluorophore mixture was used as 

input and α of the exponential decay function as output. 

Depending on the number of fluorophores, 2 or 3 hidden layers 

were used. The FL of each fluorophore was used to determine the 

fluorophore fraction (Equation 17). The training consisted of two 

training steps: 1st step with simulated data and 2nd step briefly 

with a series of real measurements.  (B) LS fit and ANN: 

Comparison between fractional contributions determined using LS 

fit (Bi) and a trained ANN (Bii).  (C) Comparison of the 

distributions: Vase plots showing the distribution of the 

differences between the determined and expected fractional 

contribution when varying the third fluorophore with (Ci) Atto 465, 

(Cii) lucifer yellow and (Ciii) acriflavine, comparing ANN and  

LS fit. 84 

Figure 5.5: Required FL difference to determine the fractional contributions.  (A) 

2 and (B) 3 fluorophores: Measurement results and simulations 

for mixtures with (A) 2 and (B) 3 fluorophores. The standard 

deviations shown were determined from the differences of the 
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determined and expected fractional contributions and plotted 

against the FL differences of the fluorophores present in the 

mixture. The smaller the standard deviation, the more precise the 

fractional contributions of the fluorophores can be determined. 

The measurement results were plotted as points that partially 

overlap, and the simulation results were plotted as lines with 

corresponding colors. Here, a comparison was made between (Ai, 

Bi, Ci) LS fit and (Aii, Bii, Cii) ANN. The higher the FL difference 

between fluorophores in the mixture, the lower the measured and 

simulated standard deviation.  (C) Multiple fluorophores: 

Simulation results at equidistant FLs to determine the minimum FL 

difference, required to determine the fractional contributions, at 

different numbers of fluorophores. 𝜎 = 10 % (LS fit) of (Ai) and 

𝜎 = 4 %  (ANN) of (Aii) were used as the threshold above which 

the determination of the fractional contributions is considered 

possible. It can be seen that the required FL difference increases 

with increasing number of fluorophores. 86 

Figure 6.1: Influence of background fluorescence.  (A) Without background 

fluorescence: Fluorescence of a target particle or cell flowing 

through a fluidic channel that can be registered and counted after 

excitation with light.  (B) With background fluorescence: 

Additional fluorophores in the fluid produce an additional 

fluorescence signal. Since the concentration of fluorophores 

varies, the resulting background fluorescence is not constant. If 

the detected intensity is too high, the particles/cells cannot be 

clearly registered and counted. However, by determining the 

fractional contributions 𝑃, it is still possible to clearly identify the 

incoming particles/cells. 92 

Figure 6.2: Schematic representation of the measurement setup. Microparticles 

suspended in DI water are placed in a microfluidic chip and fixed in 

one position (upper microscopy image). A laser is used to 

illuminate a spot on the microfluidic chip, and the fluorescence 

emitted below the microfluidic chip is detected by the SPAD array 

detector. By moving the microfluidic chip in the corresponding 

direction, the microfluidic is scanned point by point. Background 
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fluorescence is then generated by introducing fluorophores into 

the solution of suspended microparticles. 94 

Figure 6.3: Detection of fluorescent microparticles.  (A) Schematic 

representation of the measurement process: Microparticles with 

a diameter of 45 μm are in a microfluidic system with a diameter 

of 100 μm fixated in one position.  (B) Detected intensity: By 

shifting the fluidics and recording the fluorescence, the required 

measurement time can be investigated. 95 

Figure 6.4: Differentiation of microparticles with fluorescent background. 

Microparticles in a solution containing a fluorophore ((A) Atto 465 

and (B) Fluorescein) with a fluctuating (i) fluorescence intensity. 

Determination of the (ii) fractional contribution of the 

microparticles allows for intensity-independent differentiation. 97 

Figure 6.5: Differentiation of microparticles with fluorescent background using 2 

Fluorophores. Microparticles are in a solution of two fluorophores 

(Atto 465 and 2-amino-acridone) with a fluctuating (A) 

fluorescence intensity. Determination of the (B) fractional 

contribution of the microparticles allows intensity-independent 

differentiation. 99 

Figure 6.6: Required fluorescence fraction and number of detected photons with 

fluorescent background using (A) 1 and (B) 2 Fluorophores. (Ai 

and Bi) Fractional contribution 𝑃LS  of the particles required for 

differentiation must be above the specified limit (simulation: green 

dashed curve, fit: red curve) for 𝑁c = 30,000. (Aii and Bii) The 

number of total photon counts required for differentiation at a 

fractional contribution 𝑃LS = 0.5, must also be above the 

specified limit (simulation: green dashed line, measurement 

differentiation possible: blue squares, measurement differentiation 

not possible: red squares) plotted with three repetitions next to 

each other. The determined limits depend on the (A) FL difference 

of the particles and one fluorophore or (B) in case of two 

fluorophores also their respective FL difference. 100 

Figure A.1: Differentiation of particles. (A) Spectral differentiation of particles using 

optical filters is not possible due to the superposition of spectra. 
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(B) Differentiation of particles is possible because of  

different FLs. 126 

Figure A.2: Differentiation of microparticles with fluorescent background. 

Microparticles are in a solution containing a fluorophore ((A) 

lucifer yellow, (B) acriflavine and (C) 2-amino-acridone) with a 

fluctuating (i) fluorescence intensity. Determination of the (ii) 

fractional contribution of the microparticles allows for intensity-

independent differentiation. 127 
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Table 2.1: SPAD array detectors published since 2016 with the comparison of the 

previously described design parameters. The excess-bias voltage 
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