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ABSTRACT 

The objective of this paper is to investigate the effect of off-

design supercritical carbon dioxide (sCO2) Brayton cycle 

operation on the thermodynamic performance of a heat 

exchanger/chemical reactor for transferring stored energy from 

hot, reduced, metal oxide particles into the power cycle. The 

device, termed an Energy Recovery Reactor (ERR), feeds 

gravity-driven particles through a bank of zigzag, finned, 

serpentine tubes containing sCO2 flowing in counterflow to the 

particles. Preheated air introduced at the bottom of the reactor 

flows through the zig-zag channels also in counterflow with the 

particles and parallel flow with the sCO2. The air supplies 

oxygen (O2) as the reactant to drive exothermic re-oxidation of 

particles. The air also functions as a heat transfer medium 

between the energized particles and sCO2.  

In this study we develop a steady-state 1-D thermodynamic 

model of the ERR system. By defining controllable inputs such 

as inlet temperatures and flow rates of particles, air, and sCO2, 

the remaining state points are calculated based on mass and 

energy balances. With set flow rates of particles, adjusting the 

sCO2 cycle operating conditions (e.g., inlet temperature, flow 

rate, etc.) demonstrate how the performance of the ERR will 

change during off-design operation. Increasing the inlet 

temperature of the sCO2 while maintaining the required outlet 

temperature results in a smaller temperature lift and decreases 

the heat duty of the system as a whole. When the system runs 

with a constant particle flow rate, the total amount of chemical 

heat available is constrained based on the redox reaction. 

Therefore, adjusting the heat transfer to the sCO2 based on 

changes to the operating conditions results in changes to the 

recovery effectiveness and the ratio of sensible to chemical heat 

released by the particles. This model outputs the steady state 

operating conditions of the three domains within the reactor at 

various off-design conditions that are input to an existing 

segmented heat transfer model to calculate the temperature 

profiles and local heat transfer performance, which will be 

verified experimentally in future work. 

 

INTRODUCTION AND BACKGROUND 

The next generation of high temperature, central receiver 

concentrated solar power (CSP) systems are well suited for 

providing thermal energy to high efficiency power cycles using 

supercritical carbon dioxide (sCO2) as the working fluid, [1]. The 

U.S. Department of Energy (DOE) has identified the 

recompression sCO2 Brayton cycle as the most promising power 

cycle for coupling to next-generation, high temperature 

(>700℃) central receiver CSP systems due to the potential of 

higher cycle thermal efficiency than steam Rankine cycles. The 

sCO2 power cycle also operates with a smaller physical size and 

higher power density, resulting in a less complex power block 

that can be implemented at lower capital costs, [2]. These power 

cycles operate at high pressure (~25 MPa) and require a turbine 

inlet temperature of >700°C to operate in the target efficiency 

window. Coupling an sCO2 Brayton cycle to a CSP plant requires 

a high temperature heat transfer fluid to capture the thermal 

energy from the concentrated solar flux which is either sent to a 

thermal energy storage (TES) system or directly to the power 

cycle via a high temperature heat exchanger. In the U.S., three 

main types of high temperature heat transfer fluids are being 

investigated for third generation CSP systems: gas-phase, molten 

salt, and particles, [1].  

The main benefit that concentrated solar thermal 

technologies have over other forms of intermittent renewable 

energy is the relative simplicity of large-scale thermal energy 

storage. While the thermal energy captured via one of the 

aforementioned heat transfer fluids in a solar receiver could be 
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used immediately to generate electricity via the power cycle, 

most systems incorporate thermal energy storage to enable 

continual energy output during periods of low solar resource. 

Most existing central receiver CSP systems using molten nitrate 

salt as both the heat transfer fluid in the receiver and the thermal 

storage medium. However, these salts tend to break down 

temperatures around 565°C, [1]. Thus, thermal storage 

technology for next-generation plants must be capable of storing 

and releasing energy at higher temperatures. For short term or 

daily storage, a common and inexpensive means of thermal 

energy storage is to use the sensible energy of the receiver heat 

transfer fluid itself, [3,4]. For high temperature CSP plants, this 

thermal storage includes the use of hot particles, [5], or higher 

temperature chloride molten salt, [6], stored for durations up to 

18 hours, depending on the capacity of the TES system, [7].  

Due to the high amount of recuperation in recompression 

sCO2 Brayton cycles, the temperature lift through the primary 

heat exchanger is relatively small, ~200 K, [8]. Thus, when 

coupling this cycle to sensible thermal storage, large volumes are 

required. To reduce the size and cost of the storage tank while 

maintaining the stored energy content, the energy density of the 

storage media must be increased. This increase can be achieved 

by using a material with a higher specific heat capacity, though 

this approach comes at the cost of using a less developed and 

more expensive material. Another way to increase the energy 

density of the storage system while also releasing heat over a 

narrower range of temperatures is to store latent heat via a phase 

change material. However, these materials are often limited to 

lower temperatures and have low thermal conductivities, which 

leads to long charge/discharge rates, [4].  

To address these challenges, the focus of this study is on 

coupling sCO2 Brayton cycles to a system that stores energy 

through a combination of sensible heating and a reversible 

chemical reaction. An example of the system is shown in Figure 

1. This practice is known as thermochemical energy storage 

(TCES). In this study, we consider the use of redox active metal 

oxide (MOx) particles with diameters on the order of 300 µm. 

During system charging, the particles are sensibly heated and 

endothermically reduced in a low O2 environment. When energy 

is required, sensible heat and the energy from an exothermic re-

oxidation reaction can be transferred to heat sCO2 from a 

temperature of approximately 550℃ to 720℃. This process 

significantly increases the energy density of the stored material. 

For example, the enthalpy of reaction is 370 kJ kg-1 material at 

maximum extent of reduction for CAM28, the material 

considered in this study, [9]. TCES also potentially allows 

matching of the temperature at which exothermic energy is 

released with the temperature lift required for the sCO2 cycle. 

The use of MOx particles for energy storage in an air-

Brayton cycle was explored by Gorman et al., [10]. In their work, 

the particles and the Brayton cycle working fluid (air) were 

directly mixed, exchanging both sensible and chemical energy. 

The heated, O2 depleted air is the working fluid used directly in 

the Brayton cycle. They showed that in certain cases the air outlet 

(turbine inlet) temperature from their reactor could exceed the 

stored particle temperature due to the exothermic re-oxidation 

reaction. Other researchers have begun to explore different 

TCES materials and the coupling to power cycles, [10–15]. At 

present, there are no studies exploring the performance of the 

coupling reactor between the TCES system and the sCO2 power 

cycle. Direct contact between stored particles and the working 

fluid is not possible for sCO2 systems. Thus, this paper explores 

the performance of the Energy Recovery Reactor (ERR) when 

the coupled sCO2 power cycle runs at off design conditions. 

Performance is evaluated using a steady state thermodynamic 

model where the operating conditions of the sCO2 (inlet 

temperature, flow rate) are varied from their design values. The 

metric of performance is the effectiveness of recovery, a value 

 
Figure 1: sCO2 Brayton cycle with recompression coupled to CSP system with daily and weekly storage. 

 

DOI: 10.17185/duepublico/77309



 3   

comparing how much energy transfers into the sCO2 versus how 

much stored energy is supplied by the particles’ sensible and 

chemical energy. 

This model also compares the amount of energy recovered 

from the particles with how much is theoretically possible at the 

different off-design conditions. A complementing heat transfer 

model uses the conditions calculated in the thermodynamic 

model as inputs to calculate temperature profiles of the air, 

particles and sCO2 through the reactor. It also calculates the local 

sensible and chemical energy release rates of the particles 

through the reactor height, which can be compared to the 

sensible energy change of the sCO2 to again evaluate the 

effectiveness of recovery. These models are used to evaluate how 

off-design conditions of the sCO2 Brayton cycle effect the 

performance of reactor coupling the power cycle and the TCES 

system.  

 

ENERGY RECOVERY REACTOR SYSTEM DESIGN 

Figure 1 shows a schematic of a concentrated solar power 

plant with TCES and an sCO2 Brayton cycle. Our group has 

developed a novel device called the Energy Recovery Reactor 

(ERR) to couple the TCES system to a sCO2 power cycle. 

Figure 2 shows conceptual rendering of the prototype scale 

ERR. This device serves as the primary heat exchanger in a 

recompression Brayton cycle. Within the device, both sensible 

and chemical energy are recovered by oxidizing the reduced 

TCES particles using near-ambient pressure air in counter flow. 

The air then transfers its energy via convection to the sCO2 

flowing through a bank of finned serpentine tubes through the 

body of the reactor. The wavy fins aid in heat transfer by 

increasing the heat transfer area of the sCO2 circuit and increase 

the residence time to allow for complete oxidation of particles.  

 
Figure 2: (a) Rendering of ERR prototype, (b) ERR heat 

exchanger core with wavy fins, (c) ERR fluid flow paths. 

 

The reactor has three domains: MOx particles, air, and sCO2. 

The chemical equation used in the redox reaction is as follows: 

1

𝛿
𝑀𝑂𝑥−𝛿 + 𝑂2 →

1

𝛿
𝑀𝑂𝑥 + Δ𝐻𝑟𝑒𝑑 

Where 𝛿 is the reduction extent of the metal oxide particles. The 

particles transfer sensible and chemical energy primarily to the 

air via convection, though at the high temperature, radiation 

effects become important. 

As shown in Figure 3, the inputs to the ERR system are fresh 

air, hot reduced MOx particles, and sCO2 returning from the 

power block. The ERR has been developed to recover the stored 

sensible and chemical energy of the particles at a high recovery 

efficiency, however because the reactor behaves as a counterflow 

heat exchanger between the particle and air, the air leaving the 

system carries away a large amount of sensible energy. To reduce 

this potential parasitic, within the system recuperation and 

recirculation are used to recover the exiting energy and preheat 

the incoming ambient fresh air. The air domain of the ERR must 

operate as an open cycle because the O2 within the air is 

consumed by the particles during re-oxidation, thus limiting the 

ability to continually recirculate.  

 

 
Figure 3: Flow schematic of ERR with recirculation and 

recuperation. 

 

THERMODYNAMIC MODEL DEVELOPMENT 

A black-box thermodynamic state point model has been 

developed in Engineering Equation Solver (EES), [16] to study 

the steady state operating conditions of the ERR. The model 

calculates the required flow rate of air to completely oxidize all 

particles and the conditions at each state points in Figure 3 using 

energy and mass balances. The required model inputs are inlet 

temperatures of the particles (State 3), air (State 9), and sCO2 

(State 1) and flow rates of particles and sCO2. These results can 

be used to evaluate the recovery effectiveness (Eq. 1).  

A mass balance is used to determine the amount of O2 

required to fully re-oxidize the MOx- particles while in the ERR. 

The amount of O2 needed relates directly to the off-

stoichiometric 𝛿 of the stored, incoming particles. From the 

assumed inlet 𝛿 and the molar flow rate of particles, the flow rate 

of O2 that is consumed by the particles during the re-oxidation 

reaction is calculated using Equation 1.  
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 𝑛̇𝑂2,𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 =
𝛿

2
𝑛̇𝑀𝑂𝑥 (1) 

 

At steady state stoichiometric conditions, the air stream 

leaving the reactor is completely depleted of O2, thus the air 

cannot be fully recirculated through the system without the 

introduction of fresh air, requiring the air domain of the ERR to 

operate as an open loop. In this study, a theoretical air percentage 

of 101% is used, which ensures that there is always excess 

oxygen to drive the reaction. To calculate the air flow rate that 

enters the ERR, the molar flow rate of O2 consumed is converted 

into mass flow rate through the molecular weight of O2. The flow 

rate of O2 entering the reactor at state point 5 is the product of 

the consumed O2 mass flow rate and the theoretical air 

percentage value, assumed constant at 101% in this study. With 

this value defined, an energy balance and mass around the 

recirculation system is used to solve the required flow rate of 

fresh air that must be brought into the system depending on the 

amount recirculated to keep the air oxygenated to fully re-

oxidize the particles.  

With all the flow rates defined and either the outlet 

temperature of sCO2 or heat transfer rate into the sCO2 specified, 

an energy balance is used to solve the individual state point 

temperatures and flow rates by solving a system of equations 

(Eq. 1 – Eq. 4). Equation 2 is the energy balance used in the 

model to couple all three domains of the ERR. 

 

 Δ𝐻̇𝑠𝐶𝑂2
= Δ𝐻̇𝑀𝑂𝑥,𝑐ℎ𝑒𝑚 + Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠 + Δ𝐻̇𝑁2

+ Δ𝐻̇𝑂2
 (2) 

 

The enthalpy change of the sCO2 on the left-hand side of the 

equation is specified by either directly setting the desired thermal 

output of the ERR or setting the required outlet temperature and 

mass flow rate for the sCO2 cycle. In this study, we consider the 

baseline design of a 1 kWth ERR prototype that heats sCO2 from 

550°C to 720°C. For these conditions, the sCO2 flow rate is then 

calculated.  

The energy addition from the chemical reaction is the 

product of the consumed O2 and the enthalpy of reaction, 

represented in Equation 3. 

 

 Δ𝐻̇𝑀𝑂𝑥,𝑐ℎ𝑒𝑚 = 𝑛̇𝑂2,𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑𝐻𝑟𝑥𝑛 (3) 

 

The TCES material used in this model is a doped calcium 

manganite perovskite denoted as CAM28. Babiniec et al., 

reported in [9], that CAM28 has a reduction enthalpy of 320 kJ 

mol O2
-1 when reduced to a 𝛿 of ~0.3. Miller et al. developed a 

thermodynamic model to further relate the equilibrium 𝛿 as a 

function of the temperature and partial pressure of O2 in [17]. 

With this material, the reaction enthalpy extraction is possible at 

temperatures up to 1250°C, enabling larger energy storage 

densities through sensible recovery by storing the particles at 

higher temperatures, [9]. The sensible energy recovery of the 

particles is shown in Equation 4. 

 

 Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠 = 𝑚̇𝑝𝑐𝑝̅𝑝
(𝑇𝑝,𝑖𝑛 − 𝑇𝑝,𝑜𝑢𝑡) (4) 

 

The last two enthalpy terms in Equation 2 are the sensible 

parasitic losses from O2 and N2 in the system. The contribution 

of O2 to the parasitic is very minimal as the only O2 that removes 

energy from the system is from the excess air provided through 

the theoretical air percentage. The N2 in the air does not react and 

absorbs heat from the particles during the process of flowing 

through the ERR. Heat transfers to the sCO2 during this process, 

however even after recirculation and recuperation the outlet air, 

containing mostly N2, leaves at an elevated temperature 

compared to the inlet and therefore contributes to parasitic loss. 

There are no parasitic losses accounted for in the model from 

heat loss from of the ERR. It is assumed to be a perfectly 

insulated system. 

The performance of the Energy Recovery Reactor system is 

evaluated using an energy recovery effectiveness defined above 

in Equation 5. The recovery effectiveness is the amount of 

energy put into the sCO2 compared to how much stored energy 

is recovered from the particles sensibly and chemically. As 

shown by the energy balance in Equation 2, the only parasitic of 

this system come from energy leaving the system via a flow.  

 

 𝜂𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =
Δ𝐻̇̇𝑠𝐶𝑂2

Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠+Δ𝐻̇𝑀𝑂𝑥,𝑐ℎ𝑒𝑚
 (5) 

 

Because the sCO2 enters the ERR nominally at 550°C, the 

counterflow air temperature should enter the system at or above 

that temperature to ensure that all the energy from the particles 

is going towards heating the sCO2, and that the air isn’t removing 

initially cooling the sCO2 when it first enters the reactor 

chamber. Therefore, the air temperature entering the reactor 

chamber is constrained in the model at 550°C. In practice, this 

temperature would be achieved via a combination of 

recirculation and recuperation, as shown in Figure 3. This value 

also defines the minimum temperature the particles can leave 

exit the system and ties it to the inlet temperature of the sCO2. 

To evaluate the amount of energy removed from the particles 

versus the total amount of energy available for removal. 

Equation 6 defines an additional performance quantifier.  

 

 𝜂𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦,𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 =
Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠+Δ𝐻̇𝑀𝑂𝑥,𝑐ℎ𝑒𝑚

Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠,𝑚𝑎𝑥+Δ𝐻̇𝑀𝑂𝑥,𝑐ℎ𝑒𝑚
 (6) 

 

The maximum particle sensible energy in this equation is 

calculated from Equation 5, where the particle outlet temperature 

is set to the inlet temperature of the sCO2. 

These criteria are used in the thermodynamic model to 

evaluate the off-design performance of the ERR when coupled 

to an sCO2 Brayton cycle. By modifying particle and sCO2 flow 

rates, and sCO2 inlet temperature and heat duty, the changes in 

recovery effectiveness and sensible heat recovery potential 

describe the performance of the ERR at steady state.  
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HEAT TRANSFER MODEL DEVELOPMENT 

To complement the thermodynamic model, a 1-D segmented 

heat transfer model has been developed to evaluate the local 

temperature distributions and heat transfer rates within the 

reactor for a given physical geometry. This model enables the 

identification of pinch points and locations where exothermic 

reactions were not possible due to insufficient O2 or temperature. 

In this model, it is assumed the particles only transfer energy into 

the air via convection, which then subsequently transfers the heat 

into the sCO2 loop. Radiation and conduction from the dilute 

particle flow directly to the wall are not considered. These effects 

will be considered in a future study. The full reactor domain is 

set based on the geometry of the ERR. The domain is segmented 

in the flow direction of air/particles. Each segment has an equal 

non-dimensional height of dx, determined by the total number of 

nodes N and the reactor physical height. In this work, the total 

height of the reactor is 16 inches and 300 nodes are used to 

discretize the domain. Grid independence was tested by running 

the model with various numbers of nodes and found that the 

model operated independently of the number of nodes used. This 

is because the model is heavily based on a resistance network 

that is not sensitive to mesh size. The heat transfer area of the 

sCO2 domain is determined from the total length of tubing used 

in the heat exchanger core and the tube inside and outside 

diameter in addition to the surface are enhancement provided by 

the wavy fins. The tube diameter used in this study is 1/8 inch 

outside diameter with a 0.028 inch wall thickness. The fin 

surface area is calculated by taking the product of the total 

unbent length of a fin and the width of the fin, in this case 3 

inches. Figure 4 displays the discretized domain, overlaid on a 

cross section of the ERR showing the flow directions of the 

particles, air, and sCO2.  

 

 
Figure 4: Discretized domain of ERR and flow directions. 

 

 

The general transport equation is used to create an energy 

balance for the three flow domains within each segment, each 

treated as a control volume. Figure 5 shows the heat transfer 

taking place within each of the control volumes. This control 

volume segment provides a visual representation of the modes of 

energy exchange within each segment. The reduced general 

transport equation energy balances are shown in Equations 7-9. 

 

 𝑚̇𝐶𝑂2
𝑐𝑝𝐶𝑂𝑖

(𝑇𝐶𝑂2𝑖+1
− 𝑇𝐶𝑂2𝑖

) =
𝑈𝐴

𝑁
[𝑇𝐴𝑖𝑟𝑖

− 𝑇𝐶𝑂2𝑖
] (7) 

 

 𝑚̇𝐴𝑖𝑟𝑐𝑝𝐴𝑖𝑟𝑖
(𝑇𝐴𝑖𝑟𝑖

− 𝑇𝐴𝑖𝑟𝑖+1
) = −

𝑈𝐴

𝑁
[𝑇𝐴𝑖𝑟𝑖

− 𝑇𝐶𝑂2𝑖
] 

 +
ℎ𝑎,𝑝,𝑖𝐴𝑝

𝑁
[𝑇𝑝𝑖

- 𝑇𝐴𝑖𝑟𝑖
] (8) 

 

  

 𝑚̇𝑝𝑐𝑝𝑝
(𝑇𝑝𝑖

− 𝑇𝑝𝑖+1
) =

ℎ𝑎,𝑝,𝑖 𝐴𝑝

𝑁
[𝑇𝑝𝑖

- 𝑇𝐴𝑖𝑟𝑖
] 

 −𝛥𝐻𝑟𝑥𝑛  𝑛̇𝑂2 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑  (9) 

 

The overall conductance (UA) of the heat exchanger is 

calculated within the model based on the geometry of the ERR 

heat exchanger and the input flow rates. It is comprised of the 

resistances from convection between the air and tube, conduction 

through the tube and convection of sCO2 in the tube. The 

correlation used for air to heat exchanger core convection is the 

Zukauskas correlation for flow over a bank of in-line tubes [18]. 

Additionally, the internal flow convection of the sCO2 is 

estimated using the Dittus-Boelter correlation for fully 

developed internal turbulent flow in a tube [19].  The value of 

each of the thermophysical property used in the evaluation of the 

conductance or energy balance equations is calculated locally 

using the CoolProp Python package, based on the temperature 

and pressure within the specific node [20].  

 

 

 
Figure 5: Control volume of heat transfer within ERR. 

 

Convection heat transfer between the particles and air is 

calculated from a Nusselt number correlation for flow past a 

DOI: 10.17185/duepublico/77309



 6   

single sphere, from Whitaker [21]. The total particle heat transfer 

area is a function of the residence time and particle flow rate. 

These two values are used to calculate the total number of 

particles within the reactor. An assumption is made that the 

particles are evenly distributed within the reactor, and thus the 

total surface area of particles, calculated from the product of the 

number of particles and a single particle surface area, a function 

of the particle diameter, is evenly distributed among the 

segmented control volumes.  

The heat transfer model accounts for the chemical energy 

release by evaluating 𝛿 at thermodynamic equilibrium. A molar 

balance subfunction within the model takes the particle 

temperature, the local O2 and N2 mole fraction in the air stream, 

the molar flow rate of O2 and the 𝛿 of the particle coming into 

the control volume. It then evaluates what the equilibrium 𝛿 of 

the particle should be based on the temperature and partial 

pressure of O2, using the thermodynamic modeling fit from 

Miller et al. in [17]. A change in the 𝛿 then can be related to the 

amount of O2 consumed in the node, and then further related to 

the heat release through the exothermic enthalpy of reaction. The 

sub function outputs new values for 𝛿, and the mole fractions and 

molar flow rate of O2 to be used as inputs for the next segment. 

The heat released through the exotherm contributes to the 

particle temperature as shown in Equation 9. 

Because the ERR behaves as a counterflow heat exchanger, 

a minimization approach is needed to solve the outlet 

temperature of the particles. The Euler method is used to 

calculate the temperature of each domain in each control volume, 

starting with the inlet of sCO2 and air and outlet of particles. 

Because the inlet temperature of particles is a controllable 

variable, it is set and a guess value for the outlet temperature is 

made. A minimization function within the SciPy [22] package of 

Python is used to iterate the particle outlet temperatures until the 

results of the Euler method calculation produces a result within 

the convergence criteria, set at 1°C. 

In addition to the local temperature profiles, the model 

calculates the local heat transfer rate through the reactor within 

each control volume. The sensible heat release rate by the 

particles in an individual segment is calculated from the product 

of the particle mass flow rate, specific heat capacity and the 

temperature difference through the node. Likewise, the local 

chemical heat transfer rate is calculated using the product of the 

O2 consumed within a segment, found from the molar balance 

subfunction, and the enthalpy of reaction. Summing the local 

chemical and sensible heat release rates at all nodes results in a 

total heat release rate by the particles which can be used in a 

recovery effectiveness equation, like Equation 5. A cumulative 

sum of the heat transfer rate into the sCO2 is also done using the 

flow rate and change in specific enthalpy across an individual 

node. Similar to the thermodynamic model, the heat transfer 

model does not include heat losses to the environment.  

 

THERMDOYNAMIC MODEL RESULTS 

To perform parametric analyses on the steady state 

thermodynamic model, the model must be fully defined. This 

constraint results in some fixed parameters during the study. All 

of the controllable inputs to the model are set as fixed values 

except those studied in the parametric analysis. Table 1 shows a 

list of the constrained values within the model. These values 

were chosen based on the storage condition of the particles and 

expected performance of the sCO2 Brayton cycle. The inlet air 

temperature is defined at 550°C in the system to ensure that the 

air is not removing energy from the sCO2 cycle during operation. 

This is one of the ways the off-design operation the sCO2 cycle 

impacts the performance of the ERR system. The recirculation 

percentage of 75% was chosen to increase the air velocity within 

the ERR without adding additional O2. The effectiveness of the 

recuperator was chosen based on an estimate for a small 

commercially available recuperator.   

The thermodynamic model is used to evaluate the effect of 

different inlet sCO2 operating conditions on the ERR 

performance via a parametric analysis. The range of conditions 

are representative of sCO2 Brayton cycle off-design operation. 

Figure 6 shows the variation of sCO2 inlet temperature ± 100 K 

from the design temperature of 550°C at two different particle 

mass flow rates. The air mass flow rates for these studies 

calculated from the model were 0.57 g s-1 and 0.97 g s-1 for the 

respective particle flow rates of 1.75 g s-1 and 3 g s-1. As shown, 

Table 1 statesteadyin: Fixed parameters

thermodynamic model.  

Variable Value [Units] 

𝛿 0.2 [-] 

Δ𝐻𝑟𝑥𝑛 320 [kJ mol O2
-1] 

Theoretical Air Percentage 101 [%] 

𝑇𝑝,𝑖𝑛,3 1000 [°C] 

𝑇𝑎,𝑖𝑛,5 550 [°C] 

𝑇𝑎,𝑖𝑛,9 25 [°C] 

𝑃𝑠𝐶𝑂2
 25 [MPa] 

𝜀 0.5 [-] 

Recirculation Percentage 75 [%] 

 

 
Figure 6: Thermodynamic model results for various sCO2 

inlet temperatures versus recovery effectiveness and 

potential. 
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the recovery effectiveness of the system increases as the 

temperature drops below the design condition for both particle 

flow rates. Because the flow rate of sCO2 is fixed in this study 

(4.644 g/s for 1 kW at design temperatures), decreasing the inlet 

temperature while maintaining the outlet temperature at the 

design value of 720°C increases the required heat duty of the 

ERR.  

Because the flow rate of particles is fixed, the amount of 

chemical energy potentially released by the particles is also fixed 

(assuming complete re-oxidation), and therefore if more heat is 

required to transfer into the sCO2 the particles must release more 

sensible heat in the process. For given flow rates of particles and 

sCO2, 1.0 is the maximum theoretical value for the potential 

energy recovery, defined previously in Equation 6. This limit is 

where the particle outlet temperature is equal to the sCO2 inlet 

temperature, and the particles have been completely oxidized. 

The right axis of Figure 6 shows how this value changes with 

inlet temperature of sCO2. In the case of the sCO2 flow rate used 

in this study, the theoretical maximum limit for the recovery 

potential occurs at sCO2 inlet temperature of 539°C and 302°C 

for the 1.75 and 3 g s-1 particle flow rates respectively.  

 

Figure 7 shows that as the sCO2 inlet temperature rises, and 

thus the required heat duty decreases, the sensible ratio, defined 

in Equation 10, decreases as the heat needed for heating sCO2 

provided by the particles comes primarily from re-oxidation, 

especially at higher flow rates of particles.  

 

 𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒 𝑅𝑎𝑡𝑖𝑜 =
Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠

Δ𝐻̇𝑀𝑂𝑥,𝑠𝑒𝑛𝑠+Δ𝐻̇𝑀𝑂𝑥,𝑐ℎ𝑒𝑚
 (10) 

A key takeaway from these results is that the mass flow rate 

of particles must be controlled as the required heat duty of the 

system changes to maximize recovery effectiveness. If the inlet 

sCO2 temperature increases above the design value, the particle 

mass flow rate must be decreased to utilize more of the sensible 

energy available.  

 
Figure 7: sCO2 inlet temperature versus sensible heat ratio for 

fixed sCO2 mass flow and outlet temperature. 

 

With fixed temperatures of the sCO2 at their design values, 

and changing flow rates of sCO2, similar trends to the results 

shown in Figure 6 and Figure 7 can be observed. As the flow rate 
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Figure 8: Heat transfer model results for ERR temperature 

profiles with sCO2 inlet temperature of (top) 500°C 

(middle) 550°C (bottom) 600°C. 
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decreases, the heat duty of the system decreases and at a fixed 

particle flow rate the amount of heat available from the particles 

is used at various effectiveness depending on the change in 

operating condition. This model can be used to gain insight on 

how the flows of the other domains within the ERR must be 

adjusted if the sCO2 Brayton cycle coupled to the ERR is 

operating off design conditions.  

 

HEAT TRANSFER MODEL RESULTS 

The 1-D segmented heat transfer model calculates the 

temperature profiles and local heat transfer rates through the 

reactor. Steady state operation is again assumed in this model, 

however the only constraints in this model are on the inlet 

conditions and reactor physical geometry (e.g., height, heat 

transfer area, etc.).  

Unlike the thermodynamic model, the sCO2 outlet 

temperature and heat duty are calculated, and therefore change 

based on inlet conditions. Using the same particle flow rates 

investigated in the thermodynamic model parametric study, the 

off-design inlet conditions of sCO2 are investigated for 

conditions both above and below the design conditions.  

Figure 8 shows the temperature profiles of the ERR 

operating at two particle flow rates (1.75 g/s, 3 g/s) and three 

sCO2 inlet temperatures, (500°C, 550°C, 600°C). The arrows 

indicate the flow direction of each domain. As expected, for each 

of the sCO2 inlet temperatures, the temperature lift of sCO2 is 

less at the lower particle flow rate. This trend is due to less 

available total energy within the system, both chemical and 

sensible. As the sCO2 inlet temperature increases, at a particle 

flow rate of 3 g/s, the outlet temperature of sCO2 decreases 

because the inlet temperature of air is again constrained to 

550°C, and therefore heat does not immediately transfer into the 

sCO2 from the air, rather the sCO2 is initially cooled by the air. 

The inlet sCO2 temperature has a major impact on the convective 

heat transfer between the air and the sCO2 because of varying 

temperature differences between the two domains. The particles 

reacting in the air flow allow the air to behave like a fluid with 

an infinite heat capacity, hence why the temperature can climb 

even while energy is transferring to the sCO2. 

The total heat release rate from the particles within the ERR 

for the design condition case is 1016 W and 1705 W for 1.75 and 

3 g s-1 particle flow rates respectively. Increasing the sCO2 inlet 

temperature to 600°C results in a 5.8% increase for the 1.75 g s-

1 case and 4.0% increase for 3 g s-1. Decreasing sCO2 inlet 

temperature to 550°C decreases the total heat release rate by 

6.1% and 5.1% for the particle flow rates respectively. However, 

similar to the thermodynamic model, increasing the particle flow 

rate does have a significant impact on the total heat released by 

the particles. The total amount of chemical heat is a function of 

the particle flow rate, and thus it is uniform in each varying 

temperature run, around 343 W for the 1.75 g s-1 case and 597 W 

for the 3 g s-1. Figure 9 shows the cumulative heat release rate 

through the length of the reactor. The particles do not begin 

reacting until they reach a temperature and partial pressure of O2 

where the exothermic reaction can move forward based on the 

local reduction extent. When they are introduced into the reactor 

at the top, they require O2 to undergo reaction.  

Depending on inlet conditions, there may be zero O2 at the 

exit of the air stream, which is the same location as the inlet of 

 
Figure 9: Heat transfer model results for ERR heat release 

rate profiles with sCO2 inlet temperature of (top) 500°C 

(middle) 550°C (bottom) 600°C. 
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the particle stream. The particles will then remain reduced until 

they encounter sufficient O2 to begin the exothermic reaction. 

The reaction proceeds while the local particle temperature and 

environment partial pressure of O2 are satisfactory to carry the 

reaction forward. Uniform chemical heat release is desired as 

then the particles are providing the condition where the air acts 

as a quasi-infinite capacitance fluid and can maintain a larger 

temperature difference between the air and sCO2. The increased 

sCO2 inlet temperature allows for the particles to remain in the 

equilibrium conditions for longer, and therefore reduces the need 

for sensible energy in this region, indicated by the change in 

slope when the chemical reaction begins. This trend is shown in 

the plots as the sCO2 inlet temperature is increased, the 

cumulative sensible heat release rate is lower, and the chemical 

heat release begins at a lower dimensionless reactor length.  

 

CONCLUSIONS 

This paper investigated the effects of operating an sCO2 

Brayton cycle at off-design conditions on the performance of the 

coupling device between a TCES system and the power cycle. A 

steady state thermodynamic model has been developed to 

determine the recovery effectiveness and potential, as well as the 

sensible-to-chemical energy ratio over a variety of sCO2 inlet 

temperature conditions. A complementing 1-D segmented heat 

transfer model calculated the temperature profiles and 

cumulative heat release rates through the reactor at various 

particle flow rates and sCO2 inlet temperatures. The following 

observations can be made about the Energy Recovery Reactor 

system when operating at off-design conditions: 

 

• Because the ERR utilizes both chemical and sensible 

energy to heat the sCO2, increasing the particle flow 

rate does not linearly increase the energy into the sCO2 

due to ratio of sensible and chemical heat release 

changing with particle flow rate  

• As the sCO2 inlet temperature increases, recovery 

effectiveness decreases from increased parasitic loses 

flowing out of the reactor and recovery potential 

decreases from not utilizing all the sensible energy 

available in the particles and relying more on chemical 

energy 

• If other operating conditions (particle flow rate, air inlet 

temperature) are not changed with variances in the 

sCO2 flow conditions, the system effectiveness 

decreases and target conditions will not be met 

 

Understanding the implications of running an sCO2 Brayton 

cycle at off design conditions on a device used to add heat to the 

system is important as any changes can lead to inefficiencies or 

failures. The thermodynamic and heat transfer models developed 

in this study mimic steady state operating conditions, so transient 

effects are not represented in this work. Future work will 

investigate the transient effects of changing these flow 

conditions. These two models also assume a fixed air inlet 

temperature set to match the design condition for sCO2. This 

assumption is appropriate because the experimental setup 

associated with this work uses inline air heaters to preheat the air 

to the desired temperature, so off design effects in the sCO2 loop 

will not affect the inlet temperature of air as they are controlled 

by separate systems. Future work will use this experimental 

setup to validate the model-based results. Finally, the results of 

these models can serve as the basis for model-based control of 

particle flow rates as power cycle conditions change. 

 

NOMENCLATURE 

cp  Specific heat capacity [J kg-1 K-1] 

dx  Non-dimensional control volume height [-] 

Hrxn  Reaction enthalpy [J kmol-1] 

h  Convective heat transfer coefficient [W m-2 K-1]  

ṁ  Mass flow rate [kg s-1] 

N  Total number of nodes [-] 

T Temperature [K] 

UA  Heat exchanger conductance [W K-1] 

 

Greek 

𝛿  Reduction extent 

𝜀  Recuperator effectiveness 

𝜂  Effectiveness 

 

Subscripts 

a  Air 

c  sCO2 

i  Current node 

MOx   Metal oxide particles 

p  Particle 
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