Bridging the Gap Between Explanation and

Exploration

Combining Text and Visualization for Dissemination of Analysis Results

Di1SSERTATION ZUR ERLANGUNG DES DOKTORGRADES
DR. RER. NAT.
DER FAKULTAT FUR WIRTSCHAFTSWISSENSCHAFTEN
DER UNIVERSITAT DUISBURG-ESSEN

VORGELEGT
VON

SHAHID LATIF
AUS
ToBa TEk SINGH, PAKISTAN

BETREUER: PrOF. DR. FABIAN BECK

INSTITUTE OF COMPUTER SCIENCE AND BUSINESS INFORMATION SYSTEMS
UNIVERSITY OF DUISBURG-ESSEN

ESSEN, APRIL 2022



© SHAHID LATIF
ALL RIGHTS RESERVED, 2022



Examiners
Prof. Dr. Fabian Beck
Prof. Dr. Silvia Miksch
Prof. Dr. Torsten Brinda

Date of Oral Exam
July 18, 2022

UNIVERSITAT

DEUS I SSEBNU RG

Offen im Denken



® D08 B R 6
u u I CO Offen im Denken

universitats
Ub bibliothek

Duisburg-Essen Publications online

Diese Dissertation wird via DUEPublico, dem Dokumenten- und Publikationsserver der
Universitét Duisburg-Essen, zur Verfligung gestellt und liegt auch als Print-Version vor.

DOl 10.17185/duepublico/77124
URN: urn:nbn:de:hbz:465-20221124-141957-0

Alle Rechte vorbehalten.



https://duepublico2.uni-due.de/
https://duepublico2.uni-due.de/
https://doi.org/10.17185/duepublico/77124
https://nbn-resolving.org/urn:nbn:de:hbz:465-20221124-141957-0

Abstract

Visualization systems offer data exploration and are often designed to help domain analysts under-
stand trends, outliers, and patterns in the data. These systems have little to no support for commu-
nicating knowledge or insights that are derived through the analysis. Data-driven storytelling, on
the other hand, employs specially designed explanatory visualizations or combines a textual narra-
tive alongside a visualization to communicate analysis results to a wider audience, but mostly has no
support for exploration. Targeting a sweet spot between explanation and exploration, this doctoral
thesis envisions a data representation that integrates explorable visualizations with an automatically
generated textual narrative for the dissemination of analysis results to a broad audience.

Grounded in an empirical study on a set of already published data-driven stories, the thesis first
describes the interplay of text and visualizations with a focus to derive effective means of achiev-
ing a coherent integration between the two media. The thesis then introduces a generic approach
for generating an integrated visual and textual representation of data, followed by its instantiations
to many diverse application domains and datasets including bivariate geographic data, bibliographic
data, knowledge graphs, and source code quality data. Finally, considering the technical challenges
and lack of authoring support for the construction of such data representation, the thesis contributes
a novel and easy-to-use authoring tool that combines automation with a graphical user interface to
establish linking between text and visualizations.

The proposed data representation can still be regarded as a visual analytics solution where text is
considered as an active part of the system, just like any other visual element. The text summarizes core
findings and hints at notable analysis insights, while intriguing users to explore and even verify the
insights. Likewise, while exploring, the text provides additional information on analysis methods and
domain-specific terminology, and links back to the explanation.
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“Do our reading environments encourage active reading? Or do they utterly oppose it? A typical read-
ing tool, such as a book or website, displays the author’s argument, and nothing else. The reader’s line
of thought remains internal and invisible, vague and speculative. We form questions, but can’t answer
them. We consider alternatives, but can’t explore them. We question assumptions, but can’t verify them.
And so, in the end, we blindly trust, or blindly don’t, and we miss the deep understanding that comes

from dialogue and exploration.”

—Bret Victor



Introduction

ata is ubiquitous and the quantity of data produced in our society—in almost all fields of

life—is increasing at a staggering pace. Data holds an enormous amount of information that

can be discovered for the betterment of society. Researchers and analysts apply data analysis
techniques to find valuable information and insights from raw data. Decision makers, in turn, rely on
these insights to take better decisions to tackle problems at hand, for instance, to fight an infectious
disease, improve public transportation, or even counter issues like global warming and climate change.
Although the general public is a direct beneficiary of these informed decisions, in many situations (e.g.,
to stop the spread of an infectious disease) the public can play their part—and an effective role—if they
apprehend and use the derived analysis insights. However, the results of data analysis are often diffi-
cult to comprehend, especially when they discuss complex data. Therefore, conscious efforts must be
made to communicate complex data analysis results to wider audiences in order to reap the benefits.
For instance, self-explanatory illustrations of mathematical concepts (like exponential curves and log-
arithmic scales) and the impact of movement and lockdown on the spread of COVID-19 have helped
spread awareness about the seriousness of the pandemic. Visualization designers and journalists cre-
ated engaging, insightful, and easy-to-understand stories—including explanatory visualizations—for
this purpose. This is just one instance of many possible applications which warrants that the capability
to comprehend and disseminate data to a broad audience is becoming inevitable.

Data visualization leverages visual perception and graphical representation of data to provide effec-
tive tools for better understanding meaningful insights and notable patterns. However, conventional
visualizations focus on rapid analysis and exploration of data and are designed to support domain
experts in finding patterns, detecting outliers, formulating hypotheses, and confirming them. They
provide great exploration capability yet lack an explanatory aspect that is critical to reach an audience
beyond experts. For instance, Figure 1.1 shows two visual analytics systems. Both examples (character-
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interesting for common users (moviegoers and soccer fans) yet they are complex and lack explanatory aspect.

istics of movies across different genres "**" and ball passing strategies in a soccer game "'°) are relevant
for non-expert users (e.g., movie enthusiasts, soccer fans). Yet, comparatively complex visual encod-
ing, domain terminology, and many interconnected views render them overwhelming for common
users. To increase the legibility of such intricate visualization systems beyond expert users, it is cru-
cial to emphasize the communication aspect of analysis results, which is lacking in most of the visual
analytics systems.

Nowadays, visualizations—specifically designed for communication purposes—are proving to be
a great source of communicating data-driven facts and insights to the general public. This concept is

often referred to as narrative visualization's*

or data-driven storytelling.*> It is the ability to turn
data into intuitive and self-explanatory stories through the use of explanatory data visualizations. Sev-
eral impactful news media outlets (New York Times, Washington Post, FiveThirtyEight, Financial
Times, The Guardian, and others) produce such stories, embedding a textual narrative with the visual
representation of data and publish regularly on a variety of topics such as politics, sports, economics,
and culture. While visualizations in these stories show the data, the narrative explicitly explains in-
sights and context, thereby making the whole representation self-explanatory. Figure 1.2 shows three
excerpts of data-driven digital stories (complete stories: A', B, and C®) comprising a narrative and
visual representation of data. However, most of these stories offer little to no exploration of data.
Sometimes, they do include explorable visualizations (e.g., the choropleth map in Figure 1.2 A is in-
teractive: it offers a tooltip, it can switch between nationwide or state-level data, and may even load
a different data variable), but this exploration is restricted to the main narrative of the story; users
mostly have to follow the author’s line of argument and a directed progression. Unlike a visual analyt-
ics system, they cannot break free from the main narrative, freely explore various dimensions of data,
and develop their own narrative and understanding.

While traditional visualization systems ofter comprehensive and untethered exploration, the data-
driven storytelling focuses on the communication aspect of data analysis. In fact, both can be con-
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Figure 1.2: Excerpts from the data-driven stories published in various digital news media. They use a combination of text and visual-
izations to communicate data-driven insights.

sidered as two extremes of a continuum between exploration and explanation. By combining them,
we can have the best of both worlds: the expressive and exploratory power of visualizations, and the
flexibility and explanatory nature of text resulting into a representation, hereafter referred to as in-
teractive data documents, that support exploranation—a term coined by Ynnerman and others 189
that stems from exploration and explanation. In such a representation, exploration and explanation
should blend in smoothly to reach a point on the continuum. The use of a (natural language) textual
narrative brings in an easy-to-understand and self-explaining characteristic. It provides great flexibil-
ity for integrating context and backdrop, and can express implicit data explicitly. At the same time,

visualizations can provide an overview, spotlight visual patterns, and allow exploration.

To make interactive data documents self-explaining, intuitive, and exploranative, natural language
text plays a pivotal and multifaceted role. To begin with, text can explain unintuitive visual encoding
and appear as descriptive captions of visualizations. Further, it can summarize core analysis insights
that can serve as anchor points to guide the exploration process. While exploring visualizations, it can
provide explanations or link back to the (textual) insights for better understandability. It can further
elaborate analysis methods to even increase the transparency of analysis. Exploiting interactivity and
flexibility, text can even provide domain-specific terminology and exemplify it with the current con-
text. Since text is driven by the data and interactively linked with visualizations and user interactions, it
would require greater adaptability as opposed to text in data-driven storytelling, which does not have
to be fluid. This warrants the use of natural language generation '*” to automatically produce textual
explanation on-the-fly which—unlike pre-written text by a human expert—can be made adaptable to
data changes resulting as interactive actions of an end user.

From a technical perspective, authoring of the envisioned interactive data documents is challeng-

ing as it entails automatic text generation and linking generated text to various parts of a visualization
at a fine-grained level (e.g., brushing-and-linking text with visualization) existing authoring solutions



do not have enough support. Existing tools have poor support for authoring such documents as they
often require advanced programming skills, taking care of nitty-gritty details, and going through com-
plex application code. As the authors of these interactive documents are digital journalists and visu-
alization designers, the current workflow as supported by existing low-level coding libraries (D3 2,
JavaScript, React) or markup tools (e.g., Idyll**) could be tedious and cumbersome. To offload the
technical overhead, a desirable solution could move in the direction of an authoring tool that uses an
intelligent user interface often called a mixed-initiative interface, that can partly automate some tasks
(e.g., identifying and linking relevant text fragments to visualizations) and provide an intuitive user
interface to do the rest.

This thesis aspires to bridge the gap between explanation and exploration by conceiving the idea of
interactive data documents. In particular, it investigates the role of natural language text as an explana-
tory medium in visualization systems and reasons for integrating it with exploratory visualizations to
make the analysis accessible, self-explaining, and intuitive for a broader audience. The thesis con-
tributes novel methods to develop fully automated interactive data documents for a variety of diverse
datasets and application domains including but not limited to bibliographic, geographic, software
code quality, and knowledge graph data. Considering the technical challenges and limitation of au-
thoring tools for generating similar representation of data, it also discusses the design of an authoring
system using a novel mixed-initiative user interface.

1.1 Research Objectives

To approach the overarching problem, the thesis is subdivided into three main research objectives,
each focusing on a specific aspect but contributing toward the final goal.

Text and visualizations are two integral components of the proposed interactive data documents.
Therefore, as the first step, it is vital to investigate their role in existing representations of data to de-
velop a deeper understanding of their interplay. Since most visualizations systems do not include any
text, the most natural source to extract this information are data-driven stories. Such stories published
in high quality digital news media outlets provide an opportunity to get a deeper understanding of the
visualization—text interplay. These stories have already been used in other empirical studies to inform
the design strategies of similar stories. *5 10921 The objective here is to look closely at the reported anal-
ysis insights and discover how they are communicated through narrative and visuals. What purposes
text serve in these stories, and how is it embedded inside or along with visualizations? Finally, what
strategies are employed to perceptually link the two media.

Research Objective - RO 1
Understand different roles of textual narrative in data-driven stories and discover how it is in-

terwoven with the visual representation of data.

In a usual data analysis workflow, insights are first identified, then prioritized, and ultimately de-
scribed as a narrative. These are then presented alongside visualizations in a data-driven story. The



narrative in these stories is authored by a human expert. However, interactive data documents would
demand textual explanations to be flexible and adaptable to data changes in reaction to user interac-
tions. For instance, to always align a caption with ever-changing data in a visualization to describe
the current state, it would require on-the-fly production of text. Therefore, automatically generating
text using natural language generation techniques can be beneficial for such purposes. It would easily
adapt to data changes and require less effort than manually writing explanations to cater every possi-
ble use case that may arise during the free exploration of data. The generated text could serve many
purposes: It can hint at notable insights and intrigue users to explore the visualizations. The ability of
exploration would provide an opportunity to even verify the generated insights and facts. Moreover,
while exploring a visualization, users would get explanations, not only about what the visualization
depicts, but also brief notes on the analysis methods and esoteric terminology. This would ultimately
lead to better transparency in data communication.

Research Objective - RO 2

Leverage natural language generation techniques to automatically and on-the-fly produce tex-
tual explanations of data and derived insights.

Since text and visualization in an interactive data document will describe the same underlying data
at different levels of abstractions, implicit connections exist between the two representations. For an
interplay, both representations need to be coherently integrated. This goes beyond placing visual-
izations close to relevant text. The challenge is to seamlessly integrate generated textual explanations
with explorable visualizations to provide an obtrusive, yet non-distractive, blend. The explanations
should fuse so naturally with visualizations that it becomes effortless to discover them and—once
discovered—they become an invaluable part of the exploration process. Apart from the conceptual
side of things, the objective, here, is to also investigate realization of such an integration. Existing au-
thoring solutions require programming expertise that are mostly absent from visualization designers
and journalists who are authoring interactive content for the general public. Therefore, to facilitate
the authoring process, there is a need for an easy-to-use authoring tool.

Research Objective - RO 3

(3.1) Seamless integration of text and visualizations in an interactive data document where the
two representations are in a symbiotic relationship and augment each other as well as (3.2) de-
sign of an easy-to-use authoring tool.

1.2 Summary of Contributions and Thesis Outline

The thesis consists of seven chapters; four main chapters discuss the three research objectives, while
the other chapters provide background, related work, and conclusion.



In the beginning, Chapter 2 reviews the prior research that has been done on the core concepts this
thesis builds on. In particular, the research on data-driven storytelling, natural language generation
and processing in the context of data visualization, and integration of visualization and text is relevant.

Chapter 3 (RO 1) presents two empirical studies on different sets of data-driven stories published
in news media. They aim at understanding the fine-grained interplay of text and visualizations. The
first study investigates the role of every sentence and visualization within stories to reveal how they
interplay. Moreover, it explores the positioning and sequence of various parts of the narrative to find
patterns that further consolidate the stories. The second study focuses on identifying implicit refer-
ences between text and visualizations. Drawing from the findings, this chapter further discusses study
implications with respect to best practices and possibilities to automate the report generation.

Chapter 4 (RO 2) introduces two interactive visualization systems that present automatically gen-
erated insights through a mix of visualizations and text. First, VIS Author Profiles looks at publication
records from various perspectives, mixing low-level publication data with high-level abstractions and
background information. It is a novel approach to generate integrated textual and visual descriptions
to highlight patterns in publication records. It leverages template-based natural language generation
to summarize notable publication statistics, evolution of research topics, and collaboration relation-
ships. Seamlessly integrated visualizations augment the textual description and are interactively con-
nected with each other and the text. The underlying publication data and detailed explanations of the
analysis are available on demand that make the whole system transparent to the end user. Second, In-
teractive Map Reports advocates the use of natural language text for augmenting map visualizations
and understanding the relationship between two geo-statistical variables. Here, the text generation
process is flexible and adapts to various geographical and contextual settings based on small sets of
parameters.

Chapter 5 (RO 3.1) discusses the concept of exploranation and its application in proposed inter-
active data documents. The main focus is to describe a layout and interactive linking model of the
document that truly supports exploranation. It initializes the generic concept first and then instanti-
ate it for a variety of different domains including software engineering, knowledge graphs, and virtual
reality. Chapter 6 (RO 3.2) presents Kori, a mixed-initiative interface enabling users to construct inter-
active references between text and charts. Kori leverages natural language processing to automatically
suggest references as well as allows users to manually construct other references effortlessly. While the
tool assists authors in creating interactive references, the readers profit from an improved synthesis of
text and charts leveraging those references. A user study complemented with algorithmic evaluation
of the Kori system suggests that the interface provides an effective way to compose interactive data
documents.

Finally, Chapter 7 reflects on the major contributions and their implications, as well as provide an
outlook into future opportunities and research challenges.



Background and Prior Research

raditional visualization systems focus on visual exploration of data and are designed to help

domain experts discover meaningful patterns, identify outliers, and test their hypotheses. Of-

tentimes, these systems have complex design and are tailored to specific needs of domain an-
alysts and do not clearly communicate analysis results. With the increasing accessibility of data in
the public domain, the communication of data is becoming valuable and inevitable. Nowadays, the
general public is a direct beneficiary of data analysis in many fields of life. This demands an effective
communication of data analysis to a much wider audience—beyond the audience of experts—and has
lead to the emergence of data-driven storytelling. '+?

2.1 Data-driven Storytelling

Data-driven storytelling—also known as narrative visualization—focuses on the communication as-
pect of visualization and aims for making data more understandable for abroad audience. # 3,88 Story-
telling leverages design elements, (visual) annotations, embellishments, and a textual narrative to com-

municate data. '5*

It connects visualizations with a narrative to produce a data representation that is
intuitive and self-explaining. The proportion of text in data-driven stories varies from short captions
of visualizations to annotations explaining the main takeaways to long explanations about insights,
context, and backdrop of the story. The inclusion of explanations at various stages guides readers
through the analysis findings and assist in reading the accompanying visualizations. As a matter of
fact, the self-explanatory nature of text and its linking to visual representation is what contributes to
the increased intuitiveness and consequently to their widespread outreach.

In the recent past, journalists and visualization designers have been regularly issuing data-driven

stories to inform the general public on the happenings in the world about diverse topics such as cul-



ture, sports, politics, and science. As these are published in impactful news media outlets like New
York Times, Financial Times, BBC, and many others, researchers in the visualization community have
investigated them to reveal effective design strategies and pinpoint what makes them self-explanatory
and suitable for a broad audience. Many characteristic factors—related to layout, navigation, role of
visualizations, messaging, interactivity, and level of control—have been found to play an important
role in how users read and interact with the stories. '*>*5*'° Researchers have employed empirical re-

1516979 However, the role of text is still

search to inform design space of these characteristic factors.
under-explored. Text—Dbe it a longer narrative alongside a visualization or brief annotations inside a
visualization—is a vital part of data-driven stories and should be investigated at a similar level as visual-
ization. Currently, we lack an in-depth understanding of what different roles it plays—not only as an
explanatory medium but also with respect to facilitating exploration process—in data-driven stories
and how it interacts with visualizations; this is the first objective of the thesis (RO 1).

Visual analytics systems and data-driven stories can be thought of as two extremes of data visualiza-
tion; the former embraces exploration and the latter explanation. However, unlike stories published in
print media, digital journalism (e.g., Web-based reading) has opened up possibilities to include some
form of interactivity and exploration capability in data-driven stories. Existing research has suggested
that stories can range from self-running presentations that users consume like watching a video or a
slideshow, on the one hand, to interactive ones allowing exploration of data, on the other hand.?8
However, the exploration is very limited to few standard interactions in most cases. In addition, this
limited interactivity is aligned with an author-driven narrative that users follow and has no option to
go beyond to explore data from their own perspective.

2.2 Text and Visualization: Two Faces of the Same Data

Text is a flexible medium when it comes to explaining, while visualization is better at revealing pat-
terns and providing an overview of the data. In a data-driven storytelling scenario, they describe the
same underlying data, but at different levels of abstraction. For example, writing a narrative based on a
scatterplot, the textual narrative may explain the outliers (referring to a few points), clusters (referring
to a group of points), or relationship between the plotted data dimensions (referring to scatterplot
as a whole). As a consequence, natural implicit connections form between text and visual marks in
the visualization; users discover them as they read through the text. Through these links, both com-
plement each other and make the resulting representation intuitive, engaging, and immersive. 4373
However, describing information at two different modalities comes with a caveat: the split-attention
effect.® The problem originates from the fact that, in a bimodal—including two media: text and
visualizations—representation of data, the visualizations need to be placed at a slightly different phys-
ical location from the relevant text. This far-oft placement of graphics forces the readers to switch
their attention back and forth between text and graphics, which can cause a split-attention effect’

that increases the cognitive effort to comprehend the information. 166

Sweller, Van Merrienboer, and Pass '

introduced cognitive load theory. The theory assumes a
limited capacity of working memory that users have at their disposal while consuming information.

The working memory has partially independent components to process auditory and visual informa-
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attention effect. (Right) Integrated presentation with no split-attention effect.

tion, as well as holding information in memory. An improper design of information can overload the
working memory and reduce the efficiency in consumption of information. Figure 2.1 shows an ex-
ample of explaining a simple geometric problem. On the left, the solution is presented with a diagram
and series of equations. In this representation, the diagram alone communicates nothing, but only
when it is read together with the equations. To understand it, users must integrate the two sources
mentally; for instance, begin with an equation, hold it in the working memory, and then look for re-
lated reference in the diagram. This process can be cognitively demanding and stems purely from the
particular style of presentation. As an alternative, the solution presented on the right integrates the
equations right inside the diagram therefore eliminating the need of mental integration, thus, saving
working memory of users.

In a data-driven story, it is challenging, from readers’ perspective, to synthesize information across
two distinct media as these are spatially separated apart.®” The readers have to switch their attention
back and forth to find implicit references between text and visual marks in a visualization that encode
data values (e.g., bars, lines, points) and vice versa. This phenomenon incurs a significant cognitive
burden on readers’ working memory and can have a negative impact on learning. %> The cognitive
load theory argues that information should be presented in a way that it does not overload the working
memory of users. In particular, talking about data documents that includes two distinct media, the
information should be coherently integrated in a way that reduces the split-attention effect.



2.3 Integration of Text and Visualization

Although text and visualizations are spatially separated apart in a data-driven story, they are seman-
tically associated as they describe the same underlying data. In line with cognitive load theory, two
possibilities naturally arise to bring the two representations closer: The first is to reduce the physical
distance through the use of small visualizations (word-sized graphics) that can be completely embed-
ded inside the lines of text where they belong. Second, we can improve the linking through visual cues
and interactivity. Taking inspiration and advancing the state-of-the-art, we discuss word-sized graph-
ies and interactive visualization—text linking as two powerful means to bring text and visualizations
closer in the context of interactive data documents.

2.3.1 Word-sized Graphics

Micro visualizations embedded into the lines of text are known as sparklines'73 , word-sized * 8 orword-
scale5* graphics. Tufte defines them as “Wata-intense, design-simple, word-sized graphic[s]”.'7* In con-
trast to regular-sized visualizations, these graphics are produced at the height of a word. Due to their
small size, they can be completely embedded within the lines of text. This allows readers to remain fo-
cused on the same spatial area while consuming the information. For instance, fluctuations in EUR-
USD currency exchange rates (2012-2016) can be easily seen in this word-sized line chart e

Figure 2.2 illustrates how the use of word-sized graphics (e.g., [aial, =-71) integrated within
a text or table can reduce the split-attention effect by presenting most of the visualizations next to
the relevant text. The representation on the left includes two large visualizations and passages of text
(marked in blue and green) that correspond to each visualization. This representation forces readers
to switch their attention back and forth to relevant visualization while reading text and constructing
references in working memory. The representation on the right contains the same information, but
large visualizations are replaced by their word-sized counterparts. Since these are embedded right next
to the text that references them, it reduces the split-attention eftect by providing physical integration;
users do not need mental integration anymore as they would in the former representation. Likewise, in
a table, word-sized visualizations can provide a visual comparison of information by placing multiple
instances next to each other.

Although word-sized graphics have been widely discussed in the literature, their integration in data-
driven stories and other interactive data documents is still scarce. Beck and Weiskopf™® present a
survey on their actual use in existing research. It was discovered that most of the existing research
introduces word-sized graphics just as examples or uses them to augment other visualizations. > With
respect to their integration in other media, they are most frequently included in the source code of

169,64 performance bottleneck ¢,

a computer program; for instance to observe its runtime behavior
or to monitor variable values over a program execution. 3*¢5 Beyond software engineering, they have
been leveraged for literature data analysis. 1201815 However, their inclusion in longer text, especially
as part of data documents, is not very common.

Only a few researchers have explored their usability with respect to integrate visualization and tex-

tual representations of data. Goffin and others 5* have explored the design space of word-sized graphics

10
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Figure 2.2: (Left) Document without word-sized graphics where the reader has to switch attention between graphics and text. (Right)
Document using integrated word-sized graphics in line with the text and in tables to reduce a split-attention effect and save space for
additional content (here, a table with further information). Colors indicate the textual and visual content that relate to each other.

for text documents and several placement options (e.g., in line with text, as an overlay on top of text,
between two lines of text, and so on) to integrate them within the lines of text. They found that infor-
mation encoded in word-sized visualizations and put right next to the related text was more prominent
to the users and had a positive effect in memorability as well as recall. Though various placement op-
tions did not have any significant impact on the reading behavior. 5* Likewise, Beck and Weiskopf™®
proposed that the word-sized visualizations embedded inside lines of text may reduce split-attention
effect. Further, Beck and Weiskopf suggested that interactive counterparts of word-sized visualiza-
tion can also be beneficial as a quick in-place unit of information (often showing parts of the data)
and ultimately leading users—when interacted with—to the large visualizations which would be more
comprehensive. This way, word-sized visualizations can serve as a bridge between text and large visu-
alizations, reducing the distance between the two representations in the information space.
However, in most cases, the use of word-sized graphics is restricted to simple line, bar, or propor-

tion charts with a very few exceptions—Hlawatasch et al. 62

visualize trajectories. Probably that gives
a misconception that word-sized graphics can only encode fairly simple data as few straightforward
visualization types (e.g., bar, line, proportion) Interestingly, they can represent any type of graphic in-
cluding but not limited to bar charts, scatter plots, box plots, or even node-link diagrams. This thesis
argues that word-sized graphics are much more flexible with respect to the type of visualization and
the data they can encode. Our prior work investigates the use of both static and interactive word-sized
graphics in achieving a coherent representation of content presented across two media. *> This partic-
ular paper extends the design space of existing word-sized graphics to represent comparatively complex
data including multivariate =="] , spatial F.®4, and graph or relational data F= .
Interested readers may look up details in the paper??, especially with respect to the applicability of
these word-sized graphics in a realistic scenario.

2.3.2 Interactive Visualization—Text Linking

As discussed earlier, text and visualization describe the same data and, therefore, implicit references
exist between the two representations. For instance, while describing a scatterplot, the text usually

II



references the entities encoded by individual dots, groups of dots, or a visual annotation in the scat-
terplot. Users discover these implicit references as they first read through the text and then tend to
look at the relevant part of a visualization, thereby increasing the cognitive load on their working
memory. In an interactive data document, a way to reduce the distance between text and visuals in
the information space is to convert these implicit references to explicit and interactive links.’® The
interactive visualization—text linking corresponds to providing visual cues (e.g., visual highlighting)
to quickly guide users’ attention to the relevant portion of a visualization while interacting with the
corresponding text fragments and vice versa. This linking aligns with the signaling principle that ar-
gues for guiding users’ attention from one medium to the other in a multimodal representation as a
possible antidote to reduce cognitive burden. '

Existing research has shown that this interactive linking can facilitate users in reading a data docu-
ment, particularly with regard to visual exploration of data, as well as in interpreting visualizations. For
instance, Visfockey®° ofters the possibility to animate the related parts of a comparatively complex vi-
sualization (e.g., parallel coordinates) by interacting with the corresponding text fragment. Similarly,
Figure 2.3 shows two more examples of interactive linking between text and visualization or table.
(Right) Beck and Weiskopf™® use visual highlighting to guide users attention to the relevant part of
the bar chart while clicking on the interactive text fragment (printed in boldface in the figure). (Left)

Kim et al.®°

advocate for an interactive zext—text linking to facilitate the reading of a document that
comprises many tables. Their approach links the main body of text with the associated text in tables.
Moreover, existing research applies this type of linking directing from textual narrative to visualiza-
tions assuming the standard reading strategy—read the text first and then explore the visualizations.
However, in an interactive data document, users may wish to explore the visualizations first and then
read the corresponding text. Following this alternative reading strategy, Beck and Weiskopf 8 pro-
pose an abstract idea of a bidirectional interactive linking between text, word-sized visualizations, and
regular visualizations. Building on Beck and Weiskopf’s abstract linking model 8 our prior research
instantiated this model for graph data.®” The approach uses a declarative syntax to produce an inter-
active data representation as shown in Figure 2.3; the details can be found in the paper.®”

Recent research in the visualization community has also looked into the gains of interactively com-
bining text and visualizations. An effective linking and layout strategy can have a positive impact on
comprehension and information recall. "# The impact is even more obvious among the users that had
low visualization literacy.”" Particularly studying the impact of explicit visualization—text linking (vi-
sual marks in the visualization were highlighted when hovering over a relevant phrase of text) Zhi et
al. 9% found that participants recalled information better when it was interactively linked across both
representations. Another experiment by Barral et al. ">°" achieved somewhat similar results, yet using
a different type of linking method. In contrast to explicit linking "%, Barrel and others used a gaze-
driven approach; the relevant parts of a visualization were highlighted based on participants’ eye fixa-
tion on a related sentence in the textual narrative. This adaptive gaze-driven linking helped improve
comprehension, particularly among participants with low visualization literacy. When studying the
impact of explicit visualization—text linking in the context of a Bayesian reasoning problem, Ottley
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etal. 3" discovered that people tend to consolidate information well across the text and visualizations

when they are interactively linked.
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Figure 2.3: Two examples of interactive referencing in literature: (Left) Kim et al.® use highlights related text in tables while reading
the corresponding text. (Right) Beck and Weiskopf 1 propose the idea of visually highlighting relevant parts of the visualization while
interacting with associated text elements.

We have evidence that a joint and well-connected representation of data including both text and
visualization is beneficial for the end users, especially for a broader audience. However, achieving such
an integrated representation where both text and visualization augment each other, yet keeping the
cognitive burden'®” low that may arise from context switching in a bimodal representation at the
same time, is challenging and under-explored. One of the main objectives of this research (RO 2) is
to explore various linking methods that bring text and visualization closer and reduce the gap in the
information space (Chapter 3).

2.4 Automatic Text Generation for Data and Visualization

As an alternative to human-authored text, automatic generation approaches can be employed to pro-
duce a narrative from data, for instance, to explain analysis insights. These approaches fall under the
scope of natural language generation (NLG) which deals with producing natural language text from
data and other abstracted forms of information.**® The most frequent and well-known use case of
natural language generation are personal assistants (e.g., Google, Siri, Alexa), weather forecasts, and
directions you get in a vehicle navigation system. There exist various generation approaches in gen-
eral*® ranging from the ones using artificial intelligence (e.g., Generative Pre-trained Transformer 3)
to the ones relying on simple templates often utilized in weather forecasting and navigation systems.
Despite its widespread applicability to many domains, only a few have investigated the generation of
text for data visualizations, and these approaches are the focus of discussion here.

2.4.1 Text Generation for Statistical and Other Forms of Data
Existing approaches generate textual content ranging from simple quantitative univariate data 360871
to comparatively complex imaging data.”®">* The previous work is scattered across many domains:
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Figure 2.4: Interactive data document describing the biography of a fictional character, Jon Snow, from the TV series Game of
Thrones. Two visualization-text linking interactions: (A) The result of hovering over an interactive text and (B) a node in the node-
link diagram.

GALIWeather '*5 automatically generates linguistic descriptions for short-term weather forecasts based
on the analysis of climate data, the WIP system'7® generates instructional and maintenance manuals
for simple machines, and SoftLearn Activity Reporter'3° uses verbalization to interpret the perfor-

mance of students in a virtual learning environment. Automatic text generation has also been used

25,101,102,118,33 20,175

in the context of software engineering , geographic data'75-34, and transportation.
Some approaches deal with generating textual reports for source code, such as code documentation
and summarization. '5*'**'"3 Another interesting use case of natural language text is the communi-
cation of data analysis results to the visually impaired population '7°; text can ultimately be read out
aloud. While these approaches generate text from data, they do not consider or coordinate with visu-
alizations and text is not always presented alongside visual representation of data.

Other approaches focus on summarization of the analysis results that are to be put right next to a
visualization. For instance, Sripada and Gao 162 present the scuba diver’s depth-time profile with a line
plot. Similarly, Jain and Keller7# generate summaries of healthcare data gathered by sensors installed
in the homes of elderly people who are living alone. The main objective here is to support medical
staff and nurses to quickly monitor and act in case of an anomaly. Query-to-question (Q2Q) "> system

summarizes the progression and sequence of user interactions from the analysis of interaction log files.
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However, these approaches still consider visualization and text as two separate mediums, yet they are
presented together.

2.4.2 Text Generation for Data Visualization

Unlike data-driven storytelling, the use of text is not common in visual analytics systems at all. Ma-
jority of these systems even lack descriptive captions of visualizations. Only a handful of these sys-
tems combine textual narratives to provide guidance to the users in exploring the data. Text can be
employed to provide interventions while the users explore a visualization, either to explain or to of-
fer guidance. For instance, Voder'®® generates short textual insights or data facts to guide users in
exploring a multivariate dataset. The generated data facts serve as interactive widgets and suggest
other relevant visualizations to further facilitate the data exploration process. Likewise, Cause Works*°
uses longer textual narrative well-connected to a causal network visualization to explain causality. It
was discovered that the coupling of causality visualizations with a textual narrative significantly in-
creases accuracy and narrative acts as a pivotal component augmenting visualizations. In contrast, for
long text documents including many tables (e.g., annual budget reports), visualizations can augment
the document with visualizations to make it more interpretable. One such example is Elastic Doc-
uments''; it provides an interactive viewing interface augmenting text and tables with on-demand
contextual visualizations. When compared against a conventional PDF viewer, it was found that this
combination of text, tables, and visualizations improves the quality of summarization as well as com-
prehension to a moderate extent. Another system, Method Execution Reports'”, automatically sum-
marizes the execution behavior of a software program and includes interactive word-sized graphics
inline with the text.

From an end user’s perspective, there are several characteristics (e.g., working memory, perceptual
speed, information needs) that matter while interacting with a visualization system.'”" These char-
acteristics can be leveraged to suggest meaningful interventions (like the ones provided in Voder and
Cause Works) to help users—especially those with low abilities—for processing visualizations.'”" To
generate interventions for guiding exploration and offering explanations about a visualization, both
representations need to be completely intermingled. As opposed to data-driven stories—where text is
human-authored and appears alongside visualizations and is often not adaptable to user interactions
due to very limited exploration capability—we require a much more flexible generation approach that
considers joint creation of textual and visual content. This is another major objective of the thesis

(RO 3, Chapter 4).

2.5 Interactive Data Documents

Visual analytics systems support exploration but have little to no support for communication of knowl-
edge or insights that are gained through the analysis. Data-driven storytelling, on the other hand, is
suitable for the explanation and dissemination of data analysis results to a broad audience, but has very
little support for exploration. Targeting a sweet spot between explanation and exploration, this thesis
aims for an exploranative solution, interactive data documents oftering both explanations and ex-
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Interactive Data
Documents

Exploration Explanation

Figure 2.5: The envisioned data-driven documents lie at the sweet spot between visual analytics systems and data-driven stories.

ploration (Figure 2.5). A novel and seamlessly integrated combination of text and visualization brings
the benefits of both media. Authoring an interactive data document would involve construction of
three main components: natural language text, exploratory visualizations, and the interactive link-
ing between the two. While we have already discussed the first component in the previous section,
this section discusses the challenges and existing support with respect to the latter two components.
However, we begin by looking at the authoring support for data-driven stories first, as they also closely
relate to interactive data documents from a technical design perspective.

2.5.1  Authoring Support for Data-driven Storytelling

With the increasing popularity of data-driven stories in digital journalism, more and more researchers
are exploring ways to author them with ease. Existing tools that help create such stories allow users to
add textual descriptions and annotations, as well as to customize visual marks and layouts. '641°9:32:14°
Many of these tools focus on allowing users to build a narrative around a single, oftentimes static and

141,106,142,186,83,

non-interactive visualization. 47> 82 Others support creating a complete story with a

sequence of logically connected visualizations and textual explanations as annotations. 55:7146:> 181,116
Existing research also explores novel forms of data-driven stories including videos7, comics®’, and
slideshows. 5514621

Most of the existing authoring approaches can be broadly classified into two types. Firstare the ones
that support manual creation of data stories: Among these, DataClips” provides an authoring inter-
face for data videos with different templates that users can customize; Data Illustrator'®” supports
data binding to expressive charts for making data stories memorable; Ren et al. '4°
space of annotations and present an interactive tool to create them; and Brehmer et a

discuss the design
1.>* facilitate the
authoring of timeline narratives. In contrast, the second type of authoring approaches provides au-
tomatic support. Notable among them are Datashot'7° and Calliope'>*. The former automatically
derives data facts from tabular data and generates infographics to provide an overview, and the latter
supports the automatic generation of a story sequence directly from a given dataset.

2.5.2  Creating Exploratory Visualization

Visualizations will contribute the major part of exploration in the interactive data documents. Prior
research has also explored ways to author interactive visualizations with ease and using minimal pro-
gramming. The use of declarative syntax such as Markdown has made it even easier to create interactive
visual content.”®97:9 Vega '4? and Vega-Lite *+* use a simple JSON syntax to produce interactive visu-
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alizations. Low-level libraries like D3 ** provide good support for developing highly customizable and
explorable visualizations. Computational environments such as fupyter Notebook, R MarkDown, and
Observable are systems that aim at creating and sharing computations or graphics in a reproducible
way. It is possible to create interactive content using these systems, but they focus on interactive cod-
ing experience and target technical users.

2.5.3 Establishing Linking of Text and Visualization

While existing tools provide ways to add annotations and textual explanations inside or close to visu-
alizations as discussed in Section 2.5.1, they rarely go beyond positional linking, let alone interactive
linking. Realizing the benefit of interactive visualization—text linking, some scientific publishers such
as Authorea and Elsevier '>° attempt to support this integration, but are limited to very simple linking
(e.g., finding a related figure given an explicit text reference). Kong et al.®” recently used crowdsourc-
ing to reconstruct references between textual phrases and visual marks on the charts in existing data
stories and highlight their importance in reading such a document. Similarly, Metoyer et al. ''7 auto-
matically integrate short textual annotations at various points in the visualization when users highlight
a passage of text.

In these tools, textual parts are mostly considered passive supportive elements—semantically con-
nected yet separated from the associated visualizations. Therefore, practitioners resort to program-
ming libraries (e.g., D3 '?) or frameworks (e.g., Jdy//>") in order to create interactive references be-
tween the two (see an interactive data document about Boston’s subway system'). Idyll** introduces
a markup language combined with reactive programming in JavaScript for creating interactive data
documents for the web. The focus of Idyll is broad, and it allows building custom visualizations using
D3 or Vega-Lite and binding them to the text. This generalizability comes at the cost of programming
custom visualizations. Hence, solutions including Idyll or D3 require programming expertise.

In contrast to existing tools and programming frameworks, we target users who do not have pro-
gramming expertise and aim to provide an accessible user interface for constructing interactive data
documents including interactive linking between text and visualizations; the third objective of the
thesis (RO 3).

*https ://observablehq.com
"http://mbtaviz.github.io/
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Understanding Visualization—Text Interplay

ata-driven storytelling combines the expressive power of visualizations with a textual narra-

tive to communicate analysis findings to a broader audience. In such stories, both represen-

tations seem to complement each other; visualizations provide an overview of the data while
the accompanying text hints at insights and blends in the context and backdrop to make the story en-
gaging, compelling, and intuitive. Since text and visualization describe the same underlying data, an
interplay exists between the two. This interplay relates to spatial arrangement, positioning, sequenc-
ing of visuals in the narrative, the embedding of text inside visualizations, and how various parts of
the story reference other parts. Prior research has discovered—by means of small-scale user studies—
that these factors, especially the spatial arrangement and interactive linking of text and visualization
influence the readers’ engagement, comprehension, and information recall. 39439 A deeper un-
derstanding of visualization—text interplay can reveal effective design strategies for textual narrative
and visualization for authoring joint representation of data.

This chapter aims to understand the visualization—text interplay at a fine-grained level. It begins
by presenting research questions focusing on different aspects of the interplay. It then describes two
empirical studies aiming to answer these research questions. Finally, it is concluded with a systematic
characterization of the learned integration strategies, and possibilities to automatically generate parts
of the textual narrative that would describe analysis insights.

3.1 Research Questions

For understanding visualization—text interplay, we formulated three research questions, each focus-
ing on a different aspect. The first question deals with analysis insights and their textual and visual
communication. It is obvious that text in a data-driven story serves various purposes. A major part
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of the text reports insights that result from the data analysis, while a comparable proportion conveys
the context behind these insights (e.g., the backdrop of a story, opinion of researchers or politicians)
to make the story interesting for the readers. Likewise, various visualizations are employed to pro-
vide an overview of the data as well as highlight notable insights. Learning about what insights are
communicated and how they are presented would help in automating their generation.

RQ 1 - What are the reported analysis insights and how is the related data visually communicated?

RQ 1.1 What are the analysis insights presented in the textual narrative, and how is context

blended with these insights?

RQ 1.2 How are visualizations used as a complement to communicate the data?

The main strength of data-driven stories lies in the fact that they closely integrate narrative and vi-
sualization at different levels. *5*
reduces the distance in the information space and facilitates readers to quickly glance at the corre-

sponding visualization while reading a specific paragraph. Similarly, text inside a visualization may

For instance, placing visualizations in the proximity of relevant text

hint at the main takeaway of that visual and contribute to its self-explainability. Oftentimes, several
visualizations are employed to demonstrate distinct aspects of the same data; their sequence in the
story can be crucial. For example, including an overview visualization up front could familiarize users
with the data before presenting a certain aspect of analysis. The second research question aspires to
understand the connections between the two media.

RQ 2 - How do textual narration and visualization interplay?

RQ 2.1 What links exist between the two media?

RQ 2.2 How and in what sequence are visualizations embedded into the narrative?

Since both text and visualization are based on the same underlying data, it is natural to have implicit
references between the two representations. Such references relate to the phrases of text that has a vi-
sual representation in a visualization. For instance, imagine a scatterplot of countries; every mention
of a country or continent name in the text would refer to a single or group of points (visual marks) in
the scatterplot (Figure 3.5). Previous research has shown that users, in particular the ones who lack
visualization literacy, often have a hard time consolidating information that is presented across text
and visualizations. '3*
tive references helps in better consumption of information. *>2%*9* With this focus, the third research

Extracting such implicit references and converting them to explicit and 7nzerac-

question aims at exploring the design space of implicit references in existing stories.
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RQ 3 - What implicit references exist between text and visualization and how do they relate to the data?

RQ 3.1 What type of implicit references exist between text and visualizations?

RQ 3.2 How do these references relate to data and visualizations?

3.2 Methodology

To answer the research questions (RQ 1 — RQ 3), we adopt a similar approach as applied in sev-
151:69:115 Wee perform two empirical studies: first to answer RQ 1 and RQ 2, and
second—due to slightly different data needs—to answer RQ 3. For both studies, we follow a qualita-

eral existing works.

tive approach focusing on fewer examples but a fine-grained and deep analysis as we—unlike previous
research—are particularly interested in exploring the possibilities of automatic generation in addition
to deriving the best practices for designing similar content. This is also why the stories should have
high quality, both with respect to their textual narration and visual data representation.

AsRQ 1 and RQ 2 emphasize a lot more on the communication of analysis insights, here the sto-
ries relating to geographic data are particularly interesting as the spatiotemporal nature of data makes
the reporting challenging. Unlike reporting plain time series (e.g., the revenue of a company) or re-
sults of public-opinion polls, it usually requires multiple visualizations to show different aspects of the
spatiotemporal data; some with a geographic focus and others with a temporal one. We find exam-
ples of geographic narratives across diverse journalistic branches such as politics, economics, science,
and health. The COVID-19 pandemic further provided the unique opportunity to collect various
polished examples from the same context. We investigate the role of every sentence within each of
the narrative categories and how sentences are interwoven with the visual representation. Besides, we
explore the positioning and sequential patterns among various parts of the stories.

In RQ 3, we are particularly interested in implicit references and what visualization features (e.g.,
legend, visual marks, axes) of a visualization they refer to. Therefore, alot more examples with a variety
of visualization types are needed. In the existing literature, Kong et al. 87 already performed a similar
study on a small-scale dataset. We use their dataset as our basis and expand it with more examples and
even diversify it with respect to visualization types.

In the rest of this section, we refer to these two studies as Study I and Study II while explaining the
data collection and analysis process. Afterward, the results of both studies are organized into different
sections—one section per research question.

3.2.1 Data Collection

To ensure quality and diversity, we manually picked examples from well-known news media outlets
and research publication venues (only valid for Study II).
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= Collection A = Collection B

New York Times (NYT)
FiveThirtyEight (538)

BBC

The Washington Post (WP)
Reuters (REU)

Financial Times (FT)

MSNBC (MSN)

CNN

Office for National Statistics UK
The Guardian (GUA)

Figure 3.1: Sources of stories in the sample data collection for Study I. Almost 50% (14/22) of the stories were gathered from three
well-known sources: NYT, 538, and BBC.

Chart Type Venue
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Figure 3.2: Overview of the sample data collection for Study Il. We augmented existing articles from Kong et al.¥” with additional
venues and chart types.
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Stupy ]

Twenty-two stories were collected from 1o well-known digital journalistic sources including New York
Times (NYT), FiveThirtyEight (538), and BBC; the full list of sources is shown in Figure 3.1. The
stories are published between 2016 and 2020. Our story selection criteria involved the presence of
at least one geographic visualization and a comparable proportion (in terms of screen real estate) of
textual and visual narrative. Another butlessstrictly applied criterion was the presence of interactivity.
We began with searching for stories that contained visualization—text interactions (e.g., interacting
with text visually highlights the relevant part of the visualization or vice versa). Having found only 3
such stories, we loosened the criterion of interactivity to visualizations alone in the story. Later, seven
stories were also included that did not offer interactivity. In our sample collection, fifteen out of 22
stories offer some form of interactivity.

In the first phase, we picked 12 stories (Collection A) on a variety of themes such as culture, eco-
nomics, politics, science, and health to maximize the diversity of topics. In the second phase, we chose
another 10 stories (Collection B) on a single topic: the COVID-19 pandemic. These 1o stories have
the same context yet cover various aspects of the pandemic. The two collections complement each
other; one embraces diversity, while the other focuses on certain comparability.

Stupy II

Since Kong et al.%7 already conducted a similar study on a small-scale dataset, we began with their
data collection as our basis. However, their dataset was limited to 18 articles gathered from a variety
of news media outlets. Besides, it was restricted to bar charts alone. We expanded this collection with
additional chart types and sources, resulting in 77 articles comprising 110 paragraph—chart pairs. We
targeted three main sources: research articles published in (i) Visualization journals (e.g., TVCG),
(ii) Nature—the world’s leading multidisciplinary science journal—, and (iii) articles published in the
digital news media as web browser-based stories. Within these sources, we randomly and manually
picked examples to maximize the diversity of visualization types. Figure 3.2 shows the distribution of
our sample collection regarding their venues, chart types, and timeline while comparing it to the Kong
etal.’s collection.

3.2.2  Qualitative Analysis

The analysis aims at understanding the fine-grained interplay of visualizations and textual narration.
Therefore, it goes down to the individual sentence level to understand how sentences are related to
data and visualizations. An open coding approach was followed in both studies; the details of the
exact process are as follows:

StupY ]

Every story in the collection of 2.2 stories was divided into individual sentences and visualizations. This
resulted in 1,203 sentences and 118 visualizations (638/66 for Collection A and 565/ 52 for Collection
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B). The coding (i.e., labeling the sentences and visualizations) proceeded as follows: two coders (both
coauthors of this paper) used 4 stories from Collection A as seeds and independently assigned de-
scriptive codes to sentences as well as visualizations. In a follow-up meeting, the codes were discussed;
similar codes were merged, and conflicting code assignments were resolved. This initial coding scheme
was then rolled out to the rest of the eight data stories in Collection A. For this, a sequential process
was adopted: one coder did the coding first, and then the other coder checked and refined the first
coding. The analysis of Collection A provided us with a coding taxonomy that was then verified and
turther fine-tuned with its application to Collection B. We followed the same process to analyze stories
in Collection B. Over the course of several meetings, we kept on resolving and consolidating the codes
and categories, ultimately resulting in 45 distinct codes across 4 categories and 12 subcategories.

Overall, the coding process resulted in 25 codes for sentences and 20 codes for visualizations (cf.
Figure 3.3). In total, there are 1,812 code assignments for sentences and 569 for visualizations. Our
coding scheme allowed for multiple code assignments to a sentence or visualization. We group these
codes along the categories data-driven and embedding for textual narrative (sentences), visualiza-
tion for visualization-specific codes, and visualization—text linking for the interplay between the two
media (e.g., a sentence that references a visualization or a visualization that has a textual annotation).
As shown in Figure 3.3 (leftmost column), the colored coding categories have further subcategories
that will be discussed along with reporting of the results (Section 3.3 and Section 3.4). All codes
and code categories are always underlined with the respective color while reporting the results for
improved readability and figure—text linking. The categories and subcategories are printed in bold
font to discern them from the codes.

Stupy II

The sample collection for the second study consists of 110 paragraph—chart pairs extracted from 77
different articles. Likewise, in Study I, we divided each paragraph—chart pair into sentence—chart
pairs for our analysis. This division resulted in 227 pairs, including 82 difterent charts across six dis-
tinct chart types. In line with Kong et al.’s®” methodology of identifying implicit references, we first
manually constructed minimal references between text and charts. A reference from a sentence to a
chart is minimal if adding more words could increase matching data points in the chart while remov-
ing words would make the matching ambiguous. Two researchers independently followed an open
coding process to analyze the sentence—chart pairs. The researchers used the collection of Kong et
al.?” as a basis to derive the initial codes. These codes were then applied to our collection and were
expanded. As for Study I, we iteratively resolved any conflicts that arose during the process to reach a
consensus and kept on merging similar codes.”

“This analysis was performed along with Nam Wook Kim and Zheng Zhou from Boston College. While Zheng Zhou
was mainly responsible for data collection and labelling, Nam and I closely worked together to derive initial codes, orga-
nized them into categories, and kept on refining the codes. Toward the end, Nam further expanded the coding scheme
to include more code categories (e.g., hierarchical grouping), and together we discovered core insights that are described

100

in Section 3.5.
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Figure 3.3: Frequencies of codes for 22 stories on sentence- and visualization-level, structured by code categories and subcategories.
Gray-blue background encodes the frequency of sentences, yellow background the frequency of visualizations. Multiple codes can be
assigned to a single sentence/visualization, hence, per story, the total count of sentences and visualizations does not correspond to
the total number of assigned codes.
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3.3 Results: Insights and Visual Communication (RQ 1)

First, we study the ingredients of the stories, namely the individual sentences and visualizations. Fig-
ure 3.3 gives a qualitative overview of what these ingredients are, but also reports related quantities
(i.e., how frequently a certain code is assigned). These quantities are not meant to generalize beyond a
specific story but help us judge the general character of a story (e.g., working a lot with direct quotes)
and find interesting outliers (e.g., a unique style of reporting). In the following, we systematically dis-
cuss these ingredients along the code categories and subcategories, clarifying their meaning as well as
describing their typical use and notable examples.

3.3.1 Analysis Insights and Context (RQ 1.1)

Generally, we observe two main categories of textual narrative in data-driven stories: the actual data-
driven text and the text that serves as the embedding in the story, for instance, structuring text like
headings or contextual information like dataset descriptions. The Data-driven text does not just list
the raw numbers but summarizes analysis findings at a higher level as 7zsights. Although there seems
to be no agreed definition of zzsight in the visualization communityzs, it may be defined as “complex,
deep, qualitative, unexpected, and relevant”'** or “an individual observation about the data [...], a
unit of discovery”'*. In the following, we define an 7nsight as a non-trivial, qualitative, and relevant
observation about the data. An example of an insight from Aoz is: “/i[n some states, like Montana
and Alaska, nearly the entire adult population is registered [as organ donors].”

In geographic stories, geotemporal entities—location and time—are usually key terms of the tex-
tual description of the insights. Almost all stories contain (20 of 22; see Figure 3.3) identifiers of
locations. While most locations are referenced by their specific names (e.g., “Boston” — Aog, “Mas-
sachusetts” — Aoz, “USA” - Bog), a variety of collective terms according to geopolitical, geographic,
or administrative units are also used. For instance, Ao1 describes counties suffering high casualties
as: “[rjural Appalachia stands out; nine counties in Kentucky and three in West Virginia make the
list.” Appalachia is a region in the eastern US and is not marked on the map visualization; the reader’s
knowledge is presumed. Other variations include “Dakotas”, “among the peaks of the Rocky Moun-
tains” (Ao1), and “Midwest” (Aoz). The directional phrases such as “west of the Mississippi” (Aor)
and “southern tip of Bangladesh” (Aos) are another way of referencing location. Time identifiers are
also frequentin our examples, but not as frequent as location identifiers (contained in 16 vs. 20 stories;
61 vs. 144 occurrences). Depending on the data, time may be identified at various levels of granular-
ity (e.g., day, month, year, decade, or even century). Time identifiers include fix dates (e.g., “on April
30” — Aoz), longer events (e.g., “Hurricane Katrina along the Gulf Coast in z005” — Ao4), or time
“past decade” — Aog, “19705” — Bo1).
Consecutive sequences of timely events may span across multiple sentences. For instance, “By Nov &,
[-..] By mid-October, [...] As of Nov 26, [...]” - Aos).

A specific type of insight identifies interesting data items as outliers, extrema, and clusters. We

intervals (e.g., Sznce 1980” — Ao1, “from 2000-2016” - Ao,

observe locations that are local or global outliers. The former compares a location with its neighbors,
while the latter characterizes it with a much larger geographical region. For instance, Ao4 states a local
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outlier as: “Only two rural counties in the entire area that stretches from Mississippi across to Florida [...]
even crack the list [...].” A temporal outlier highlights unique temporal behavior: “/ffor the first time
in more than 5o years, the majority of America’s public school children are living in poverty” (Ar1).
An example of a geotemporal and global outlier in Aro is “California has had more of these public
mass shootings than any other state.” Extrema correspond to the locations assuming the maximum
or minimum values of a data variable. They are closely related to outliers. In most cases, outliers
are extrema having specific importance with respect to a geotemporal variable. A cluster refers to a
group of locations showing similar values for one or multiple data variables. Clusters include a list of
two or more locations ( “North and South Dakota” — Aot ) or refer to a higher level of grouping (e.g.,
“Dakotas” — Ao1, “Midwest” — Ao2). Clusters are described with the metric on the basis of which
they are identified. For instance, “counties with the lowest mortality rates, 18 out of 20 fall west of the
Mississippi” (Ao1) refer to a cluster of counties showing specific values of mortality rates.

Summarize insights report geographical variation, average (i.e., mean, median, or mode), or tempo-
ral variation. A geographic variation reports the varying value of a variable across a geographic region.
For instance, “/t/he South and West of the country [...] seen a big rise in the number of infections” (Bxo).
It mostly summarizes those variations that are peculiar. To describe the average, less technical words
such as “average values”, or “on average” (e.g., “[eJach year, about 8,000 people will get that chance” -
Ao2) are widely used. Statistical terms like “median” or “mean” were also observed. It was surprising
to see that some stories describe even the statistical significance: “What is more, unemployment, while
being statistically significant across the country, was not associated with the Le Pen vote in urban areas”
(Ao7). Temporal variations correspond to the reporting of a time series. We observed more instances
of the reporting of peaks, nadirs, and steep inclination or declination, for instance, .../ demand for
energy globally has fallen off a cliff” (Bor). Long-term trends are also noted, like “/.../ trend in de-
mand bas been downhbill ever since” (Bot). Portions of a time series are compared with other portions,
specifically, the ones that are recurrent and show seasonal patterns: “/z/bis compares with 73% last
week and a peak of 85% between 3 April and 13 April 2020” (Bo6). A summary of the temporal vari-
ations may be presented as a single sentence: “the situation got really bad in late March but by May,
cases were declining and most states had begun to ease restrictions put into place to halt the spread of the
virus”-Bro.

Compare insights deal with part-to-whole comparisons, report correlation, and rank. Part-to-
whole insights refer to a proportion of a total (e.g., 20% of the counties). These proportions are re-
ported as exact percentages (e.g., “23.5 percent” — A1) or rounded (e.g., “more than half” — Bos,
“one-third” — Bo6). While reporting a countable variable—for instance, the number of participants
of a survey in Bo6—we observed the use of a reference of ten (e.g., “4 7z 10” to describe 41 percent
of participants). The use of quantifiers like “vast majority of the counties” (Ao1) is another way of
describing proportions without giving exact numbers. More than half of the part-to-whole compar-
isons are in Bo6—it communicates the results of a survey to gauge the social impact of COVID-19
in Great Britain. The correlation insights refer to the reporting of relationships between multiple
variables. They include descriptions of positive or negative relationships and discuss causality. For in-
stance, Aoy discusses the impact of various socio-economic parameters (e.g., education, income) that
played a role in French elections. It goes beyond comparing two variables and discusses intersection

27



effects: “fw/hile areas with higher median annual income were more likely to vote disproportionately for
the centrist candidate, the effect of income is negated when education is taken into account.”. Moreover,
rank insights report the order of data entities with respect to a variable, for instance, “Brazil reported
more than 32,000 new cases on Wednesday, the most in the world, and the United States was second [...]”
(Bo3). These insights may not always reflect the numeric ranks but may also use comparative words,
for instance, “/...] black workers seem to be struggling far more than white or Hispanic workers” (Ao4).
The relative ranking is another way of comparing objects, for instance: “/a/fter Appalachia, the region
that features most heavily is the Dakotas” (Aot).

A considerably large portion of the textual narrative integrates different types of embedding (sce
Figure 3.3). A part of this embedding is the sentences that structure the story. All stories begin with
a title (a type of heading; here, colored differently as black is later used to better discern sections in
Figure 3.4). In 11 stories, the title serves as the main driving question of the story (e.g., Aoz, Ao4, Bo4).
Five of the stories have a title that conveys the main takeaway (Ao2, Ao3, Aoz, Ao8, Bo8). Thirteen
stories also contain additional driving questions (25 in total and 20/25 for stories of Collection A)

at various positions in the narrative. Transitional sentences or headings are a way to switch between
difterent topics.

Context is another form of embedding and provides additional information and opinion. All sto-
ries include a background that may help readers better understand the story and data. For instance,
before reporting how the organ donation system works, Aoz first describes the causes and symptoms
of liver cancer. In rather technical stories like Aoz or Ao3, the specific technical terminology and other
related concepts are explained as domain knowledge. For instance, Ao3 uses a third of the narrative

to explain the concepts of production and audibility of seismic waves. The technical terminology is
explained in straightforward language, for instance, “/w/hen researchers track seismic activity, they’re
sensing the waves that make the Earth roll and rumble” — Ao3. Stories in Collection B describe the
impact of COVID-19 where only a few sentences introduce domain knowledge. Dataset descriptions

include information on who gathered the data, how it was collected, and whether it was preprocessed
or filtered for a specific reason (e.g., “/a[reas with very low populations were removed to limit their po-
tential ro skew the analysis” — Aoz). Almost 80% (18/22) of the stories include direct (40) and indirect
(100) quotes. We observed two main sources of these quotes. One source is researchers who worked
on the problem and gathered the data (e.g., in Ao3, Ao8, A12, Bos). In such quotes, they share the
methodology, insights, eureka moments of their research, or describe the findings. The second source
of the quotes is the policymakers (e.g., in Aoz, Bro). These quotes included their opinions or implica-
tions. Eleven of the stories include external references, for instance, to the full dataset, a research paper,
or another story. Interpretations connect insights with historical facts: American Indian populations
have bistorically suffered from poor bealth outcomes and challenges in bealth care access, contributing to
high mortality rates.” (Aor). Or they infer and deduce other insights: “/7/f you’re a New Yorker, that
doesn’t seem very fair” (Aoz). Authors also attach their personal judgment: “/o/rgan donation is good
and kind, but it isn’t fair” (Ao2).
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3.3.2 Visual Communication (RQ 1.2)

While the textual narrative explicitly explains the analysis insights, visualizations complement the text
by showing relevant data. In our collection, 45 visualizations offer interactive exploration capabili-
ties in 13 out of 22 stories. We found, that unless annotations are made, it stays up to the reader to
find insights. Still, the authors of a story select a certain way to visually communicate the data. The
visualization category in Figure 3.3 shows the codes regarding the type, purpose, and exploration
of the visualizations, as well as whether they carry a legend or visual annotation (properties). In our
collection of 118 visualizations, we identified 8 distinct types of visualizations and 4 main modes of
exploration.

First, we try to identify for what main purpose a visualization was included in the story. Although
we do not know the original intentions of the authors, we were able to roughly categorize the visual-
izations into an overview, detail (with respect to certain aspects), and comparison visualizations. One
visualization can share two or more purposes, for instance, to provide an overview as well as to facili-
tate comparison. We do not discuss the purposes separately but mixed with the following discussion
of visualization types, as both coding subcategories interact.

We observe that every story includes an overview visualization as the first visual data representation.
Map visualization is a straightforward way of providing an overview of geographical data, which more
than half of the stories (13/22) contain as the first visualization. We classify these maps as statistical
(31) and geographical maps (s). Statistical maps are either thematic maps encoding data as colored
regions (18)—also known as choropleths—or encode data in glyphs (e.g., circles, rectangles, or other
markers) overlaid on the map (13). Geographical maps, on the other hand, do not encode any addi-
tional data. Satellite images or a street view are examples of such maps. Maps, particularly choropleths
are mostly restrictive to a single variable and may not allow for comparisons across multiple variables.
However, multiple versions of choropleth maps (s in Collection A, 2 in Collection B) placed next to
each other (or side by side) allow for comparisons of multiple variables.

Tabular visualizations (13) provide both comparison and overview. All tables in our collection either
use visual encoding—as font color or cell backgrounds—or embed micro visualizations. Often, they
communicate variation or uncertainty (e.g., distribution) in addition to, for instance, sum or average
values. See two such tables from Ao1 below:

COUNTY STATE CAUSE OF DEATH 1980 TREND 2014

N Card lar di: 507.4 252.7
Union Florida Uncertainty
Buffalo South Dakota Cancers 240.2 192.0
Oglala Lakota South Dakota ) Neurological diseases 80.3 95.4

Besides the overview and comparison of aggregated geographical data, another aspect is the com-
munication of geotemporal variations. Animating the map visualization is one way of accomplishing
it; we observed five such instances. In tables, micro line plots show the temporal variations of geo-
graphic entities that have been arranged in rows of the table (see the right table above). Beyond maps
and tables, small multiples are another way of providing geotemporal overview and comparison. We
mostly observed the use of line and area charts in small multiples. For instance, three such examples
are shown below (taken from Bo1, Bo3, and Bo7 respectively):
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Including a time series next to a map visualization is yet another way to simultaneously commu-
nicate both geographical and temporal aspects. In such cases, the map displays the aggregated values
for a certain time span, while the line plot shows temporal variations across that time span. Multiline
plots (e.g., Bo2-V4 in Figure 3.4) can also provide comparisons across geotemporal data. Each geo-
graphic region (e.g., a city, state, or country) is denoted by a separate line and a specific region can
be highlighted—on hover—to allow comparisons with all other regions (Bo2). We also observe the
use of a rather non-standard (overlapped) area plot for showing a temporal overview (A10); the below
timeline visualization shows the lives lost during various mass shootings in the US. Purple semicircles
denote the number of people killed compared to the ones injured, shown as light gray semicircles.

L AR R AR kAR | (N A A MR, o ADa  EVew
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Bar plots offer comparisons across different categorical variables and include simple bar plots (6),
group bar charts (2), and stacked bar charts (8). Stacked bar charts can provide part-to-whole com-
parisons as well. For instance, Bo6 uses many bar charts to report the results of a survey on the social
impact of the COVID-19 pandemic in Great Britain.

The detail visualizations go deeper with respect to certain aspects of the data analysis. In our col-
lection, we observe the use of point plots (e.g., scatter plots), distribution plots, and diagrams. Dis-
tribution plots are limited to univariate data and include histograms (15), dot plots (2), and range
plots (3). Comparatively, many more detail visualizations are observed in Aos, Ao7, and Bo6. For
instance, Aoy reports the French presidential election results; the story begins with a spatial overview
and comparison of votes for both candidates (one choropleth for each of the candidates placed side
by side). The story, then, discusses various predictors that played a role in the election. The Sanky
diagram illustrates the shift of allegiances of voters between the first and second rounds of the elec-
tion. Similarly, Beeswarm distribution—a type of dot—plot compares the distribution of voters for
the candidates across multiple social parameters (e.g., education, income, etc.).

|

Furthermore, scatter plots with trend lines show the correlation of votes with respect to the education

Income

10 20 30 40

level and income of voters.
We observed the use of infographics in some visualizations, especially in Aro and Bor. Aro uses
gun icons to give an impression of the kind of weapons used in mass shootings. Similarly, avatars of
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1,204 victims and 183 shooters visually communicate their age (e.g., child or adult) and gender; users
can hover to get details about each victim or shooter. Similarly, flags of two countries (the US and
France) serve as intuitive labels in a comparison area plot in Bor.

About a third of the visualizations (44/118) allows for interactive exploration. The simplest form
of exploration is to offer details-on-demand as a tooltip (16/44). Eight visualizations (all maps) ofter
multiple scale zooming allowing readers to explore the data at various levels of geographical granular-
ity; for instance, first provide an overview on the state level and then the city or county level. Almost
half of the interactive visualizations (20/45) offer a data selection control. It lets readers choose a data
dimension of their interest. The visualizations in Ao6, A1o, and Bos are attached to a single central
data selection control. While Bos just highlights the selected data object (e.g., a city) in all linked tab-
ular visualizations, Ao6 and Aro include multiple views showing different aspects of the data. Five
visualizations (all maps) include a time slider to play or pause an animation.

3.4 Results: Interplay of Text and Visualization (RQ 2)

Based on the ingredients discussed in the previous section, we can now study the interplay between
visualizations and text, more specifically, the various ways of linking the textual and visual represen-
tation as well as their joint organization in one story.

3.4.1 Linking the Two Media (RQ 2.1)

Links between visualization and text can be explicit or implicit. This section focuses on reporting the
explicit links that can be unambiguously identified. We also noticed various ways of implicit links
during our analysis; for instance, just referencing the same identifier or any data insights from the vi-
sualization and the text creates such implicit links. However, they were not explored as part of RQ 2;
the next section (Section 3.5) studies these implicit links in detail. Moreover, by positioning a visu-
alization close to the related text, the two are likely perceived as belonging together (the positional
interplay of the two media is discussed in more detail for RQ 2.2). With respect to the explicit links,
we discern two subcategories of codes as described in the following and summarized in Figure 3.3.
First, text-in-vis linking blends in textual content inside a visualization and includes captions (also
comprising visualization titles), annotations, and tooltips. Almost 86% of the visualizations in our
collection include a descriptive caption. The length of a caption may vary with the complexity of a
visualization. We also observed that captions are more expressive in complex and non-standard vi-
sualizations, for example, the Sankey diagram, and the Beeswarm plot in Aoy. In 26 visualizations,
captions communicate the main insight or takeaway from the visual. Ten of these 26 visualizations
belong to Ao7. An example of a caption describing the main takeaway in a choropleth map (Ao4)
reads: “/mJany rural counties are doing OK”, followed by a subcaption “/pfercentage change in per
capita personal income, 2000-2016” which explains what data is displayed on the map. In most of
the stories that begin with an znteractive overview visualization (e.g., Aor, Ao8, Aog, Bo2), the title
of the story also serves as the caption of the first visualization, thereby serving as a connection be-
tween the two media. Textual annotations are another way of blending textual explanations or labels
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in a visualization. They may include data labels—labels of states in a choropleth map or dots in a
scatterplot—(in 45/118 visualizations) or explanations (in ro/118 visualizations). While most of the
annotated points or regions are picked up and explained in the textual narrative, a few stories include
longer explanations inside the visualization (Ao4, Ao7, Aog). For instance, textual annotations may
explain every region of the chart (Bor):

40
< Forecast
30
Historical
figures 1.5C low
20 overshoot
Below 1.5C average
10 median
0
10 Net negative
global emissions
1900 1950 2000 2050 2100

Almost half (46%) of the visualizations in our collection contain some variant of a textual annota-
tion. Tooltips are another way of incorporating short on-demand textual explanations for interactive
visualizations. One choropleth in A11 offers a tooltip that is always activated, and it gets updated on
the selection of regions.

Second, text-to-vis linking references visualizations as the users read through the text. Before re-
porting insights, visualizations are often first introduced in the textual narrative (visualization intro-
duction). This part of the narrative may include an explanation of visual encoding (e.g., “/z/be red,
blue, black and white colors reflect the cheap plastic sheeting available to make shelters at the time” -
Aos) or a certain specificity of a visualization that is not obvious (e.g., “map is drawn to maximize
the number of districts that usually vote Republican [...]” — Ao6). We observed fewer introductory
sentences for visualizations in Collection B. It may be because visualizations are mostly standard and
relate to rather well-known COVID-19 data. Visualizations in our collection did not carry identifiers,
so they may not be referenced like in a scientific document (e.g., “Figure X”). Instead, they are cross-
referenced by the name of the visualization (e.g., “see the scatter plot”) or by directional phrases (e.g.,
“the map below*) in case, there are multiple visualizations of the same type close by. We observed 36
instances of named or directional cross-references. We also observed color-linking in two stories (Aos,
Ar1o). Various parts of the textual narrative are formatted (e.g., font colors or colored highlighting) to

match and connect them with visual marks on the visualization. One such example is shown below
(Aos):
Most refugee illnesses are related to poor hygiene and

Respiratory infections Ellsl Acute Watery Diarrhoea [

of all illnesses. and injuries duetouns: | | . .. ...3. 8888 1 ... L . ,t,L

Acute Respiratory Infection Skindiseases Others
29% 9% 1
| |

B
o

Diarrhoes nexplained faver
Hovering over these text blocks highlights the relevant segments of the charts. The 5 instances of color
linking, we observed, were all interactive.
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Figure 3.4: Flow and structure of stories. Each story is represented by a series of rectangles encoding the type of sentences (heading,
data-driven, embedding, and visualization-text linking) and visualizations. The width of each rectangle encodes the size of a sentence
(word count) or a visualization (estimated word count equivalent). White gaps indicate paragraph spacing. Rectangles are vertically
(equally) divided in case a sentence has multiple codes assigned to it. The thumbnails on the right show 17 visualizations from our

sample collection.

3.4.2 Embedding of Visualizations into the Narration (RQ 2.2)

Visualizations are embedded at various points in the story. Figure 3.4 shows the flow (left to right)
and the structure of the stories in our collection. Every rectangle corresponds to either a sentence or
a visualization and is scaled according to the space it consumes. To get a comparable scale for space
consumption across both representations, we converted the sizes of visualizations (in pixels) to the
number of words that would fit in the same space. We use a web browser’s developer tools to inspect
the sizes of paragraphs and visualizations. Dividing the pixels of a paragraph by the word count of
that paragraph resulted in pixel density per word. We averaged this pixel density across all stories,
resulting in a value of 1, 469.57. We computed the word count for each visualization by dividing the
size of the visualization by the average pixel density. This provided us with an estimate to analyze the
spatial importance and arrangement of content across the two media. Since our mapping is a rough
estimate—diverse font styles, editorial guidelines, and story genres were not accounted for—we have
only used it to do a coarse-grained analysis and refrained from inferring fine-grained patterns.

The proportion of textual narrative varies from 8% in Bo3 to 76% in Ao (Figure 3.4). We classify
all stories into three groups according to the varying proportion of text and visualizations. Fourteen
stories are visualization-dominant where visualizations occupy more than 60% of the total content.
Five stories (Ao2, Ao3, Ao4, Bo6, Bo8) are text-dominant and include more than 6o percent of textual
content. Only three stories (Ao1, Ao4, Bor) are balanced as they contain textual content in the range
of 40-60%.

Figure 3.4 allows us to study the arrangement and sequence of content. All stories begin with a
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Figure 3.5: Excerpt of an article from Pew Research 8 Demonstration of text-chart reference grouping: The colored texts are mini-
mal references, while A and B show how they can be grouped from bottom to top.

title (heading) and are mostly (18 of 22) organized in multiple sections as indicated by further head-
ings. As we can observe from the blank spaces in Figure 3.4, which map to the spacing between para-
graphs, most stories also make use of paragraphs for further text structuring. However, the diversity is
obvious—from no use of sections and paragraphs (except for text breaks for adding the visualizations)
in A11 to fine-grained section structuring in Aos and mostly single-sentence paragraphs in Bo1.

Nine out of 22 stories include an overview visualization right below the title to begin the story.
While six (Aor, Ao8, Aog, A12, Bo2, Boy) of these contain a map as an opening visual—Ar1 and
Ar12 have animated maps—, others include a line plot (Bo3) or a small dashboard (Bo8, containing
two stacked bar charts). Overall, thirteen out of 2.2 stories have map as their first visualization. Detail
and comparison visualizations usually appear after the overview visualization and are often placed in
different sections of the story following a semantic grouping (Ao4, Ao, Bo1, Bos, Bo7, Bog, B1o).
Figure 3.4 shows a few characteristic examples of detail and comparison visualizations for Ao4, Aoz,
Bo1, Bos, and Bos along with their positions in the stories.

3.5 Results: Implicit Referencing (RQ 3)

While the previous section (RQ 2) investigates explicit links between text and visualizations, the fo-

cus of this section (RQ 3) is on understanding various types of implicit links and how they relate to
underlying data and visualizations.
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Figure 3.6: Overview of various kinds of implicit references in our sample collection. We observed point, multi-point, and interval se-
lections in the text-chart references (e.g., a phrase describing one or more visual marks or a numerical range). They are often grouped
together to generate aggregate selections, while also forming a hierarchical reference tree: minimal phrase — 1% level parent phrase
— 2" Jevel parent phrase — root sentence; see Figure 3.5 for an example.

3.5.1  Types of Implicit References (RQ 3.1)

A key insight is that every text—chart reference bears a similarity to a selection operation in a visu-
alization. A visualization usually offers point (e.g., clicking one or more visual marks) and znterval
(e.g., brushing a region of visual marks) selections. Likewise, a text phrase can refer to one or more vi-
sual marks by directly mentioning item names or an interval of data points by stating the axis extents.
Just to give an example, in Figure 3.5A, each country name in the phrase “Spain, Italy, the UK, and
Ireland” refers to each corresponding visual mark in the scatter plot, while the phrase “vanged from
830,000 t0 839,000 in Figure 3.5 B refers to all visual marks falling in the numerical interval [$30,000
$39,000].

We observed 366 point, 294 multi-point, and 16 interval minimal references in a total of 676 refer-
ences. Every implicit reference relates to some feature of a chart. In our sample collections, references
were mainly associated with axes (283), individual marks (262), and legends (109). Figure 3.6 (left)
shows the distribution of various kinds of references and what chart features they were connected to.
References to axes and legends also ultimately lead to a selection of a set of visual marks in the chart
area (cf. Figure 3.5B). The underlying data type of the referenced chart features was mostly categori-
cal (407). Comparatively, fewer numerical (244) and temporal (25) data values were referenced. This
trend holds for point and multi-point references—194 categorical, 152 numerical and 20 temporal
in point references, against 213 categorical, 77 numerical and 4 temporal in multi-point references.
Sixteen interval references refer to 15 numerical and 1 temporal data type. Interestingly, we observed
only 4 (out of 676) visual references such as “red arrow” or an “orange slice”.
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It was found that minimal references can be grouped together to create higher-order references.
This grouping resembles the syntactic parse tree of a sentence. In such a parse tree, leaves—a word or
a phrase—are terminal nodes that serve as independent units e.g., verbs, nouns, pronouns etc. Like-
wise, a minimal reference is a word or text phrase in our reference tree that establishes an independent
connection to a chart feature. For example, in Figure 3.5 A, each country name is a minimal reference
and can be combined with other (minimal) references to construct a parent (higher-order) reference
of up to four countries. Eventually, the whole sentence lies at the root of the reference tree, referring to
all four countries (Figure 3.5A). In contrast, the second sentence in Figure 3.5 has three minimal ref-
erences: ‘four countries”, “ranged from 830,000 to 839,000, and “ranged from 64% to 69%”. The first
two can be integrated to create a parent reference. This parent reference can then be combined with
the third minimal reference “7anged from 64% to 69%” resulting in the root sentence (Figure 3.5B).
When references are grouped, the leftover text—which is not part of any minimal reference—should
be added to the parent reference, which otherwise would become fragmented. This is the reason why
the final sentence (root reference) contains all text rather than only the minimal references.

In our sample collection, we observed up to four levels of references, with the last level (root ref-
erence) being the sentence itself. There were 175 first-level and 28 second-level ancestor references,
with an average of 2.48 and 2.68 minimal references respectively. While 131 sentences have at least
first-level references, only 27 (out of 227) sentences have up to second-level references. These statis-
tics roughly reveal how reference trees can be constructed. For higher-order references, we observed
more multi-point references than point references—103 versus 67 at the first-level and 2.5 versus 6 at
the second-level. We only observed 4 interval references at the first-level and no interval coreference at
the second-level; this is partly due to the fact that we code it as poznt or multi-point when an interval
reference was combined with either of them.

3.5.2 Relation of References to Data and Visualization (RQ 3.2)

As discussed earlier, references can be grouped with other references. This grouping incurs data trans-
formation; when references are grouped, the associated visual marks either undergo a union or intersec-
tion operation. To give an example, we refer to Figure 3.5B. When the phrases “ranged from $30,000
t0 839,000 and “ranged from 64% to 69%” are combined, the resulting higher-order reference cor-
responds to the intersection of the two intervals (i.e., the points falling in the intersection). On the
other hand, the grouping of “Spain”, “Italy”, “UK”, and “Ireland” goes through a union operation
of the corresponding four visual marks. A reference grouping incurring a union operation indicates
that each minimal reference is independent of the other, while an intersection grouping means that
one reference constrains the other like a filtering transformation. We observed more union than in-
tersection operations (i.e., 115 unions versus 59 intersections at the first-level parent). The variation
increases as we climb up the reference hierarchy: 27 versus 4 at the second-level and 25 versus 1 at
the third-level. This is not surprising as more text phrases would increase the chances of mentioning
additional visual marks in the chart rather than narrowing down the selection.

It was observed that references (minimal or higher-order) closely relate to visualization tasks. All
minimal references correspond to identification task. For instance, country names in the sentences
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basically identify a country denoted by a point (visual mark) in the scatterplot (Figure 3.5A). In our
sample collection, the minimal references identified mostly point (361) and multi-point (315) selec-
tions. Likewise, higher-order references also involve advanced visualization tasks in addition to iden-
tification tasks. The references at first-level correspond to comparison (33), summarization (12), and
identification (130) tasks. Similarly, references at second-level relates to identification (20) and com-
parison (11) tasks. Finally, at the root (sentence) level we observed 149 identification, 49 comparison,
and 29 summarization tasks. The visualization tasks at a higher-level generally include more than a
single or multi-point selection; for instance, these may describe an extreme data point, compare mul-
tiple points, or summarize a range of data points. A concrete example of a comparison task looks
like: “/sfome upper-middie-income countries, like the Dominican Republic and Thailand, seem to have
deadlier roads than much poorer places such as Liberia.”; the sentence compares deaths caused in road
accidents for three countries based on a scatterplot visualization. Similarly, an example of a sentence
relating to the summarization task is “[...] when countries reach a GDP [...] of about 30,000, death
rates usually start to come down.”

It was observed that almost half (311 out of 676) of the reference phrases were exact matches to
the labels in the associated visualizations. Moreover, eighty-two references were partial matches. For
instance, the phrase “$7 increase” in a sentence against “assuming a §1 increase in the minimum wage”
in the chart label.

We also observed ambiguities in the text—chart references that could make the automatic identifi-
cation challenging: references included inferences (64)—e.g., “former communist states” in a sentence
while the chart shows explicit names of those states. The inference variation was common among ref-
erences that were inferred from the visual encoding alone, as the corresponding charts did not contain
textual labels. Other variations include synonyms (64), stemming/lemmatization (29), and abbrevia-
tions (8).

For the text phrases referring to the numerical intervals, we frequently observed approximated or
rounded-off numbers (21)—similar to abbreviations—especially for large numbers or numbers with
decimal points. Text phrases may also refer to derived statistical measures such as mean, variance, or
other computed numbers (17)—e.g., “Nearly six-in-ten (5 8%) in the U.S.”, which requires a transfor-
mation of the underlying data to be identified. Charts sometimes contain annotations showing these
measures, but often they do not. Therefore, it is a type of ambiguity that is equally challenging to
resolve as other linguistic ambiguities while aiming for automatic extraction.

3.6 Study Limitations

A major limitation of our studies is the comparatively small sample size (22 stories for Study I and
77 articles for Study II) which may not be a complete representative sample. However, the examples
were gathered from high-quality sources that were published quite recently (in the last 5 years) and,
therefore, provide a better basis for observing the latest trends and patterns. However, we tried to
counterbalance the small sample size by going down to individual sentences and visualizations and
doing a much deeper analysis. As assigning descriptive codes as part of a qualitative analysis is always
subjective, we tried to compensate this by redundant coding of two researchers (coders) followed by
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joint discussions of potentially ambiguous and conflicting code assignments. The specific limitations
corresponding to each study are described below:

Study I: Half of the stories (11/22) came from just two sources: the New York Times (NYT) and
FiveThirtyEight (538). Therefore, the results may have been biased by their particular style of report-
ing. Although the diversity of the examples in Collection A of the sample is broad, it may not still cover
the full spectrum of possible design space. Since all the stories in our sample collection were published
digitally (accessible via an internet browser), they may also be restricted by technological constraints
that must be considered in order for them to be widely available (e.g., browser performance, cross-
platform compatibility, the choice of visualizations).

Study II: Despite the fact that our sample collection is diverse and more expansive when compared
to the dataset of Kong et al. 87 the number of samples (here, the text—chart pairings) is still small.
Moreover, they are limited to simple charts and do not contain complex or multiple-coordinated vi-
sualizations. The nature of the analysis method is qualitative, and it requires large manual effort and,
thus, is hard to scale to hundreds of samples; it could benefit from computational linguistic methods
that may further discover semantic and structural insights into the space of text—chart references.

3.7 Implications

While the empirical results have reported detailed findings addressing the initial research questions, in
the following, we highlight what can be learned from these studies from a broader perspective. This
perspective considers the practical aspects of authoring our envisioned interactive data documents.

3.7.1 Integration of Visualization and Text

We discovered many ways of integrating text and visualizations in data-driven stories to make them
compelling and interesting for a broader audience. Please note that here we go beyond our initial vi-
sualization—text linking code category and discuss the integration at a broader level in the light of
results obtained in Study I and IL

The integration can broadly be classified into implicit and explicit linking. The first type of ex-
plicit linking is the positional linking. Almost all visualizations in our sample collection were placed
very close to the text that describes or references them (RQ 2.2). The visualization put next to the
text helps readers better understand the descriptions. Besides, it avoids unnecessary scrolling or other
similar interactions for connecting the visual with the corresponding text. The positional linking also
—of the story. For

depends on the presentation style—referred to as “genres” by Segel and Heer '>*

instance, in one scroll-down story (Aos), an overview map visualization is placed as a background that
keeps on updating while other detail visualizations and textual content blend in on top as the reader
scrolls through the story. The textual elements that appear inside a visualization (RQ 2.1, text-in-vis)
are yet another variation of explicit linking. Captions, annotations, and tooltips blend in textual ex-
planations next to or on top of a visualization. We observed that 86% (91/118) of the visualizations
include captions and, in about 29% (26/91) of the cases, these captions convey the main takeaway.
These kinds of text elements can make the visualization self-explanatory and make specific insights

38



stand out. Longer explanatory annotations make it possible to even include non-standard visualiza-
tion (e.g., Sanky diagrams, Beeswarm plots) in a story. Generally, informative captions can reduce the
mental effort to process a data visualization. "%

It was observed in 77% (17/22) of stories that visualizations are explicitly referenced in the text
(RQ 2.1, text-to-vis). This, of course, goes beyond just cross-referencing that is commonly used to
refer to numbered figures in a conventional writing style. In data-driven stories, it is important to
describe what is visualized and how it is visualized (e.g., explain non-intuitive encoding), especially if
the visualization might not be familiar to every reader (visualization introduction). Consistent color
linking is another, rather less frequent but interesting way of visualization—text linking. It corresponds
to the use of consistent colors that can make the visualization-related parts of the text stand out.

Implicit linking (RQ 3.1) is another type of connection that binds mostly data-driven text to re-
lated visualizations. We refer to it as implicit because these links are present, but users discover them
while reading through the text. These references can be converted to interactive links to facilitate the
reading process. For instance, highlight associated visual marks of a visualization when hovering over
the relevant text. Previous research has already shown the benefit of such visualization—text integra-
tion using specific examples. 77" 1163194 While these individual references would already help read-
ers in quickly switching from textual to the visual representation of data, too many of those might
overwhelm or even annoy the user. It is, therefore, desirable to group them into higher-level refer-
ences at sentence or even paragraph levels. However, it might be challenging to use just the visual
highlighting in the visualization for higher-level references (e.g., sentences describing comparisons or
geographical variations). The linking can go even beyond visual highlighting and animate parts of a
visualization that corresponds to a linked sentence or paragraph.®>%?

3.7.2 Automatic Generation of Interactive Data Documents

One of the main motivation to perform these empirical studies was to look into the possibilities of
automatically generating parts of interactive data documents. In the following, we discuss the im-
plications of our studies on the parts of the existing stories that can be realistically generated using
automatic approaches.

In contrast to visualizations, where often the raw data can be visualized, textual content requires
significant selection and prioritization. Some data-driven findings are straightforward to compute,
for instance, extrema, clusters, and correlations (RQ 1.1). However, additional background on de-
mography and geography is necessary to group those entities to form natural clusters for a human
reader (see discussion on locations). Content prioritization may also be necessary because otherwise
too many findings (e.g., a long list of entities as part of ranking) will be reported that might annoy
the reader. Temporal and graphical variations are challenging but still realistic to generate. Having
prioritized the content for presentation, it must be presented in natural language text. For instance,
instead of reporting long lists of entities, the text should use collective or even vernacular names for
geographic locations. As for text generation technologies **, template-based approaches can be used
for data-driven text. However, they may require larger manual efforts to consider all possible cases.
On the other hand, machine learning approaches are more flexible as they work with an underlying
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grammar model but are harder to control and test. However, it may be challenging to seamlessly in-
terlace (data-driven) with the text that provides context as observed for the examples in our sample
collection (RQ 2.2). Hence, an automatic solution may clearly discern between the different types
of textual explanations, for instance, data-driven explanations, educational explanations, and method-
ological explanations'*> to be transparent (more details in Chapter s).

For the automatic generation, it might be easier to just focus on visualization-dominated data docu-
ments (RQ 2.2) instead of creating a complex textual narrative and embedding short data-driven text
in visualizations or vis-in-text elements. We believe that automatically generated data-driven content
would profit from additional interactions to link the text and visualization (RQ 3). Asdiscussed in the
findings of RQ 3.2, implicit references closely relate to visualization and underlying data. Almost half
of these references in the text exactly match to features of a visualization (RQ 3.2). Such references
can be identified using simple keyword matching. For other variations like synonyms, abbreviations,
and semantically related words (e.g., Barack Obama, democrat), advanced natural language processing

techniques such as wordavec models ***>**°

can be employed. Since the grouping of references follows
a similar structure as the syntactic parse tree of a text, we can leverage linguistic semantics to create
meaningful higher-level references; it is a challenging problem, though. More details on this can be
found in Chapter 6.

Automatically generating text snippets, identifying, and suggesting potential references between a
given text and corresponding visualization can facilitate the authors of interactive data documents. It
can speed up the creation process and enable journalists and designers to create interactive documents
without worrying about the nitty-gritty details of programming. However, every automatic genera-
tion approach is prone to errors. Therefore, the goal should not be to replace a human author but to
facilitate them; one way is to combine automation with a user interface that would allow authors to
quickly fix problems—resulting from automation—Ileading to a mixed-initiative interface. Before dis-
cussing such an authoring solution (Chapter 6), the next chapter presents a generic approach to fully
automate the generation of interactive data documents and instantiate the approach for two different
application domains.
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Generation of an Integrated Textual and Visual
Representation

hile visualizations are easily generalizable to multiple datasets—for example, a scatterplot

can always show the relationship between two quantitative variables irrespective of the un-

derlying context—, textual explanations on the other hand are highly domain-dependent.
A sentence describing a scatterplot may change altogether if the data changes, and even moreso when
the context changes too (e.g., from describing economic characteristics of countries to pollutants caus-
ing air pollution). Hence, human-written explanations do not suffice to ply such adaptability. It
would be tedious to manually author explanations for every possible scenario. For example, generat-
ing a profile page for every researcher working in the visualization community based on bibliographic
data would require a large manual effort. Alternatively, automatic text generation is more adaptable to
changing data needs. Our approach relies on natural language generation to create text for describing
data-driven insights. This chapter argues for automatically detecting, prioritizing, and then summa-
rizing analysis insights as textual explanations and embedding these explanations in a visualization
system according to the visualization—text linking concepts discussed in Chapter 3. It presents two
interactive systems for bibliography and bivariate geographical data respectively to make data analysis
accessible. The novelty of the approach lies in the joint and integrated generation of natural language
text and visualization.

4.1 Automatic Generation Process

Interactive data documents leverage a joint representation of data comprising natural language text
and visualization to make the analysis process accessible and explicit. Notable analysis insights can be
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identified and summarized as textual explanations with explicit connections to visualizations. This
section describes an end-to-end automatic solution to produce an interactive data document from
raw input data. It walks through the generic generation process irrespective of a particular application
before its instantiation to two specific application scenarios.

4.1.1  Content Determination and Prioritization

Any approach involving natural language generation begins with content determination, which ba-
sically decides what information would be conveyed. For visualizations, often the raw data can be
shown, but the textual content requires substantial selection and prioritization. Although Section 3.7.2
reveals analysis insights and findings that are usually presented as text in a data-driven story, these find-
ings are grounded in a very specialized type of stories, i.c., the ones describing geographical data. As
a matter of fact, the content determination process greatly depends on the domain application and
target audience; it is hard to generalize beyond a specific application. Therefore, for a specific ap-
plication, the approach should first derive information needs. It can be done either by conducting
a requirement analysis from an end user’s perspective (Section 4.2) or an explorative study with do-
main experts (Section 4.3). Having derived the information needs, suitable visualizations (including
word-sized visualizations) should be chosen along with the determination of analysis insights that are
to be communicated through textual explanations. To fulfill the information needs, various types of
analyses can be performed, oftentimes leading to many results (or insights). It may not be possible
to realistically communicate all these results to the user. Doing so would make textual explanations
unnecessarily lengthy.

Thus, we need to prioritize the findings, for instance, just listing the most prominent clusters instead
of all. Mostly these findings can be considered as lists of data items (e.g., co-authors of a researcher,
cities that suffer deaths as a consequence of storms) that need to be sliced to a reasonable length for
presentation in the text. The underlying assumption here is that every item has an importance value
attached, and hence, can be represented as a numeric value. For instance, in a list of co-authors (data
items), the number of joint publications can be considered as the importance value. Similarly, in a list
of cities, the number of casualties might be the importance value. The selection problem may sound
trivial—one could just select the top x items. However, if we as human authors of a text would select a
number of important items, we do not restrict ourselves to a fixed number, but choose a good cut-off
point dynamically. We try to avoid that the list grows too long, but we also do not cut oft at a position
where the distance to the next item is small. Mathematically, the problem reduces to selecting 4 to b
items from a sorted list L = (/;)%_; of » numeric items (= > b, /; > l;41). We select cut-off index
¢ € [a, b] where the difference of list elements /,;; — /, is maximal. However, there can be several
maximal differences—in that case, we pick the smallest index, formally:

¢ = min | argmax 1 — (4.1)
k€la,b+1]

Finally, the list is cut after element /. and hence only contains the top ¢ elements. In the following, we
refer to this procedure as Equation 4.1.
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4.1.2  Text Generation

The next step is to convert the identified and prioritized list of analysis insights into natural language
text. To accomplish this, various types of generation approaches can be used. ** Some approaches use
artificial intelligence and are fully automated (e.g., Generative Pre-trained Transformer 3*#). These
approaches, however, require substantially large training datasets and are harder to control and, con-
sequently, difficult to integrate with the visualizations as their results cannot always be predictable.
Another type of approaches are template-based; they work with well-formed, pre-written phrases with
gaps in them and produce the output text when these gaps are filled with data. For instance, an an-
nouncement generation system at a train station can be considered a very simple example of a template-
based system; the template “[z72:n] will leave for [city] at [tzme],” where the gaps [train], [city], and
[time] are filled from a data table might produce: “TCEs 77 will leave for Frankfurt at 13:30.” Tem-
plate serves as the foundation of such text generation systems.

In contrast to the advanced text generation approaches, we use template-based text generation be-
cause of its good applicability and sufficient flexibility. Another crucial aspect is predictability, which
is of great importance for our use case as we want to closely integrate generated text with a visual repre-
sentation of data. Commercial tools such as Wordsmith* or Arria NLG Studio', or libraries like Sim-
pleNLG *# allow for building customizable templates for text generation and use a grammar model to
do the grammar-related tasks (e.g., subject—verb agreement, handling of singular/plural). However,
integrating word-sized graphics and establishing interactive visualization—text linking with the output
of such systems would require more effort. Consequently, we decided to implement our template-
based generation approach as decision graphs (shown in Figure 4.3 and Figure 4.13); the approach is
inspired by the work of Beck and others. '

Although there is a widespread impression that the template-based text approaches are not as well-
founded as the advanced (also known as plan-based) approaches, Deemter et al. '7°
tion by sketching a template-based approach that has the same level of theoretical well-foundedness

contradict this no-

and usefulness (including maintainability) as the advanced approaches. Template-based approaches
are, sometimes, referred to as “programs that simply manipulate character strings, in a way that uses
little, if any, linguistic knowledge” > However, our templates are better described as “making exten-
sive use of a mapping between semantic structures and representations of linguistic surface structure that

contain gaps.” 176

4.1.3 Document Integration

In contrast to other generation systems, a novel aspect of our approach is the coherent integration
and linking of jointly generated text and graphics. In addition to the positional linking provided by
the multiple-coordinated-views layout, the next step of integration is the embedding of word-sized
gra