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Abstract 

 
Social platforms such as YouTube, Facebook, and Twitter have become indispensable in 

today's world, as they provide a tool for communication and allow the exchange and 

dissemination of political opinions and information. In this context, the buzzword "echo 

chamber" is commonly used, as there is a concern that online social networks promote the 

confrontation of users with information and opinions that are in line with their own stance and 

beliefs. Accordingly, homogeneity in networks can also emerge among minorities 

communicating in a manner detached from majority societies and thus not having access to 

general discussion. In addition to the average users who use social media to discuss the news 

on a weekly basis, it is unknown at this point how homogeneous the communication networks 

are of marginalized groups that may be spreading extreme political views, misinformation, or 

conspiracy-theory content.  

 

To investigate the complexity of opinions and information in terms of their homogeneity and 

to gain a deeper understanding of the underlying problems, the interdisciplinary research area 

of Computational Social Science (CSS) provides innovative computational methods to address 

social, political, and economic issues. The combination of social science theories with computer 

science methods makes it possible to develop new solutions to existing problems in order to 

explain the behavior of humans and their environment. The dissertation pursues the goal of 

applying a variety of methods of CSS integrated with Big Data datasets to identify patterns and 

relationships of human online communication and to provide an explanation for the emergence 

of political homogeneity in networks. 

 

Accordingly, two fundamental aspects are explored in this dissertation. The first aspect relates 

to the prevalence of homogeneity of opinions and information on social platforms. Here, the 

concept of "opinion-based homogeneity" and "informational homogeneity" is presented, 

whereby a computational method combining natural language processing (NLP), machine 

learning (ML), and social network analysis (SNA) was developed to determine homogeneity in 

networks. For this purpose, four studies were designed that addressed a wide range of different 

topics (politically controversial as well as right-wing populist topics, conspiracy theories, and 

misinformation about COVID-19). The results indicate that political homogeneity is not 

widespread for the average user and that YouTube users engage in more heterogeneous 

communication behavior when discussing politically controversial topics or current political 
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situations (in the case of COVID-19). However, the results also highlight that marginalized 

groups of society, such as people advocating conspiracy theories, show a moderate level of 

homogeneity and are more likely to engage with like-minded people. The second aspect deals 

with the study of influencing factors that could be responsible for the emergence and change of 

homogeneity. To this end, two studies were designed using agent-based modeling to 

investigate, first, the influence of opinion leaders in networks and, second, the influence of 

online community structures on public opinion formation according to the assumptions of the 

spiral of silence theory. The results of both studies show that opinion leaders, as well as the 

structure of communities in networks, can be characterized as influencing factors for the change 

and emergence of political homogeneity, as they have an impact on temporal opinion formation. 

 

In addition to theoretical implications, practical implications can also be derived from this 

dissertation. First, the dissertation offers a variety of methods that provide a blueprint for future 

research to determine homogeneity in networks. Second, the dissertation presents implications 

on how the insights gained can be used in the field of political marketing or political education. 

In summary, the dissertation contributes to the field of the emergence and change of political 

homogeneity in social networks and can contribute to a deeper understanding of this by 

exploring the prevalence of homogeneity and identifying influencing factors.  
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Zusammenfassung 

 
Soziale Plattformen wie YouTube, Facebook und Twitter sind aus der heutigen Welt nicht mehr 

wegzudenken, da sie ein Kommunikationsmittel darstellen, welches für den Austausch und die 

Verbreitung von politischen Meinungen und Informationen dient. In diesem Zusammenhang 

wird häufig das Schlagwort "Echokammer" verwendet, da die Befürchtung besteht, dass soziale 

Online-Netzwerke homogene virtuelle Räume schaffen, in denen Nutzer nur mit Informationen 

und Meinungen konfrontiert werden, die mit ihren eigenen Ansichten und Überzeugungen 

übereinstimmen. Dementsprechend kann die Homogenität in Netzwerken auch dazu führen, 

dass Minderheiten losgelöst von der Mehrheitsgesellschaft kommunizieren und somit keinen 

Zugang zur allgemeinen Diskussion haben. Neben den Durchschnittsnutzern, welche soziale 

Medien wöchentlich zur Diskussion der Nachrichten nutzen, ist es zum derzeitigen Zeitpunkt 

unbekannt, wie homogen die Kommunikationsnetzwerke von Randgruppen sind, welche 

möglicherweise extreme politische Ansichten, Falschinformationen oder 

verschwörungstheoretische Inhalte verbreiten.  

 

Um die Komplexität von Meinungen und Informationen auf deren Homogenität zu untersuchen 

und deren Problematik besser zu verstehen, kann der interdisziplinäre Forschungsbereich der 

Computational Social Science (CSS) behilflich sein, um mit innovativen computerbasierten 

methodischen Ansätzen, neue Lösungswege im sozialen, politischen und wirtschaftlichen 

Bereich zu finden. Die Kombination aus sozialwissenschaftlichen Theorien mit informatischen 

Methoden ermöglicht es, neue Lösungsansätze zu bisherigen Problematiken herauszuarbeiten, 

um das Verhalten von Menschen und ihrer Umwelt zu erklären. Dabei verfolgt die Dissertation 

das Ziel, eine Vielzahl von Verfahren der CSS in mit Big-Data-Datensätzen zu nutzen, um 

Muster und Zusammenhänge menschlicher Online-Kommunikation zu identifizieren und eine 

Erklärung für die Entstehung der politischen Homogenität in Netzwerken zu liefern.     

 

In der vorliegenden Dissertation werden demnach zwei grundlegende Aspekte untersucht. Der 

erste Aspekt bezieht sich auf die Prävalenz der Homogenität von Meinungen und Informationen 

auf sozialen Plattformen. Hierbei wird das Konzept der „meinungsbasierten Homogenität“ und 

der „informationellen Homogenität“ vorgestellt, bei dem eine computergestützte 

Methodenkombination aus NLP, Machine-Learning und Netzwerkanalyse entwickelt wurde, 

um die Homogenität in Netzwerken festzustellen. Hierfür wurden vier Studien konzipiert, 

welche sich mit einem breiten Spektrum unterschiedlichster Themen (politische kontroverse, 

als auch rechtspopulistische Themen, Verschwörungstheorien und Fehlinformation zu COVID-
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19) auseinandergesetzt haben. Die Ergebnisse zeigen, dass die politische Homogenität für den 

Durchschnittskonsumenten nicht weit verbreitet ist und das YouTube Nutzer ein heterogeneres 

Kommunikationsverhalten entwickeln, wenn sie sich über politisch kontroverse Themen oder 

aktuelle Informationen zur aktuellen politischen Lage austauschen (im Fall von COVID-19). 

Allerdings zeigen die Ergebnisse auch, dass Randgruppen der Gesellschaft wie beispielsweise, 

Menschen die Verschwörungstheorien befürworten, ein moderates Level an Homogenität 

aufweisen und eher mit Gleichgesinnten in Kontakt treten. Der zweite Aspekt befasst sich mit 

der Untersuchung von einflussreichen Faktoren, die für die Entstehung und für die Veränderung 

der Homogenität verantwortlich sein könnten. Hierzu wurden zwei Studien mittels 

agentenbasierter Modellierung konzipiert, welche zum einen den Einfluss von 

Meinungsführern in Netzwerken untersucht hat und zum anderen, welchen Einfluss die 

Strukturen von Online-Gemeinschaften auf die öffentliche Meinungsbildung gemäß den 

Annahmen der Theorie der Schweigespirale haben. Die Ergebnisse beider Studien zeigen, dass 

sowohl Meinungsführer als auch die Struktur von Gemeinschaften in Netzwerken, als 

Einflussfaktoren zur Veränderung und Entstehung der politischen Homogenität charakterisiert 

werden können, da die einen Einfluss auf das zeitliche Meinungsbild haben. 

 

Neben den theoretischen Implikationen lassen sich ebenso praktische Implikationen in der 

vorliegenden Dissertation ableiten. Zum einen bietet die Arbeit eine Vielfalt von Methoden an, 

welche eine Blaupause für zukünftige Forschung bereitstellt, um die Homogenität in 

Netzwerken zu ermitteln. Zum anderen zeigt die Arbeit Möglichkeiten auf, wie die 

Erkenntnisse im Bereich des politischen Marketings oder der politischen Bildung genutzt 

werden können. Zusammenfassend leistet die Dissertation einen Beitrag im Bereich der 

Entstehung und Veränderung der politischen Homogenität in sozialen Netzwerken und kann 

durch die Erforschung der Prävalenz der Homogenität und der Identifizierung von 

Einflussfaktoren zu einem besseren Verständnis beitragen. 
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1. Introduction 
 

1.1. Context and motivation 

 
Social networking sites (SNS) are accused in the public domain of creating virtual spaces (so-

called echo chambers) where people join homogeneous communities in which they are 

surrounded by like-minded people who reinforce their own stance in the form of ideology or 

opinions and might foster processes of polarization (Boutyline & Willer, 2017; Colleoni et al., 

2014; Sunstein, 2017). In the field of social network analytics (SNA), this process is also 

referred to as homophily and describes “the principle that a contact between similar people 

occurs at a higher rate than among dissimilar people” (McPherson et al., 2001, p. 416). The 

literature on echo chambers and their existence in online social networks indicates controversy. 

Some researchers demonstrate the existence of potential echo chambers in online social 

networks (Cinelli et al., 2021; Colleoni et al., 2014; van Eck et al., 2021), while other 

researchers concede that there is no empirical evidence for the existence of homogeneous 

cocoons for ordinary people (Bruns, 2019a; Dubois & Blank, 2018). Not only the 

communication between liked-minded users, but also the use of SNS have raised concern that 

the consumption of personalized content, which is proposed on the basis of "filter bubbles" 

(Pariser, 2012) created by algorithms, can cause a distorted perception of public opinion 

(Neubaum & Krämer, 2017) and the formation of ideological homogeneous groups (Shah et 

al., 2017). The differing conclusions about the existence of filter bubbles and echo chambers 

might be caused by the lack of a clear scientific definition of the terms, leading to a problematic 

situation in which a wide range of interpretations is possible due to the fact that they represent 

a dichotomy (Bruns, 2019a). Therefore, this dissertation refers to the term of political 

homogeneity, which is a concept that refers to homogeneous thematic connections between 

political opinions and information in networks. Here, the question arises as to the dimensions 

in which this political homogeneity takes place, since communication on SNS can proceed in 

very different ways. On the one hand, political homogeneity can take place based on 

communication between individuals who exchange homogenous opinions and attitudes on 

political topics (opinion-based homogeneity); on the other hand, communication can also take 

place on the basis of information, whereby users can be influenced by homogenous and 

recurring homogeneous content and information from algorithms or misinformation 

(informational homogeneity).  
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The YouTube platform is not only currently the most widely used SNS (Auxier & Anderson, 

2021; Newman et al., 2021), but also lends itself to the study of homogeneous spaces since it 

"can engage users from opposite ideological camps through the distribution of controversial 

socio-political video content" (Bliuc et al., 2020, p. 831) and foregrounds the political and social 

community aspect for communication in social networking platforms (Burgess & Green, 2018). 

YouTube also seems to be an ideal platform for investigating marginalized groups and their 

communication structures since, according to studies, YouTube's recommendation system 

seems to be susceptible to misinformation (Kaiser et al., 2021) and extremely politically radical 

content (Stöcker & Preuss, 2020). Moreover, the platform provides users with an opportunity 

to obtain information about alternative news (Newman et al., 2021). In general, there is the 

fundamental problem that the homogeneity of opinions and information might well lead to 

minorities communicating in a manner detached from a majority society, and thus not 

participate in the general discussion. This can lead to (a) an undermining of the diversity of 

opinion (Graham, 2015), (b) a narrowing of the (political) world view (Scheufele & Nisbet, 

2013), and (c) polarization of opinions, which can lead to social fragmentation in which extreme 

opinions are represented (Bright, 2018; Prior, 2007; Sunstein, 2007). The high technological 

standard and ubiquity of the Internet today enables individuals to access information on SNS at 

any time, without temporal and geographical barriers (Bruguera et al., 2019), and to participate 

in topical debates (Neubaum & Krämer, 2017; Winter & Neubaum, 2016). While SNS provide 

a plethora of hidden data (Gundecha & Liu, 2012) and represent a tool for communication that 

(a) enables rapid dissemination of information (Zeitzoff, 2017) and (b) forms an online social 

network structure for the exchange of opinions (Bakshy et al., 2012), it is still unclear what 

factors influence the emergence and change of homogeneity. Previous studies have already 

shown that opinion leaders play an essential part in the dissemination of political information 

in the network (Dubois & Gaffney, 2014; Walter & Brüggemann, 2018), but they do not provide 

any reference to homogeneity in the network. In terms of the study of homogeneous spaces, 

Garimella et al. (2018) argue that a deeper understanding of this might be gained if future work 

focused on the interplay of network structures and the content from interactions in social media. 

For this reason, in addition to the influential people in the network, one should also not neglect 

the community structures, which in previous studies have likewise had an influence on opinion 

formation. 

 

This dissertation addresses the prevalence of opinion-based and informational homogeneity in 

online social networks and the emergence of homogeneity from a computational social science 
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(CSS) perspective and presents seven empirical studies. In particular, the research field of CSS 

plays an increasingly important role in the study of social phenomena based on huge amounts 

of data (Lazer et al., 2020) and in advancing new inference based on information processing in 

an interdisciplinary research field (J. Zhang et al., 2020). Furthermore, CSS is also characterized 

by the fact that it is embedded in social science, meaning that its theories also serve a guiding 

function here. According to Lazar, CSS deals with human behavioral data, which uses 

computational methods, analyzing different types of data such as networks, images, or texts to 

gain new insights (Lazer et al., 2020). Methodological approaches such as SNA, agent-based 

modeling (ABM), and machine learning (ML) are required in this context to better visualize 

data, examine their network structure in more detail, model simulations based on theoretical 

foundations, or make predictions based on artificial intelligence (Cioffi-Revilla, 2010; Radford 

& Joseph, 2020). This "cocktail" of different methodological tools used in CSS, therefore, 

provides a suitable basis for the study of homogeneous spaces and their influencing factors in 

the present dissertation. 

 

1.2. Research questions 

 
The goal of the dissertation is to foster an understanding of political homogeneity by providing 

novel perspectives and methods. To pursue this goal, computational methods from the field of 

CSS are applied in combination with social science and communication science theories. The 

applied computational methods are used to investigate homogeneity on two different 

dimensions: First, for the investigation of opinion-based homogeneity, in which the purpose is 

to examine like-minded political opinions and stances in the network in light of their 

interconnectedness with each other. The second dimension focuses on informational 

homogeneity, where the focus is on like-minded information in the network and how it is 

interconnected. Therefore, the investigation of opinions and information disseminated by 

individuals in social networks on certain topics, as well as what position these individuals hold 

on the topic, can provide a stronger indication for determining political homogeneity, since 

these, as opposed to the assumption of ideological followership, contain an actual statement of 

how this individual thinks about the issue at a specific time. Furthermore, this can determine an 

accurate date and contain statements about how homogeneous or heterogeneous a debate 

currently taking place in the network is on a certain topic. Taking into consideration previous 

research, this dissertation aims to contribute to scholarship on the prevalence of homogeneity 

of opinions and information on various political issues and how they compare. Therefore, the 
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first research question is as follows: 

 

RQ1: How high is the prevalence of opinion-based homogeneity and informational 

homogeneity? 

 

Addressing this research question provides a deeper understanding of the extent to which 

opinions on general political topics are discussed and how homogeneously/heterogeneously 

they are communicated. Furthermore, the research question addresses the investigation of 

marginalized groups as well as fringe groups such as extreme ideological groups or conspiracy 

theorists, since in-group and out-group relations are taken into account to compute the 

homogeneity in the network. Consequently, social science theory such as the spiral of silence 

can also be directly adapted in this context, offering new perspectives to provide explanations 

for social phenomena. Secondly, answering the research question also provides space for a 

broader understanding of how information is disseminated in the network and how political 

content is proposed by algorithms. 

 

Determining how topics are presented and discussed is the initial starting point to creating an 

overview of how prevalent homogeneity is in the network. However, it is also necessary to 

identify influencing factors that may have caused the network to exhibit strongly or weakly 

homogeneous communication behavior. Beyond the analysis of opinion-based and 

informational homogeneity, which in this way provide a snapshot of a particular political issue 

and platform, it is a challenge to replicate the dynamics of communication and identify potential 

influencing factors. Indeed, this is due to the fact that social media data is complex and makes 

it challenging to replicate the dynamics of the network and identify significant factors in the 

network. Using ABM, a virtual experiment considering multiple parameters can be built that 

makes it possible to capture dynamic communication patterns and their interactions in order to 

identify relevant factors that are responsible for how the homogeneity in the network is created 

and might further evolve. The use of ABM also allows for the consideration of a theory-driven 

implementation of social science/communication theories to build a more realistic model—

hence the second research question:  

 

RQ2: What factors are relevant for the spread of opinions and information in networks to 

understand the emergence and change of homogeneity? 
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Addressing this research question provides the opportunity to construct a scenario that mimics 

reality and considers the temporal aspect, in which agents with theory-based parameters are 

present and defined in a graph-based environment that shares the same characteristics as real 

online social networks, allowing for more realistic comparability and therefore enabling general 

conclusions to be drawn. The investigation of influencing factors, such as community structures 

or opinion leaders, can provide insight into how dynamic contexts of opinions emerge and 

change in the network, thereby allowing a greater understanding of statements about 

homogeneity and prevalence. Opinion leaders who take on a discrediting role and spread 

discrediting opinions in networks thus have a different intention and impact on how the opinion 

climate evolves than do ambivalent opinion leaders, where more balanced views are expressed. 

The dissertation examines the concept of opinion leaders as well as the consideration of 

community structures according to the spiral of silence theory. 

 

Thus, the dissertation makes two contributions: First, by showing how high the prevalence of 

homogeneity of opinions and information on different social topics on in discussion networks 

YouTube is. Second, the dissertation provides information about influencing factors that 

emerge and change in relation to social phenomena to assess further information about 

homogeneity. The following section deals with the structure of the dissertation and the list of 

publications used to answer the research questions. 

 

1.3. Dissertation structure and list of publications  

 
This dissertation is a synthesis of research articles published in international journals and 

conference proceedings, written in a cumulative form. The structure of the dissertation is 

organized into five chapters: 

 

Chapter 2 deals with the theoretical foundations for the conceptualization and measurement of 

homogeneity and its prevalence in online networks. Here, interdisciplinary aspects of CSS, 

political communication, and virtual homogenous spaces are addressed. Chapter 3 deals with 

the research design of this dissertation. In this chapter, the individual research papers are related 

and linked to the research questions. The applied methods and their data are also described in 

this chapter. Chapter 4 refers to the summarized research results of the findings and how the 

composition of the results helps to answer the research questions. Chapter 5 discusses the 

results and relates these to previous research, as well as taking a further look at the practical 

and theoretical implications of the work. 
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Table 1 provides a list of published scientific publications, indicating title, authors, year of 

publication, publication channel, and article type, with the order of articles following the logical 

structure of this dissertation. Other ranking factors such as VHB, SJR 2020 Ranking, and 

Google Scholar Citation have also been included in the table.  

The journal articles are published in Computational Communication Research (CCR), 

Information Systems (IS), Online Social Media and Networks (OSNEM), the Journal of 

Computational Social Science (JCSO, accepted), and the Journal of Business and Economics 

(JBEC). Several of the journal articles (No. 1, No. 2, No. 3, No. 6) were also presented at the 

International Communication Association, which is “the largest international scholarly 

network in communication.”1 Furthermore, the two conference papers are full papers, published 

as proceedings and presented at the Multidisciplinary International Symposium on 

Disinformation in Open Online Media (MISDOOM2020) and the SMSociety'20: International 

Conference on Social Media and Society (SMS). 

Each article highlights aspects of various perspectives on capturing, measuring, and evaluating 

homogeneity in diverse spheres of communication research in combination with computational 

methods. These academic articles were written in English in collaboration with scholars from 

the University of Duisburg-Essen and the University of Edinburgh. 

 

Table 1. List of research articles 

#  Publication Type VHB SJR Citations 

1 

Title: Identifying Political Sentiments 

on YouTube: A Systematic 

Comparison Regarding the 

Accuracy of Recurrent Neural 

Network and Machine Learning 

Models CNF C 0.25 2 

Authors: Röchert, Daniel; Neubaum, 

German; Stieglitz, Stefan 

Year: 2020 

Publication 

channel: 

Multidisciplinary International 

Symposium on Disinformation 

 
1 https://www.icahdq.org/blogpost/1523657/285936/President-s-Message-ICA--Fair-Use?tag=October+2017 
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in Open Online Media 

(MISDOOM) 

2 

Title: Opinion-based Homogeneity 

on YouTube: Combining 

Sentiment and Social Network 

Analysis 

JNL N/A N/A 10 

Authors: Röchert, Daniel; Neubaum, 

German; Ross, Björn; 

Brachten, Florian; Stieglitz, 

Stefan 

Year: 2020 

Publication 

channel: 
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2. Research background 
 
2.1. Political communication in social media 

 

In the digital society, the various social platforms play a significant role in communication 

between people. It is also evident that younger people are greater users of social media 

(Newman et al., 2021). A recent examination of multiple studies through a meta-analysis 

including more than 50 countries and published between 1995 and 2016 found positive 

evidence between digital media use and political participation (Boulianne, 2020). The 

comparison over time shows a continuous positive trend since 2003, which the authors explain 

“by the rise of social networking sites, more interactive websites, and the rise of online tools to 

facilitate political participation” (Boulianne, 2020, pp. 948-949). In particular, the exchange of 

opinions on social networks can motivate people to form new groups to discuss and share 

information on political issues (Conroy et al., 2012; Vaccari et al., 2015; Weeks et al., 2015). 

Likewise, social media is one of the most important news sources, alongside television 

(Gottfried & Shearer, 2017), and a component for the flow of political information, whereby 

political knowledge can be achieved through the use of SNS (Bode, 2016; Gil de Zúñiga et al., 

2012). In particular, online SNS are accused in the public domain of creating virtual spaces (so-

called echo chambers) where people join homogeneous communities in which they are 

surrounded by like-minded people who reinforce their own stance in the form of ideology or 

opinions and might foster processes of polarization (Boutyline & Willer, 2017; Colleoni et al., 

2014; Sunstein, 2017). The assumption here is that homogeneity is particularly pronounced in 

marginalized groups when extreme views are involved, since studies have found that users in 

online networks with extreme political ideologies are more likely to be attracted to 

homogeneous online environments (Bright, 2016; Dvir-Gvirsman, 2017). In comparison to 

traditional media, social media offer new opportunities for individuals to participate in political 

debates within the platforms and provide fringe groups on YouTube a landscape in which to 

voice their opinions globally (McNair, 2017). To gain a deeper understanding of the 

communication of marginalized and fringe groups, the spiral of silence theory, which states that 

people are more inclined to express their opinions when they feel they are part of the prevailing 

opinion climate (Noelle-Neumann, 1974), may help to gain new insights into the research of 

virtual homogenous spaces. Evidence so far on the theory indicates that it can be confirmed in 

both offline (face-to-face) and online settings in the realm of social media (Hampton et al., 

2014). Therefore, it is possible that individuals who belong to fringe or marginalized groups 
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and who believe, for example, conspiracy theory or extremist opinions are more likely to 

communicate their opinions in an online environment if they also encounter consent. In 

addition, YouTube videos that already disseminate such opinions could be "fertile ground" for 

individuals to feel encouraged in these attitudes and opinions and to participate in the debate 

on them, while dissenting opinions tend to be voiced less frequently.  

 

Furthermore, Bruns suggests that social platform algorithms can also reinforce ideology, 

speaking of the "algorithmic spiral of silence and reinforcement," in which posts are displayed 

preferentially based on identified user patterns (Bruns, 2019a). In particular, SNS such as 

YouTube, which suggest further content based on algorithms according to users' behavior on 

the site, showed in one study that the messages suggested by the algorithm contributed to an 

increase in political participation (Feezell et al., 2021). This should be viewed with caution, 

however, as filtering gives users a restricted information environment (Bozdag & van den 

Hoven, 2015), which, according to the metaphor of the filter bubble (Pariser, 2012), means that 

algorithms are more likely to suggest personalized and thus more homogeneous content to 

people that is consistent with their own opinions and values than cross-cutting opinions. The 

existence of filter bubbles has been the subject of intense debate within the scientific 

community, as personalized communication should be viewed with caution and might pose a 

threat to society (Zuiderveen Borgesius et al., 2016). Current research shows mixed conclusions 

about the existence of filter bubbles. While some scholars conclude that there are no empirical 

findings to support the filter bubble theory on social media (Bruns, 2019b; Haim et al., 2018; 

Stark et al., 2020), other studies show that the findings prove the existence of the filter bubble 

metaphor, especially for topics of political radicalization (Bryant, 2020; O’Callaghan et al., 

2015) and misinformation (Hussein et al., 2020).  

 

In particular, misinformation has in part shaped the current COVID-19 pandemic, as users have 

repeatedly spread false facts on SNS about origins, prevention, diagnosis, and vaccination 

(Brennen et al., 2020). One reason why users in particular believe in misinformation on SNS 

and spread it on the network, the researchers found, is that people do not explicitly pay attention 

to the accuracy of the content and are more likely to act intuitively, as they may have less 

knowledge about the scientific evidence (Pennycook et al., 2020). In general, misinformation 

can be defined as: “misleading information that is created and spread, regardless of whether 

there is intent to deceive” (Treen et al., 2020, p. 2). There is rising concern among researchers 

as misinformation spreads faster through the network than normal information (Shahi et al., 
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2020; Vosoughi et al., 2018), which could have negative consequences for society and 

democracy (Allcott et al., 2019; Lewandowsky et al., 2017). However, there is no empirical 

evidence as yet on the influence of recommendation systems in the context of misinformation 

and whether the accumulation of video recommendations thus creates a "chain of 

misinformation" in which the user increasingly receives misleading information. Although the 

official YouTube blog reports that this kind of “borderline content“ is being taken down 

(Goodrow, 2021), the recommendation algorithms and the way they operate still remain a black 

box. 

 

However, previous research has shown that strategic approaches exist to reduce misinformation 

by spreading counter-messages, thereby correcting it with accurate information (Bode & Vraga, 

2015; Chan et al., 2017; van der Meer & Jin, 2020). Nevertheless, the attempt to counter 

misinformation can also lead to backfire effects, where the original beliefs are reaffirmed and 

reinforced (Lewandowsky et al., 2012). One approach that may be of interest in combating 

misinformation is so-called information-rich actors, such as opinion leaders (i.e., people who 

have a strong influence on public opinion, such as journalists and politicians), who can reduce 

mistrust and ease sense-making (Mirbabaie et al., 2020). Detecting opinion leaders in social 

networks is challenging and has been investigated in many studies using a variety of approaches 

(Borge Bravo & Esteve Del Valle, 2017; Oueslati et al., 2021; B. Zhang et al., 2020). According 

to Lazarsfeld et al. (1944), opinion leaders are characterized by having a higher probability of 

influencing the political opinion of their social network since they have greater political interest, 

which can reflect an important aspect for opinion formation in social network groups. 

Furthermore, they have a key role in online discussion landscapes as they are pivotal in the 

dissemination of opinions (Himelboim et al., 2009) and, therefore, can affect the credibility of 

information and their social contacts within the network in interpersonal communication 

(Turcotte et al., 2015). From a network technology perspective, opinion leaders in social 

networks are characterized by their high degree of connectedness to other nodes (Nazir et al., 

2008; Wattenhofer et al., 2012). In this context, however, the question arises as to what role 

opinion leaders generally play and what the spectrum of opinion looks like in this respect. In 

most cases, opinions are often divided in a one-dimensional way into "pro" and "contra," which 

in a nutshell does not reflect reality. However, the concept of "attitudinal ambivalence" states 

that attitudes are represented in a two-dimensional space, in which positive and negative 

attitudes are taken into account, but are independent of each other in their own dimension 

(Armitage, 2003; Schneider & Schwarz, 2017; Thompson et al., 1995). To calculate the 
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ambivalence of the two dimensions, an averaging of the positive and negative attitudes is 

applied (Huckfeldt et al., 2004). Thus, opinion leaders who have an ambivalent attitude (e.g., 

public broadcasters) could ensure that people in the network are influenced with opinions in a 

more balanced way since they receive, for example, arguments "in favor of a political topic" as 

well as "counter-arguments," so that people are able to form their own opinions based on the 

given arguments. On the other hand, it would also be possible that there are discrediting opinion 

leaders in the network, who discredit the viewpoint of other opinions and spread misinformation 

in order to gain an advantage and win the opinion climate for themselves. Results on the 

investigation of the 2016 U.S. presidential election on Twitter found that opinion leaders 

spreading misinformation and distorted news were characterized by accounts that were not 

verified and had false profiles (Bovet & Makse, 2019), which can also make identification even 

more challenging. Likewise, the findings indicated that this political misinformation originated 

from a networked cluster and was spread by several small groups as a collective. This suggests 

that it is not only the identification of influential nodes that is important, but also how nodes 

are connected within a network and potentially form communities. For this reason, it is 

necessary to investigate communities and influencing factors such as opinion leaders and the 

attitudes (ambivalent, discrediting) they hold in the network, as these may explain relationships 

to the emergence and change of homogeneity.  

 

2.2. Homogeneous information spaces 

 
The formation of virtual homogeneous spaces is often explained by the social phenomenon of 

selective exposure (Colleoni et al., 2014; Knobloch-Westerwick, 2014; Zillmann & Bryant, 

1985) and associated with the consequences of political polarization (Bakshy et al., 2015; 

Conover et al., 2011). Previous research examining political homogeneity on Facebook and 

Twitter has demonstrated that people in the U.S. are connected to a higher degree with like-

minded users than with politically opposed users (Bond & Messing, 2015; Boutyline & Willer, 

2017). Despite this high degree of connectedness, another study that focused on communication 

and interaction data from Facebook users and their friendship network highlighted that 20% of 

U.S. Facebook users are affiliated with opposing parties and receive content that does not align 

with their ideological beliefs (Bakshy et al., 2015). The investigation of these potential 

homogenous spaces has so far been pursued by two research approaches, one using quantitative 

analyses in the form of questionnaires to ask social media users about their behaviors and 

perceptions, and the other using content-oriented analyses, in which data from social media are 

analyzed using computational methods. Here, quantitative research comes to the general 
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conclusion that people on social media are occasionally exposed to heterogeneous opinions 

(Kim, 2018; Lee et al., 2014; Lu & Lee, 2019; Vaccari et al., 2016). In this regard, the study by 

Geiß et al. (2021) demonstrates, first, that social media does not have a reinforcing effect on 

the expression of opinions, but only on the use of political information and, second, that only 

certain groups holding extreme opinions have a higher tendency to drift into homogeneous 

spaces. Furthermore, the researchers found that in particular people who express extreme 

attitudes are more motivated to express their opinion if (a) many political actors and parties are 

represented in the network and (b) a high level of engagement in social media is associated with 

their opinion. These results are in line with previous literature (Bruns, 2019a, 2021; Dubois & 

Blank, 2018). 

 

However, there is also literature showing contradictory findings about the existence of virtual 

homogeneous spaces. A study by An et al. (2019) used the linguistic characteristics of users in 

relation to political discussions on Reddit. The researchers wanted to know, based on Reddit 

interactions and communication spaces, to what extent users encounter different partisan 

political attitudes and whether the emergence of homogeneous spaces is possible. The findings 

revealed that supporters of opposing candidates (Hillary Clinton and Donald Trump) are not 

engaged in homogenous discussion cocoons, but are characterized by heterogeneous cross-

interaction communication. However, the findings also demonstrated that only a minority of 

users on the Reddit platform who supported Hillary Clinton or Donald Trump were active in 

politically homogeneous communications, which, as the authors stated, can co-exist on Reddit 

(An et al., 2019). In content-oriented research, however, there is only weak evidence indicating 

the existence of virtual homogenous spaces on Twitter (Bakshy et al., 2015; Boutyline & Willer, 

2017; Colleoni et al., 2014). A recent study focusing on a multi-platform analysis to investigate 

homophilic clusters in social online dynamics demonstrated that the emergence of 

homogeneous spaces is favored when "platforms organized around social networks and news 

feed algorithms" (Cinelli et al., 2021, p. 2). This raises the question, however, of the extent to 

which user preferences about their political views can be realistically classified based on likes 

of posts or mentions of links in news outlets. Therefore, further efforts are needed to collect 

data from social networks and analyze these with new network technologies in order to 

understand how people communicate within social networks, as well as their structures across 

the Internet, and what dynamic relationships and interactions can emerge from them (Garton et 

al., 1997; Hogan et al., 2008). Comparing the literature, however, it is evident that there is no 

unified procedure for the interpretation and methodological analysis of homogeneous spaces. 
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2.2.1. Opinion-based homogeneity 
 

Previous research focusing on the study of homogeneity in political virtual spaces has so far 

been very well documented in terms of empirical results, and these results are mainly directed 

at ideological homogeneity, where the focus is on moral values and political identities (Bakshy 

et al., 2015; Barberá et al., 2015; Del Valle & Bravo, 2018). Ideological homogeneity seems to 

be useful for the consideration of a two-party system (Democrats, Republicans) and the views 

of members within the network, and could already be measured on online social platforms with 

network analysis. However, the question arises as to how accurate these results are based on 

Twitter networks when followers have the same ideological viewpoint as their politicians, since 

the actual ideology of users is barely discernible in online SNS. On the other hand, there is a 

vast amount of textual information on diverse topics on SNS, which allows users to express 

their opinions by means of comments and thus, if necessary, form connections with other users 

and comments (Lange, 2007). Thereby, people may already be members of ideological groups 

(parties) from which the opinion may have formed and want to express this opinion in textual 

or linguistic form (Dijk, 1995).  

 

In addition to the political contexts and groups that have been mentioned so far, there have also 

been studies addressing the issue of the prevalence of conspiracy theories on social media. 

Previous studies in this respect assume that a homogeneous communication environment might 

also emerge between conspiracy believers (Garrett & Weeks, 2017; N. Smith & Graham, 2019). 

In studies examining Facebook and YouTube data, it seems that the use of conspiracy-theory 

content could be shown to be associated with the polarization of users and their presence in 

homogeneous communication networks (Bessi et al., 2015, 2016; Del Vicario et al., 2016). 

However, this is not consistent with recent findings from a study of Facebook users, which 

found no evidence of a link between online network homogeneity, populist attitudes, and 

conspiratorial beliefs (Cargnino, 2020). These fringe groups become important for the 

prevalence of homogeneity since they reflect a part of society that de facto represents a minority 

opinion. Attitudes in the form of comments and videos advocating conspiracy theories can thus 

also have an influence on other users, as it is suggested that the content serves as a baseline for 

society as a whole (Neubaum & Krämer, 2017). Therefore, user-generated content (UGC) needs 

to be considered for homogeneity, as it contains opinions and attitudes that are directly related 

to the topic. In research, the potential of textual data in the form of opinions and information 

from social media is well known; however, challenges still remain in this regard (Stieglitz et 

al., 2018), and doubts exist regarding analysis for homogeneity: "even though collecting opinion 
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data is expected to provide more advantages than relying on demographic proxies, the method 

is not applicable in the case of scientific publishing" (Vuong et al., 2021, p. 3). This dissertation 

therefore addresses the concept of opinion-based homogeneity for the study of homogeneous 

spaces in social networks, which allows us to relate the opinions and attitudes of users to 

political and social issues and the structures by which they are communicated, thereby enabling 

a consideration of the dynamics and processes of discussions. Connecting similar information 

snippets in the network allows the computation of in-group and out-group relations, which 

provides a reliable indication of the homogeneity in the network. Here, it is also possible to 

include not only comments in the analysis, but also videos that reflect a higher-level opinion on 

a particular topic. Thus, opinion-based homogeneity makes it possible to include the 

interrelationships of semantic content that are interconnected within the discussion network in 

order to make statements about homogeneity and heterogeneity based on specific political 

topics.  

 

2.2.2. Informational homogeneity 
 

An SNS is not only a space to exchange opinions, but also a space where users obtain 

information about social and political issues and share this with other users (Ellison & Boyd, 

2013). In addition to the numerous serious sources of news offering users good quality 

information, many dubious sources still exist that deliberately disseminate misinformation. 

Even before the COVID-19 pandemic, the problem of misinformation in social media on 

political (Badawy et al., 2018; Kušen & Strembeck, 2018) or health information [e.g., 

vaccination (Donzelli et al., 2018)] existed. Throughout the course of the COVID-19 pandemic, 

however, the extent of misinformation found on a wide variety of social platforms became more 

apparent (Cinelli et al., 2020). News articles also reported on the dangers of homogenous spaces 

on YouTube in light of the current COVID-19 pandemic and how they are related to the cross-

cutting movement and the spread of misinformation that can potentially radicalize users. 

Although the findings of the studies indicate the existence of misinformation, communication 

between individual users is not considered, with the result that there is currently no evidence 

on the homogeneity of misinformation. In this regard, studies have demonstrated that regular 

use of social media can lead to a greater persuasive effect for misinformation, as was found in 

relation to COVID-19 (Allington et al., 2020; Su, 2021). Hence, one needs to introduce the 

concept of informational homogeneity, which addresses the degree to which similar types of 

information are interconnected. The connectedness of users spreading misinformation can be 
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directly linked to other misinformation as well as non-misinformation in the communication 

network, taking into account in-group and out-group circumstances. 

 

While the existence of misinformation is a problem, there is some concern among researchers 

that personalized algorithms may also pose a threat to society; the reason for this is the 

assumption that personalized content can reduce the diversity of online content (Zuiderveen 

Borgesius et al., 2016) and restrict users' ability to independently choose information (Bozdag 

& van den Hoven, 2015). In the worst case, this can lead to users tending toward extreme 

ideologies or reinforcing them (Sunstein, 2007). According to a recent study by Kaiser & 

Rauchfleisch (2020), YouTube's recommendation algorithm may encourage the formation of 

highly homophilic communities and lead users into far-right spaces. However, some researchers 

also argue that the YouTube platform is less likely to provide people with similar and 

homogeneous political information since it is a heterogeneous landscape of viewers who are 

exposed to a variety of messages (Evans, 2016). Having said that, the results of this study rely 

only on YouTube "likes" and "dislikes" as indicators, which serve as a feedback mechanism for 

viewers' attitudes. However, the attitudes of users in text form, such as within comments, is not 

taken into consideration here. Aspects of how homogeneous the proposed contents of the 

recommendation system might be had not been considered in previous studies. The principle of 

informational homogeneity can also be adapted to other use cases to analyze the behavior of 

algorithmic recommendations with respect to their homogeneity. In the case of 

recommendation systems, knowledge of how the algorithms behave in terms of using their 

filtering functions might be improved in order to increase understanding of their implications, 

given that users have limited understanding of this (Bucher, 2017; Powers, 2017). In the 

following section, the approaches used as baselines for the computation of the two presented 

homogeneity calculations are explained. 

 

2.2.3. Computation of homogeneity 
 

The aim of homogeneity computation is to understand how people communicate within social 

networks, as well as the SNS structures across the Internet, and which dynamic relationships 

and interactions can emerge from them (Garton et al., 1997; Hogan et al., 2008). For the study 

of homogeneous spaces in social networks, Bruns (2021) argues that it is necessary to place the 

methodological focus on the network structure, since in this way, the interaction and 

communication of users is based on the comparison of in-group and out-group connections, 

which can be achieved by calculating the external‒internal (E-I) index (Krackhardt & Stern, 
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1988). In doing so, these in-group and out-group connections can be applied to different topics 

(e.g., climate change), since nodes in the network reflect users with opinions (e.g., pro, contra) 

interacting with each other in the network, and it is also possible to make statements about the 

homogeneity of communication. To identify the opinion, content analysis is needed, which is 

“a research technique for making replicable and valid inferences from data to their context” 

and annotated by trained human coders (Krippendorff, 2013, p. 24). In particular, the annotation 

of the data is an important step within natural language processing (NLP), in order that the 

information can be learned by the computer (Pustejovsky & Stubbs, 2013). The computation of 

the E-I index can be calculated for the entire network and across all classes (global E-I index) 

or isolated for the individual classes in the network (class E-I index). Using the permutation 

test, a statistical significance test can be performed to test the null hypothesis on the observed 

data set, whereby many random permutations of the network are computed to calculate the 

statistical significance of the expected data set (see. Scott & Carrington, 2011). The 

methodological approach specified here for computing homogeneity assumes, that data were 

collected from SNS, taking into account that data collection is dependent on the platform's own 

application programming interface (API), which has its own limitations (Geissinger et al., 2020; 

Stieglitz et al., 2014). ML/DL methods are also essential, offering the ability to build models 

that can automatically improve themselves based on Big Data (Jordan & Mitchell, 2015). 

However, previous studies that have looked at homogeneity in Twitter networks and used the 

E-I index as a benchmark have reached different conclusions. Del Valle & Bravo (2018) 

analyzed the Catalan parliamentary Twitter network and found a tendency toward party political 

and ideological homophily, whereby delegates are more willing to interact with party members 

holding the same political interests. In contrast to Del Valle & Bravo, Bruns (2017) analyzed 

255,000 Australian Twitter accounts and showed that there was only a moderate level of 

homogenous follower/followee connections through clusters, therefore not indicating a strongly 

homogenous space. 

 

The studies presented here provide a first indication of how homogeneity in social networks 

can be calculated. However, comparability is limited since different terminologies are used to 

examine virtual homogeneous spaces in this field and therefore no uniform understanding 

exists. Likewise, the comparability of the presented studies is somewhat problematic, as they 

mainly deal with the ideological relation to each other and thus consider less the content aspect 

of opinions and information. Thus, to understand the prevalence of homogeneity of opinions 

and information in social networks, and likewise, to understand what factors influence 
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homogeneity over time, it is necessary to develop new methodological approaches. 

Accordingly, this dissertation develops new methodological methods in light of social science 

and communication science. 

 

2.3. The role of computational methods 

 
The digitization of the world and the urge to interconnect the globalized world have generated 

not only a new social interest, but also the term "Big Data" to create new possibilities regarding 

social concepts and decision-making mechanisms (Bachmann et al., 2014). In view of the 

growing flood of data, the emerging research field of CSS is gaining relevance to investigate 

and analyze the communication of digital media and its data with an interdisciplinary repertoire 

of computational methods (Edelmann et al., 2020; van Atteveldt & Peng, 2018). Here, the goal 

is to examine vast amounts of human communication data from social media, such as comments 

or videos, using these computational methods in order to a) gain a better understanding of social 

phenomena, b) develop new theories, and c) better understand human behaviors and social 

dynamics in relation to different social and political issues (Edelmann et al., 2020; Lazer et al., 

2020; J. Zhang et al., 2020). Researchers are also already drawing links to new subfields of CSS 

that focus in particular on political communication (Theocharis & Jungherr, 2021) in order to 

consider issues and problems associated with digital media from different perspectives and 

angles. Researchers claim that the study of social media requires the use and development of 

new computational methods capable of analyzing vast amounts of data to gain deeper insight 

into interactions within networks (Bruns et al., 2011). 

 

Computational methods can be pivotal in examining current concerns regarding the use of 

digital media for information diets, racism, and xenophobia, as well as misinformation using 

citizens' communication data, to gain further insights into these extreme scenarios in research 

(Theocharis & Jungherr, 2021). For these insights to become apparent, methods used in social 

networks might be applied to map human relationships and their communication paths to each 

other (Chen et al., 2014) in order to determine, for instance, how information spreads within 

network structures in user communities (Croitoru et al., 2015) or what topics are associated 

with communities (Reihanian et al., 2016). SNS not only have a significant impact on the 

dissemination of information and opinions, but also, according to Bakshy, can dramatically 

change users' attitudes when they come into contact with new information (Bakshy et al., 2012). 

A core aspect of this is that information is analyzed more precisely according to its content in 

order to generate knowledge from communication data (Krippendorff, 2018). User-generated 
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data, for instance, can offer valuable research opportunities by reflecting content and 

interactions that can be used to investigate different aspects of research, such as political 

homogenization and polarization. Furthermore, methods of text analytics can be used to 

transform unstructured data into computer-readable information and further advanced using 

ML approaches to recognize and automatically process meaning relationships in texts. Previous 

studies have already shown successful implementation of hybrid computational methods, which 

were analyzed in the field of social media using text analysis and network analysis on the topics 

of eating disorders and crisis management (Moessner et al., 2018; Romascanu et al., 2020). 

Lewis et al. (2013) argue that a combination and thus a hybrid approach of different 

computational methods and manual annotation can lead to an improvement of traditional 

content analysis. 

 

In addition to the techniques that examine the content of users in existing SNS, there are also 

other CSS techniques, such as ABM. In ABM, interactions between agents are modeled on the 

basis of predefined parameters and rules to investigate dynamic processes and thus to 

understand "how individuals and the environmental variables influencing them vary over space, 

time or other dimensions" (Railsback, 2019, p. 11). Therefore, agent-based models can be found 

in a wide range of research disciplines, as they offer versatile applications and generate better 

knowledge of how complex systems will behave in the long term and what effects they are 

associated with (Wilensky & Rand, 2015). Likewise, ABM can help study dynamic micro and 

macro processes (Bruch & Atwell, 2015; Waldherr & Wettstein, 2019), e.g., in the context of 

opinion formation. Studies that have used ABM have demonstrated that it is feasible to model 

currently emerging communication scenarios, such as the presence of social bots in social media 

(Ross et al., 2019), and thus measure their impact on opinion formation (Sohn, 2019). In 

general, computational methods offer a huge repertoire of different analysis possibilities to 

study human behavior and communication, given the ever-increasing amounts of data. 

Leveraging Big Data analytics thus indicates the potential to investigate correlations and 

patterns of human behavior on a large scale, which would be challenging using laboratory 

experiments as well as time resource-intensive (Qiu et al., 2018). This combination is by no 

means intended to replace existing research in social or communication studies, but rather to 

enhance their perspective and demonstrate that social phenomena can be viewed and analyzed 

from a variety of perspectives.  
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This dissertation addresses this aspect and provides not only the main content-related added 

value that has been explained in the previous two sections, but also methodological added value. 

This methodological added value is characterized by the fact that an interplay between data-

driven and theory-driven approaches is adhered to, in which a variety of CSS procedures in 

conjunction with Big Data datasets were used to identify patterns and correlations of human 

online communication and to provide a sufficient explanation of homogeneity in networks. 
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3. Research design 
This chapter is divided into two main sections that cover the research strategy and the applied 

research methods. The first section starts with the conceptual research strategy that was used 

for the cumulative work and provides an overview of the way in which the individual research 

articles are linked to each other and how they relate to the research questions. The second 

section explains the research methods used in terms of data collection and data analysis. 

 

3.1. Research strategy 

 

Figure 1 below shows the composition of the research articles to answer the research questions 

in this dissertation. Paper P1 provides a foundation for the other papers (P2‒P4), as it elaborates 

methodological approaches. Here, YouTube, as an online social platform, is used to investigate 

the computation of homogeneity of opinions (P2, P3) and information (P4, P5) within videos 

and comments, as well as their relationship to each other. Therefore, statements about 

homogeneity and its level of prevalence have been made in the articles on politically 

controversial topics (P2), conspiracy theory content (P3), misinformation about the COVID-19 

pandemic (P4), and radical right-wing content (P5). The papers also discuss the explicit 

distinction between opinion-based homogeneity and informational homogeneity. The last two 

papers (P6, P7) address the second research question, which deals with influencing factors that 

are relevant for the spread of opinions and information in networks and which emerge and 

change homogeneity. Using ABM, social phenomena such as opinion leaders (P6) and the spiral 

of silence within communities (P7) could be considered in the analysis to identify influencing 

factors that can affect the opinion climate. 
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Figure 1. Overview of research questions and the related research articles 

 

3.2. Applied research methods 

 

Table 2 below provides an overview of the applied methodological procedures that were 

required to address the research questions of this dissertation. It references the individual papers 

with their research approach, their data source, as well as the analysis method used. It is notable 

that to answer the first research question, all data sources originate from the YouTube API. 

Although these data covered diverse subjects, it is nevertheless relevant in this case to clarify 

the rationale for their inclusion. For this reason, I would like to address the relevance of the 

platform and explain why the research focus in this dissertation is on the YouTube platform. 

First, it should be mentioned that previous research indicates that studies in the field of political 

communication is mainly focused on traditional media or online social platforms such as 

Twitter, while other platforms in this context have been studied to only a limited extent (Van 
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Aelst et al., 2017). For this reason, it is even more important to examine alternative platforms 

in order to observe political communication between users there, as well as to compare this with 

other platforms. The second reason for studying the YouTube platform is the interaction 

dynamics of users, who are in a content-driven relationship (Wattenhofer et al., 2012), and thus 

the communication is focused on the topic in the videos. This topic-specific presentation in the 

form of visual information forms a new main component in today's social networks (Newman 

et al., 2021). In addition to the content-driven relationship, YouTube also addresses a strong 

social component, which promotes the formation of communities (Burgess & Green, 2018) and 

thus provides the opportunity to communicate with other users (Lange, 2007). Furthermore, the 

YouTube platform has become an important source for general news gathering. According to 

Reuters' "Digital News Report 2021," the weekly use (for any purpose) of the YouTube social 

network was 53% in 2014, which had increased to 62% by 2021, making it the most frequently 

used SNS. Here, the motivation of YouTube users is more focused on getting an alternative 

perspective to the ordinary mainstream news (Newman et al., 2021). With recent reports of 

increased radical content and misinformation on the platform, this serves as an excellent basis 

to also examine the homogeneity of opinions and information from fringe groups in terms of 

their interaction and network structures. Considering political communication on the YouTube 

platform, the current arguments indicate that an investigation appears to be necessary due to the 

content and its network structure. Since the platform is also filled with different types of data, 

this increases the possibilities of analysis by means of computational methods. 

 

In addition to providing the rationale for the investigation platform, the remainder of this 

dissertation deals with a description of the research methods that were essential to answering 

the research questions. In particular, a wide range of computational methods were applied, 

which in many respects can be seen as mixed methods, since a sequential application of methods 

was necessary in some of the research articles. For example, NLP techniques were applied to 

annotate textual data for further processing. For the respective annotation tasks, several coders 

were provided with a codebook in order to meet the same requirements and ensure that everyone 

was on the same level of knowledge. After completion of the coding, intercoder reliability was 

calculated in order to evaluate their annotation and to obtain a more accurate result for the 

determination of the classes of the comments and videos by means of majority voting. ML 

techniques were used to train and evaluate models, as well as to make predictions based on the 

entire data set. Since not only one model was applied for the training, a performance comparison 

with different models [support vector machine (SVM), logistic regression (LR), recurrent 
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neural network (RNN), long short-term memory (LSTM), bidirectional encoder representations 

from transformers (BERT)] was always aimed for—thus the best model was determined. SNA 

was then used to examine the interactions between in-group and out-group connections and 

calculate their homogeneity. The computation of the E-I index was used and further modified 

for direct networks. This methodological combination of NLP, ML, and SNA was necessary to 

determine the prevalence of homogeneity of opinions and information on the YouTube platform 

and thus to gain a deeper insight into the contextual dimension. 

 

As a further research method and for the investigation of the second research question in the 

dissertation, ABM was used in papers P6 and P7. Waldherr and colleagues point out that "the 

computer simulations of ABMs are virtual laboratories that help formalize and explore 

dynamic, multi-level theories of communication" (Waldherr et al., 2021, p. 248) and can help 

to better understand the gap between dynamic micro and macro processes (Waldherr & 

Wettstein, 2019). Using ABM techniques in this dissertation, the temporal development of an 

opinion climate within social networks was considered, in which the opinion formation was 

created in the content context of social phenomena (spiral of silence, opinion leaders) to thus 

draw conclusions about factors that are responsible for the emergence and change of 

homogeneity. Accordingly, for the identification of these factors, it is important to establish a 

dynamic environment that considers communication structures changing over time and makes 

it possible to determine interventions based on parameters in order that numerous scenarios can 

be simulated. Indeed, it can be argued that simulation studies are only simulated data that do 

not reflect reality, as they have not been collected through experiments or surveys; however, it 

can just as well be argued that agent-based models are formed from theoretical derivations in 

which parameters that have been identified through previous research are determined. 

According to scholars, the challenge arises, on the one hand, to properly represent the existing 

social theories (which can also be partially incomplete) in an agent-based model with the 

individual regulations and parameters, and, on the other, to determine a realistic and target-

oriented parameter range (number of agents) for on-demand computing time and to avoid 

unnecessarily extensive data sets (Squazzoni et al., 2014; Waldherr & Wettstein, 2019). 

However, the methods of ABM offer an essential instrument to understand potential scenarios 

that can be varied and have a wide range of parameters, thereby representing an alternative 

investigation that can reveal empirical evidence compared to classical field experiments and 

surveys with few resources. ABMs can also advance research by generating new hypotheses 

and thus providing a better understanding of social phenomena (Waldherr et al., 2021). 
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Table 2. Overview of the applied methodological approaches 

Paper Research approach Data collection 

method 

Data analysis method 

P1 Methodology 

Comparison 

YouTube API NLP, ML 

P2 Social Media Analytics YouTube API NLP, ML, SNA 

P3 Social Media Analytics YouTube API NLP, ML, SNA 

P4 Social Media Analytics YouTube API NLP, ML, SNA 

P5 Social Media Analytics YouTube API NLP, SNA 

P6 Virtual experiment Simulation Quantitative summary, SNA 

P7 Virtual experiment Simulation Quantitative summary, SNA 
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4. Research results 
 

This chapter presents the findings of the individual research articles. The findings are presented 

here in sequential order, as described in Section 3.1. Tables 3 and 4 briefly summarize the core 

findings of each research article. Papers on RQ1 (How high is the prevalence of opinion-based 

homogeneity and informational homogeneity?) (Table 3) covered the methodological approach 

and their combined use of NLP, ML, and SNA to investigate the computation of homogeneity 

on different topics. Since Paper P1 does not directly address the research question on RQ1, but 

does provide preliminary methodological work for P2‒P4, the results are considered separately 

from the research question and, accordingly, are not presented in Table 3. Paper P1 deals with 

the systematic methodological comparison of text classification of German-language political 

YouTube comments. The performance comparison based on the F1 score revealed that the use 

of word embeddings yielded better results for the RNNs than for the ML models.  

 

Table 3. Summarized results of research articles addressing RQ1 

Paper Summary 

P2 The authors of this paper computed the opinion-based homogeneity on the basis 

of German YouTube comments by using a combination of NLP, ML, and SNA 

methods on three controversial political topics. The findings revealed a moderate 

level of heterogeneous connections, indicating that a heterogeneous opinion 

climate existed on these topics, where users' opinions were associated with 

dissimilar rather than similar opinions. 

P3 This paper deals with the investigation of opinion-based homogeneity of 

discussion networks for three conspiracy theories (Hollow Earth, Chemtrails, and 

New World Order) on YouTube. The results showed that people who expressed a 

favorable stance toward a conspiracy theory tended to respond to content from or 

interact with users that shared the same opinion. In contrast, users who challenged 

conspiracy theories interacted in more heterogeneous discussion networks (with 

the exception of opponents of the Chemtrails theory). 

P4 During the COVID-19 pandemic, misinformation was increasingly prevalent on 

social media. This paper computed informational homogeneity based on the 

YouTube network through videos and comments from January to March 2020, 

which allowed the authors to determine how heterogeneous/homogeneous the 
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discussions were among users. Here, the concept of "informational homogeneity" 

is introduced, which makes it possible to measure the degree of homogeneity to 

which misinformation (as opposed to non-misinformation) is directly linked to 

other misinformation content (i.e., comments, replies, or videos) in a network. 

Furthermore, not only the fragmentation in the network is considered for the 

individual months, but a distinction is also made between two types of networks, 

which consist only of the communication of comments and replies, as well as the 

entire networks in which the communication of videos, comments, and replies are 

included. In both cases, and bearing in mind the fragmentation of the network, the 

findings indicated that misinformation regarding COVID-19 also exists on 

YouTube; however, the interconnectedness among users to discuss misinformation 

in the network is highly heterogeneous. 

P5 While the previous papers examined homogeneity to active communication in the 

form of comments in the context of videos, the focus here was on examining 

YouTube's recommendation algorithm. This paper examined the recommendation 

behavior of populist right-wing and politically neutral videos on the YouTube 

platform in order to investigate their homogeneity. The network analysis based on 

the YouTube recommendation network demonstrated that the probability of being 

recommended another right-wing populist video after watching a right-wing 

populist video is 54%. However, after following the recommendation, the 

probability of being recommended the next right-wing populist videos drops to 

37%. 
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Papers addressing RQ2 (What factors are relevant for the spread of opinions and information 

in networks to understand the emergence and change of homogeneity?) dealt with opinion 

dynamics in social networks, which were simulated using ABM, and considered the effects of 

opinion leaders and the spiral of silence mechanism in community structures. The aim was to 

identify influencing factors through a temporal evolution of the opinion climate in order to 

evaluate their formation or transformation of the environment. While in P6 it is opinion leaders 

that are the key players, in P7 it is the community structure. 

 
Table 4. Summarized results of research articles addressing RQ2 

Paper Summary 

P6 In this paper, the authors conducted a virtual experiment using ABM to investigate 

the influence of opinion leaders on the opinion climate in social networks. It was 

shown that opinion leaders have an influence on the opinion climate. Opinion 

leader characteristics such as ambivalence (an identical number of arguments 

regarding the respective opinion camps is given when expressing opinions, so that 

both sides are equally favored) and discrediting (discrediting the opponent’s 

position by spreading negative opinions to neighboring agents) highlighted the fact 

that discrediting the opposite side leads to a majority distribution of opinions and 

that ambivalent opinion leaders contribute to a balanced opinion climate. 

P7 In the context of the spiral of silence and the influence of community structures 

with their connectivity, another virtual experiment was conducted in this paper 

using ABM. One result of this paper was that smaller, more fragmented 

communities lead to minority opinions prevailing in the network. The second 

finding demonstrated that the more interconnected the communities were, the 

stronger the spiral of silence effect was. 

 
 
4.1. Opinion-based and informational homogeneity 

 
This section deals with the results of the papers P1‒P5, which investigated how present 

homogeneity in opinions and information on various politically and socially relevant topics is 

on YouTube. In this section, I present the results of P1, which focuses on a methodological 

comparison of ML models, followed by an explanation of the schematic structure of the 

analysis, which describes the relationships. Finally, the results of the research articles P2‒P5 

are presented. 
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Before the investigation of homogeneity in OSN started, a deeper understanding of the various 

ML technologies needed to be obtained to establish methodological comparability. This is 

necessary to evaluate the different methods and draw conclusions on how the sample of real, 

unstructured YouTube datasets relate to the models and their performance with respect to each 

other in order to select the best model. Thus, the goal of P1 was to compare the performance of 

ML models based on word embeddings (word2vec, fastText) and different techniques (Skip-

Gram, CBOW) to identify which models perform best in correctly predicting YouTube 

comments. For the methodological comparison, the 22,720 comments on two controversial 

political topics (adoption rights for homosexual couples, wearing religious headscarves) on 

YouTube were examined and annotated based on three classes (positive, negative, other). Based 

on the two datasets, individual word embeddings were created that served as further input for 

the models: RNN, SVM, and LR in addition to the training data. Figure 2 below provides an 

overview of how the data was preprocessed, trained, and tested. However, it is important to 

note that DL models like BERT, which perform extremely accurately in text classification, were 

not included in the methodological comparison since they were not yet available at the time of 

implementation. 

 
Figure 2. Workflow of the data analysis (P1) 

 
In the methodological comparison, the authors found that based on the weighted F1 score, all 

RNNs outperform the traditional ML models. Furthermore, no differences in the performance 

of word2vec and fastText could be found, but the technique CBOW performed better than Skip-

Gram, especially for RNNs. P1 argues that based on the small and imbalanced dataset, the DL 

models perform better than ML models, but further research would be advisable if the 
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implementation of the traditional ML is not based on word embeddings but on term frequency 

times inverse document frequency vectors (TF-IDF) to allow further comparability. 

 

Before examining the homogeneity of opinion and information in more detail in papers P2‒P5, 

a common understanding of the analysis is required, as this involves an interplay of different 

methodological procedures (see Figure 3) and is divided into three nested layers: social media 

platform, data, and analysis. The YouTube social media platform provides the foundation. 

Users of this platform visit it to obtain information in the form of videos and to engage in social 

interactions by expressing their opinions in the form of comments and responses on topics. This 

data can be collected using software that provides access to the YouTube API and contains 

important metadata that is needed for further analysis to compute homogeneity. Therefore, the 

analysis is divided into three core aspects: NLP, ML and SNA, which apply different procedures 

to process and subsequently analyze the data. In this context, procedures such as data annotation 

of samples, data preprocessing of textual data, or topic modeling are classic tasks that have been 

used with NLP. Training and fine-tuning of models are instead tasks that deal with ML to 

predict the whole data set in the further process. SNA, on the other hand, was used to transform 

the data into a network structure, determine its parameters, and subsequently calculate its 

network homogeneity using the E-I index. 

 

 
Figure 3. Schematic structure of levels to investigate homogeneity 

 
For the computation of homogeneity (opinion-based, informational) in papers P2‒P4, an ML 

method is used in which a model is trained on annotated comments/video information, and the 

entire data set is predicted using this model. This data is transformed into a network structure 
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and the homogeneity is then calculated using the E-I index. To better represent the 

communication behavior of incoming nodes and their edges, this was adapted for the calculation 

of the E-I Index, since the E-I Index is mainly used for undirected networks. With the 

modification and consideration of incoming edges, a more accurate representation is shown, 

which is closer to reality. The E-I index can have a value range of ‒1 and +1. In relation to 

Table 5, a value of ‒1 means that it is a homogeneous discussion network. Here, all connections 

between users (nodes) are related to their own particular class, while a value of +1 reflects a 

heterogeneous discussion network, where there are no connections of users (nodes) to the same 

class. A value of 0 indicates that all connections occur equally. The interpretation of these 

values in relation to homogeneity can therefore be as follows: if the E-I index values lie between 

0 and ‒0.33, one speaks of weak homogeneity, whereas values between ‒0.33 and ‒0.66 

indicate moderate homogeneity. An E-I index below ‒0.66 would accordingly show strongly 

homogeneous behavior. Conversely, the positive value intervals of the E-I index can explain 

the different levels of heterogeneity. As a further evaluation step, a permutation test was also 

performed in the studies P3‒P5. To calculate informational homogeneity in P5, the ML point 

was skipped, since here the data set was annotated, which does not require further efforts to 

train and predict data. 

Once the methodological approach for the classification was known, P2 introduced the concept 

of opinion-based homogeneity. The motivation of the paper is to provide a different perspective 

compared to previous research approaches that refer to ideological homogeneity in online 

networks (e.g., are Republicans more likely to be connected to Republicans?), since the 

previous methods are based only on a general group level and refer to moral values and political 

attitudes. In the paper, a new computational approach from NLP, ML, and SNA is presented, 

whereby political opinions of issue-based discussions and their network structures are examined 

to determine the prevalence of like-minded spaces in terms of on their homogeneity versus 

heterogeneity. This procedure provides a more nuanced view, as it allows us to consider user 

communication in the dynamic opinion climate of different political issues. While P1 shows 

that RNNs achieve better performance with word embeddings, it also suggests that other ML 

methods using TF-IDF may yield better results, which is why P2 follows up on this suggestion 

and provides higher performance scores on these three datasets using SVM and TF-IDF. The 

results on the three controversial topics (adoption rights for homosexual couples, wearing 

religious headscarves, and climate change) illustrate a moderate level of opinion-based 

heterogeneity, which is characterized by the fact that users with positive or negative attitudes 

toward the topics tend to communicate in heterogeneous discussion spaces. 
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Furthermore, P2 not only considered homogeneity in the entire network with all videos and 

comments (macro level), but also identified community structures with the help of the fast-

greedy algorithm to divide the network into smaller sub-networks and thus consider 

homogeneity from the micro level. The segmentation of the subnetworks enables a detailed 

view of network structures, in particular the communication of individual communities that are 

connected to influential hubs (channel owners). Likewise, heterogeneous communication 

behavior within the sub-networks examined was measured using the E-I index. This second 

result demonstrates the considerable relevance of specifically elaborating the community 

structures in networks to draw comparisons between the macro and micro level. This distinction 

between macro level and micro level may help us to understand complex communication 

networks such as YouTube from different perspectives in order to gain a deeper understanding 

of how opinions in the individual communities and their hubs are connected and disseminated, 

given that it is only through their interconnectedness with other communities that a global 

network emerges that addresses and covers a unified topic. These different aspects are 

particularly important for the discovery of homogeneous spaces, since the macro level can show 

an overall picture of how users discuss across different communities, while the micro level 

allows a detailed perspective of the individual communities and their opinions in order to better 

understand their users and internal structures. Thus, bridging the macro and micro levels from 

the network perspective can reveal different relationships between communication patterns, an 

aspect often neglected in science. 

 

Although the results of Paper P2 revealed a heterogeneous prevalence of political issues, 

previous studies have suggested that homogeneous communication clusters may occur among 

marginal groups that share extreme values. Paper P3 argues that for the study of opinion-based 

homogeneity of conspiracy theories, it is reasonable to employ the spiral of silence theory, since 

it can be assumed that people who support the conspiracy theory see themselves as a minority 

in society and for this reason are more likely to communicate with like-minded people. The 

majority opinion would thus be viewed by opponents of the conspiracy theory who refute the 

theory and present facts. Accordingly, Paper P3 examined videos and comments relating to 

three conspiracy theories (Hollow Earth, Chemtrails, New World Order) on YouTube. In 

addition to the comments (N = 123,642), one objective was to analyze the content of the video 

(N = 176) in order to determine how dominant videos that likely support or debunk the 

conspiracy theory are on the platform. Reactions (likes, dislikes) to the respective videos also 
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served a crucial purpose by providing social feedback regarding interactions. To determine the 

prevalence of opinion-based homogeneity in the network, the videos and their user comments 

were examined. As the technology around artificial intelligence is in transformation and 

research on the creation of ML and DL models is constantly evolving, the BERT model allows 

us to draw on a powerful methodological approach that is even more suitable for text 

classification and is also suitable for training small datasets. Regarding the spiral of silence 

theory and the fragmentation of marginalized groups, the analysis generally shows how the 

opinion climate on conspiracy theory content evolves as people with different opinions interact 

online. The most important result of the analysis in relation to the spiral of silence theory is that 

homogeneous communication patterns exist between YouTube users who support the existence 

of conspiracy theories. Table 5 lists the most important parameters and results once again, 

summarizing the findings of Papers P2 and P3 on opinion-based homogeneity. The table also 

includes the context, topics, evaluated classes, and calculations of the class and global E-I index. 

The results in Table 5 on Paper P2 indicate that the discussions on political and controversial 

topics, i.e., adoption rights, headscarf ban, and climate change, are characterized more 

heterogeneously as the global and class E-I index are in a positive range of values. If one 

considers the results in Paper P3, in which the three different conspiracy theories, Hollow Earth, 

Chemtrails, and New World Order, were examined, one sees that in particular users who 

support the conspiracy theories communicate in a more homogeneous discussion network. In 

contrast, in two out of three topical contexts, users who counter the conspiracy theories have a 

more heterogeneous communication network, with the exception of the conspiracy theory of 

Chemtrails, whereby the class E-I index is zero and is thus neither homogeneous nor 

heterogeneous. More precisely, this means that this is a balanced communication relationship 

in which an equal number of proponents and opponents of the conspiracy theory communicate. 

 

Table 5. Comparison of the prevelance of opinion-based homogeneity 

Homogeneity Context Topics Classes Class E-I Global E-I 

Opinion-based 

 

(P2, P3) 

Politics 

Adoption 

rights 

Positive 0.74 
0.72 

Negative 0.70 

Headscarf ban 
Positive 0.78 

0.58 
Negative 0.52 

Climate 

change 

Positive 0.76 
0.61 

Negative 0.52 

Hollow Earth Pro-theory ‒0.785 0.118 
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Conspiracy 

theories 

Contra-theory 0.708 

Chemtrails 
Pro-theory ‒0.221 

‒0.131 
Contra-theory 0.031 

New World 

Order 

Pro-theory ‒0.549 
‒0.549 

Contra-theory 0.377 

 

Another result of P3 also points out the strong distribution of conspiracy theory videos 

advocating the existence of the theory compared to debunking videos. Focusing on the labeled 

user-generated comments and replies, the findings showed more comments supporting the 

Chemtrails and New World Order theories than those debunking them. The conspiracy theory 

about Hollow Earth, however, did not yield this outcome, since there are more counter 

comments than comments supporting the theory. In this context, Paper P3 raises concerns that 

YouTube's recommendation algorithm may encourage the spread of misinformation on the 

platform, as it suggests additional content, thereby shaping and reinforcing users' opinions. 

 

In summary, from the results of P2 and P3 on the investigation of opinion homogeneity, it can 

be said that the different results could be explained based on the context and the user group. 

While social issues in P2 ensure that people with different perspectives on a topic discuss it 

more heterogeneously, it is noticeable that this is not the case in P3 with topics such as 

conspiracy theories, which represent a marginalized group for advocates, and that these people 

tend to fall back into more homogeneous communication channels and interact with like-

minded SNS users. 

 

While P2 and P3 showed mixed results on the extent of opinion homogeneity, it is unclear when 

answering the question to what extent this also applies to informational homogeneity, since the 

focus here is not on opinions but on information and facts. Papers P4 and P5, therefore, address 

this aspect. To this end, Paper P4 introduces the concept of informational homogeneity. To 

identify the prevalence of informational homogeneity and misinformation in communication 

networks on YouTube and how they are interconnected, Paper P4 examined this analysis by 

studying the current COVID-19 pandemic over three months (January‒March 2020). As 

previous research often overlooks the temporal comparison to the evolution of the opinion 

climate, P4 argues that especially at the beginning of the COVID-19 pandemic, when a lot of 

misinformation was being spread on the network, a temporal analysis of this informational 

homogeneity is a relevant point to better assess the progression of information and the views it 
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expresses. In the analysis of homogeneity, a total of 2,585,367 comments and 10,724 videos 

were analyzed, and a sample of these data was annotated according to the classes of 

misinformation and non-misinformation. In general, the same methodological procedure was 

used as in P3, which corresponds to a combination of NLP, BERT, and SNA. One difference 

to the previous Papers P2 and P3 is that in P4, a distinction is made between two networks, one 

involving the network of videos, comments, and replies, and the other consisting of comments 

and replies. Nevertheless, both types of network show similar outcomes. Furthermore, the 

findings suggest that there is a small amount of misinformation with different variations on 

YouTube, but these are exchanged in a very dense heterogeneous information network and, 

thus, one cannot assume specific fragmented subgroups. Regarding the temporal effects over 

the three months, only minor deviations to the prevalence of informational homogeneity were 

identified, whereby users spreading misinformation were in a constantly highly heterogeneous 

information environment. 

 

Whereas the previous Papers P2‒P4 focused on the communication networks of comments to 

analyze the active communication behavior of user opinions and information, P5 is about the 

study of YouTube's recommendation system with regard to politically related videos in order 

to analyze the functioning of algorithms and their proposed content. The controversy 

surrounding the existence of filter bubbles on YouTube is still a highly debated topic in 

academia and has led to differing results in previous research. In this regard, P5 argues that an 

essential component of understanding filter bubbles may be to analyze the content and related 

videos for their homogeneity/heterogeneity. Given the results of Paper P3, which reveals that 

more homogeneous communication behavior can exist among marginalized groups, P5 

examines the homogeneity of the YouTube recommendation system, focusing the analysis on 

multiple levels (first depth, second depth) of recommended videos to politically neutral videos 

and right-wing populist videos in the network. Overall, the results of the study indicate that 

YouTube's recommendation algorithm follows a homogeneous pattern that ensures that similar 

content from right-wing populist videos, as well as neutral videos, is connected to the user. 

More precisely, the findings demonstrated that when starting a right-wing populist video, there 

is a 54% probability that the next video (in depth 1) will contain more right-wing populist 

information. However, the probability of encountering a right-wing populist video decreases to 

37.7% in one of the next recommender depths. There is also a high degree of homogeneity 

among the neutral videos, which, however, suggest further neutral videos; only about 2% of the 

videos link to right-wing populist content. 
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Table 6 summarizes the results of Papers P4 and P5 on informational homogeneity and contains 

the same tabular characteristics as Table 5. The results of P4 illustrate that users who 

disseminate misinformation find themselves in a heterogeneous information network, as 

highlighted by the high positive E-I index in the months of January, February, and March. In 

contrast, the non-informational class exhibits strongly homogeneous behavior, as a negative E-

I index was calculated in all months. These high negative values can be explained by the binary 

annotation, since any information about COVID-19 that does not consist of misinformation is 

represented here, and thus the proportion is also substantially higher. The previously mentioned 

results of P5 on homogeneity also become more apparent when examining the values of the E-

I Index in the table. The global E-I index has a negative value for both the initial right-wing 

network and the initial neutral network, meaning that the recommendations of the system show 

homogeneous behavior with regard to political videos.  

 

Considering the results of both papers, it is striking that similarities exist in relation to the results 

of P2 and P3, in which opinion-based homogeneity was investigated. More specifically, the 

findings reveal a thematic consistency, as communication about general topics such as health 

or climate change is characterized by heterogeneity, while topics associated with extreme 

political attitudes or conspiracy theories tend to be characterized by homogeneity. 

Table 6. Comparison of the prevelance of informational homogeneity 

Homogeneity Context Issues Classes Class E-I Global E-I 

Informational-

based 

 

(P4, P5) 

COVID-19 

January 

Misinformation 0.788 

‒0.508 Non-

misinformation 
-0.795 

February 

Misinformation 0.842 

-0.587 Non-

misinformation 
-0.850 

March 

Misinformation 0.839 

-0.652 Non-

misinformation 
-0.869 

Politics 
Initial  

Right-wing 

Neutral / 

-0.337 Right-wing / 

Other / 
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Initial  

Neutral 

Neutral / 

-0.508 Right-wing / 

Other / 

 
 

4.2. Influencing factors and their opinion dynamics 

 

In line with these aspects, paper P6 investigates the influence of opinion leaders based on the 

psychological concept of attitudinal ambivalence in order to analyze the opinion climate using 

ABM. More specifically, the authors are interested not only in the general influence of opinion 

leaders, but also in how the opinion climate behaves when they hold an ambivalent opinion, as 

well as when they discredit the opposing opinion group and thus strengthen their own position. 

For a more realistic picture of the impact of influential players, P6 analyzed two different 

opinion camps, in which different distributions of opinion leaders in the respective opinion 

camps (in this case red and blue) operate in the network and disseminate their opinions. The 

investigation of opinion leaders is therefore an important factor for observing the emergence of 

and changes in homogeneity with regard to the opinion climate and for drawing conclusions 

from this. Here, P6 develops a dynamic opinion model that builds on the DeGroot Model and 

considers two network topologies to account for the social influence of the connected neighbors 

in opinion formation. The model differs most notably in the update function, which ensures that 

agents update their opinions based on their neighbors at each tick. In this ABM, opinions are 

represented two-dimensionally, meaning that each agent has two values for the respective 

opinion group (red = 0.5, blue = 0.8); if an agent has the same values, they are ambivalent. 

 

One of the key findings of the paper shows that even a small number of opinion leaders in a 

network environment have an influence on the opinion climate. The findings indicate, 

moreover, that an unequal distribution of opinion leaders from the two camps leads to an 

unbalanced opinion climate in which the opinion camp is dominated by the higher number of 

opinion leaders from the respective camp. However, if both opinion groups are represented by 

the same number (5 vs. 5) of opinion leaders, a balanced opinion climate is achieved. Another 

result shown by paper P6 is that ambivalent opinion leaders can lead to an increase in the 

number of ambivalent opinions in the network. Thus, it shows that the more moderately the 

opinion leaders spread both opinions in the network, the higher the degree of network 

ambivalence is. Furthermore, the results show that a network with only ambivalent opinion 
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leaders (i.e., red: 0, blue: 0, ambivalent: 12) leads to a balanced opinion climate, whereby the 

agents are influenced equally with ambivalent opinions. However, further insights also revealed 

that users were less ambivalent if, in addition to the ambivalent opinion leaders, additional 

opinion leaders (red: 0, blue: 12, ambivalent: 25) from other opinion groups were represented, 

as these had a stronger influence on the formation of opinions in the network. 

 

In the discrediting scenario, in addition to the stepwise adjustment of the discrediting value of 

one particular opinion camp, the distribution of opinion leaders (i.e., 1 vs. 1, 5 vs. 5, 12 vs. 12, 

25 vs. 25 and 50 vs. 50) was also taken into account. The distribution of the different opinion 

leaders of the respective opinion camps was equal in order to provide a comparable and 

balanced comparison. The findings in this regard have shown that there is a strong effect on 

winning over the opinion climate if opinion leaders ensure that the other opinion is discredited. 

To win the opinion climate for an opinion leader, only a few arguments against the opposing 

position are sufficient, even if additional opinion leaders of the camp are present. Furthermore, 

the findings demonstrated that the more arguments against the other opinion group are 

disseminated, the smaller the number of agents in favor of the discredited opinion. Similar to 

the previously mentioned results, it was found that with a critical mass of at least 12 opinion 

leaders in each opinion camp, opinion leaders who spread discrediting opinions have the 

strongest impact on winning the opinion climate. In summary, the opinion leader concept with 

its different forms (univalent, ambivalent, discrediting) can be seen as an influencing factor that 

could be responsible for the emergence as well as the change of homogeneity under certain 

conditions and, thus, can change the opinion climate over time. As an outlook for further 

research, paper P6 illustrates that not only would it be helpful to adapt this model to real network 

structures of social media, but suggests that this model can also be used for further research on 

the spiral of silence to analyze individual opinion expression.  

 

In this context, Paper P7 demonstrates the impact of the community structure of networks to 

identify how they influence opinion formation. The spiral of silence served as a theoretical 

derivation to implement its principles in the applied agent-based model and builds on the work 

of Ross et al. (2019). In the newly applied model, no preferential attachment model is applied, 

but a stochastic block model, which makes it possible to investigate the spiral of silence effects 

in the communities, the size and number of communities, as well as the interconnectedness of 

the communities. 
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A core insight of Paper P7 is that the fragmentation of very many small communities facilitates 

the ability of agents to have minority opinion represented by a larger portion of the overall 

population. This encourages agents within a densely networked community to voice their 

opinion, even if it is a minority opinion, because it is insulated from other communities and the 

silencing process is focused on the respective individual communities locally. As the authors 

carefully formulate and leave open to interpretation, these virtual homogeneous spaces of 

minority opinions, where the global consensus does not correspond to the majority opinion, can 

also have negative consequences, such as radicalization in subgroups. Another finding that the 

authors of paper P7 point out is that a higher level of connectivity between communities ensures 

that the mechanism of the spiral of silence can emerge across all communities, which diffuses 

throughout the entire network. The process of the spiral of silence, through this increased 

connectedness between communities, can create pressure not to express opinions—even when 

there is a silent majority of other agents who share them. Figure 5 shows how the number of 

communities has an impact on a minority's ability to keep expressing their opinion. 

 

  
Figure 4. The impact of community numbers on a minority's ability to continue 

expressing its views (P7) 
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5. Discussion and implications 
 
The joint consideration and an overarching discussion of the various results of the individual 

research papers helps to achieve a more global view of the two research questions investigated 

in the dissertation. In the following sections, the two aspects of the prevalence of opinion-based 

and informational homogeneity (Sect. 5.1), as well as the influencing factors that change the 

homogeneity in networks (Sect. 5.2) are discussed in depth. Sections 5.3 and 5.4 present 

implications for further research as well as for practice. The chapter ends with Section 5.5, 

which presents the limitations of the dissertation and discusses further aspects for future 

research. 

5.1. Prevalence of opinion-based and informational homogeneity 

 
The first research question asked how high the prevalence of opinion-based and informational 

homogeneity is. To answer this question, the cumulative dissertation presented five papers (P1‒

P5). P1 focused on the methodological comparison of RNNs and traditional ML models that 

have been trained in combination with word embeddings. Thus, Paper P1 does not directly 

address the investigation regarding homogeneity in social networks—it serves much more as 

an important foundation on which to build a deeper understanding and acceptance of social 

media data, such that it can be subsequently analyzed using NLP and ML methods, and this 

acquired knowledge can be taken up in the papers. In particular, processing data from social 

media still poses a great challenge, as it is not only noisy (Stieglitz et al., 2018), but its context 

also needs to be understood in order to further process it efficiently with algorithms 

(Pustejovsky & Stubbs, 2013). Furthermore, the paper also shows the relevance of comparing 

the performance of different ML models in order to better evaluate them afterwards, as was 

carried out in papers P2‒P4. 

 

When looking at the results of P2 and P3 on opinion-based homogeneity on YouTube, clear 

differences emerge that are very much related to the context and thus the topic. The results of 

paper P2, that is to say that more heterogeneous communication behavior was found among 

users with different attitudes toward the topic and that, thus, they do not manifest with like-

minded people in political ideological groups, is contrary to previous findings investigating 

ideological homogeneity (Bakshy et al., 2015; Barberá et al., 2015; Del Valle & Bravo, 2018).. 

However, P2 is in line with a recently published study that looked at political tie building on 

Facebook (Cargnino & Neubaum, 2021). Having said that, it is important in this context to 
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distinguish that P2 focuses on active interaction with concrete discussions, while Cargnino & 

Neubaum (2021) focus on the process of forming digital connections in the form of friendships. 

They found that only a small proportion (36%) of users have ties to politically like-minded 

people and that the majority of users are exposed to different opinions. Hence, both studies 

address "connections" between people and their homogeneity, but on different levels. However, 

the findings of P2 are in contradiction with the conclusions of P3, which dealt with opinion-

based homogeneity in the context of conspiracy theories. Here, the results suggest that there 

may indeed be homogeneous spaces of like-minded users who endorse a conspiracy theory. 

This result is consistent with previous findings that examined the active communication of 

conspiracy theories on Facebook and Reddit and demonstrated that they can spread in 

homogeneous communities (Del Vicario et al., 2016; Phadke et al., 2021). In particular, the 

findings concerning the platform Reddit for the investigation of conspiracy communities and 

their communication interactions revealed similar results; thus, the study found that future 

members who join a conspiracy community not only engage in similar conspiracy discussions, 

but also seek a direct exchange with other members of the conspiracy community (Phadke et 

al., 2021). 

 

Examining the results of P4 and P5 on informational homogeneity reveals similar patterns to 

the results on opinion-based homogeneity. While the results of P4 focus on the prevalence of 

homogeneity in the discussion networks on the keyword "corona" over three months and show 

heterogeneous behavior of the discussion landscape, P5 assesses as homogeneous the 

recommendation behavior on the YouTube platform on neutral and right-wing populist videos, 

where the results show that there is indeed an increased likelihood that similar topics are further 

suggested. P5's results, along with comparable studies dealing with YouTube's recommendation 

system, likewise support the fact that users who have already consumed politically extreme or 

non-mainstream content such as conspiracy myths have a higher likelihood of accessing more 

extreme videos suggested by the algorithm (Faddoul et al., 2020; Hussein et al., 2020; 

O’Callaghan et al., 2013; Whittaker et al., 2021). The exploration of informational homogeneity 

additionally illustrates that communication can be more homogeneous for users of these fringe 

groups if they believe in the correctness of these attitudes. Accordingly, YouTube can be a 

place of homogenous communication, albeit for fringe groups.  

Although there are no comparable studies to the results of P4 investigating the homogeneity on 

an active discussion network regarding the COVID-19 pandemic, previous studies have also 
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shown that there was already a large amount of misinformation on SNS during the pandemic 

(Bridgman et al., 2020; Cinelli et al., 2020; Kouzy et al., 2020).  

 
 
The joint consideration of opinion-based and informational homogeneity reveals two 

interesting findings that address the answer to the first research question and thus make an 

important contribution to further research in political homogeneity. First, it shows that Bruns' 

assumptions (Bruns, 2019a, 2021) that political homogeneity (based on opinions or 

information) is not widespread among average consumers, as can be empirically confirmed by 

the applied methodological procedures in papers P2 and P4. The results of the studies indicate 

that users of YouTube develop more heterogeneous communication behavior when they 

exchange opinions on politically controversial topics or current information describing the 

current political situation (as in the case of COVID-19) and find a discourse with each other, 

whereby it is not relevant which position they hold on the topic. Indeed, previous research in 

this area has been able to show that political opinions in discussions or the use of news to obtain 

information tends to lead to a heterogeneous media landscape in political discussion networks 

(Brundidge, 2010), as people happen to be exposed to different views and opinions (e.g., (Kim, 

2018; Lee et al., 2014; Lu & Lee, 2019; Vaccari et al., 2016) 

On the other hand, the empirical results from P3 and P5 make an important contribution to 

investigating the fragmentation of extreme opinions and ideological ideas in addition to the 

political topics on YouTube, and thus to a better understanding of the fragmentation of certain 

groupings in the network and the avoidance of their radicalization. The results of P3 show that 

in particular the users of these groups (e.g., conspiracy theorists) have a high degree of 

homogeneous communication structures in the form of opinions and thus seek contact with like-

minded people. Taking into account the results in paper P7, it has also been empirically shown 

that under certain circumstances, an alienation of the majority society from the global consensus 

of opinion takes place, since the users in the many small communities have little connectivity 

to other users in other communities. Thus, it can be concluded that not only the extreme topic 

can favor homogeneous spaces, but also the functionality of the platform in terms of proposing 

new content and especially how users can join in communities. Algorithm recommendations, 

in particular, can reinforce the formation of isolated communities (Santos et al., 2021) and 

create a sense of community belonging that can be evoked by even single interactions (Rotman 

et al., 2009). In this regard, according to researchers, homogeneity can become a critical driver 

of network interactions in conjunction with recommendation algorithms, as these ensure that 

community visibility is promoted or diminished, even if that group is a minority in the network 
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(Fabbri et al., 2020). In this way, the recommendation systems on platforms allow users to 

discover new political content that they were not formerly aware of through their previous 

sphere of interest (Munger & Phillips, 2022). This may involve the risk that users increasingly 

see extreme and fringe content on the network (Whittaker et al., 2021) and, on the other hand, 

that users already holding extreme attitudes have further extreme content suggested to them by 

the algorithms (Liu et al., 2021). In view of the previously highlighted challenges, a network 

study by Stern and Livan showed that the existence of many different opinions can make it 

difficult to form homogeneous spaces in which a common consensus prevails (Stern & Livan, 

2021). These results highlight issues similar to those addressed in the dissertation, as within the 

investigated networks a large proportion of users who cannot be classified as belonging to 

marginalized groups have shown heterogeneous communication, and a large number of 

comments did not address the actual topic (topic-independent). The aforementioned efforts and 

problems related to the YouTube platform may be solved through further computational 

applications by not only addressing the proposed political videos as in P5, but by further 

investigating how the discussion network evolves to do so as in P4, in order to create a detailed 

image in which a bridge between algorithms and UGC in the form of comments and videos is 

built and also considered. 

 

5.2. Influencing factors that change the homogeneity of opinions and information 

While previous papers (P2‒P5) implicitly took a snapshot of collected data from different topics 

to investigate homogeneity on the YouTube platform, the papers discussed here, P6 and P7, 

investigate the dynamic and temporal aspects of opinion leaders and community structures 

using ABM. The simulation of agent-based models offers the opportunity to simulate the 

temporal dynamics of network interactions in order to gain a deeper understanding of the 

processes of human behavior, such as the formation and dissemination of information and 

opinions in social networks. In this context, social science theories not only serve as an 

experimental object to discover relevant insights and factors, but also serve as theoretical 

foundations for a more realistic specification of parameters and rules in the modeling process. 

The observation of dynamic processes can also provide conclusions about existing network 

structures, as interactions on different topologies might be compared in order to gain insights 

into the connectedness of individuals. In this regard, the second research question asks what 

factors influence the emergence and change of homogeneity in a network of opinion and 

information as described, thus drawing conclusions about homogeneity. Although the 
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homogeneity of these papers was not directly determined by using the E-I index, conclusions 

can nevertheless be drawn from the dissemination of the opinion climate. 

 
Paper P6 investigated the influence of opinion leaders in a two-dimensional opinion 

environment to determine how social network communication evolves in two different network 

topologies. For this purpose, three different types of opinion leaders were implemented: those 

who 1) adopt an attitude for their own camp, 2) adopt an ambivalent attitude and are modeled 

according to the theoretical basis of attitude ambivalence, and 3) those who adopt a discrediting 

attitude toward the other opinion camp and thus weaken it. Since these aspects have not been 

investigated in previous research, this paper uses a computational approach to highlight the 

significant role that opinion leaders play in disseminating opinions and influencing the opinion 

climate. As the results of P6 indicate, ambivalent opinion leaders can balance the opinion 

climate to a certain extent, as more users adopt an ambivalent opinion where there are 

differences in the two network structures evaluated. It is known from previous studies that 

different network topologies have effects on opinion dynamics in the network when interactions 

between opinions occur (Rodrigues & Da F. Costa, 2005). Since network topology is important 

for opinion dynamics and diffusion, it would be plausible that opinion leaders are placed at 

crucial points in networks to achieve a large reach so that many people meet them. With regard 

to the findings in Papers P2‒P5, no explicit factors concerning the change in homogeneity were 

identified, as the studies did not consider dynamic processes and hence only provided 

conclusions about the prevalence of opinion-based and informational homogeneity in networks 

of topics at a certain point in time (snapshot). However, Paper P4, which takes into account the 

temporal component of the fragmentation of the information landscape by looking at it on a 

monthly basis, observed only a minimal difference in the overall homogeneity of information 

when influential hubs in the network are considered, or not, although these hubs were also not 

defined as opinion leaders, but as videos. Performing ABM, on the other hand, ensures the 

realization of various scenarios to be investigated, since the parameter combinations enable the 

change in influencing factors over time to be recognized. Thus, changes in homogeneity can be 

tracked by highlighting influencing factors that emerge during the course of the simulation, 

such as the number or distribution of opinion leaders. Furthermore, ABM is much easier to 

perform since, for example, ambivalent opinion leaders in the network can be defined based on 

theoretical derivations rather than determining them in real data sets by identification 

algorithms and annotating their opinions. However, future studies may extend to investigate the 

interplay of simulation with real-world data and develop an even more accurate ABM. This 

may involve the integration of real network data from online social platforms, where each 
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individual interaction is annotated for the characteristic features of users, (such as message 

sentiment or identification of opinion leaders), such that communication can be represented 

over time. This annotated dataset can thereby serve as a baseline and be used to conceptualize 

further samples for ABM. Much like a permutation test for networks, the edges can be rewired 

in order that different network structures can be included in the overall evaluation. It would also 

be conceivable that within this process, the E-I index is computed at intervals, meaning that in 

addition to the ratio of opinions, another indicator for the evaluation of homogeneity in the 

network can be considered, one which also considers the connections to each other. 

 

In particular, since P7 considers the connectivity of nodes in the network, the findings indicate 

that many smaller communities build up a minority opinion over time when these users have 

few connections to other communities. In this respect, not only the identification of opinion 

leaders could be relevant, but rather the integration of ambivalent opinion leaders to balance 

the opinion climate as people within communities come into contact with ambivalent opinions 

on certain topics, thereby preventing exclusion. This process would lead to people encountering 

cross-cutting information and thus to heterogeneous opinions being exposed. This distribution 

could be especially important in the political and social context. However, these ambitions can 

also lead to the exact opposite, whereby a strong imbalance of opinion leaders to different 

opinion groups is established in the network. Particularly regarding the community structures 

in P7, these opinion leaders in the communities could win the opinion camp for themselves, as 

they are sealed off from other opinions by their low connectivity in the network, where the 

minority opinion does not even enter into a spiral of silence process. This is also in line with 

the results of previous research, which has shown that the minority is more likely to speak out 

if they consider themselves in a safe environment (Matthes et al., 2010). 

 

It should also be noted that Paper P6 has reported that discrediting opinion leaders with respect 

to the other opinion group can further enhance this effect, making it easier to win over the 

opinion group. As P6 argues, this scenario would support the concerns of Sunstein, who argues 

that over time this will favor the polarization of the two opinion groups (Sunstein, 2017).  

Since the modeling in P6 considers that agents are confronted with a diversity of opinions due 

to the two network structures investigated over time, the question remains open as to the extent 

to which a polarization effect could occur in strongly segmented networks. In favor of the 

polarization of two opinion groups, however, one would argue that the network splits into two 

strongly segregated networks in which people are only reinforced by opinions they perceive in 
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their environment. Opinion leaders might favor this process in the setting mentioned above. 

The results also show that a strongly unbalanced distribution of opinion leaders can lead to a 

situation in which the opinion climate is largely won over and the minority opinion is only 

weakly represented. This would suggest that opinion leaders can contribute to a higher degree 

of homogeneity in the network over time. 

 

However, Paper P2, which is based on real-world data on political issues, shows that the vast 

majority of YouTube user comments have no real connection to the actual topic, and thus many 

opinions were annotated as off-topic. Although no opinion leaders could be identified in the 

results of P2, the general opinion climate was very balanced in terms of the number of positive 

and negative comments, which also led to heterogeneous communication behavior. 

 

The results of P7 also show further behavior that leads to a global spiral of silence and which 

transcends several communities, as there is higher connectivity between the communities in 

this case. This would also suggest that a more heterogeneous opinion climate would develop 

until a consensus of the majority opinion was found, in which opinion leaders could possibly 

also have an influence on the opinion picture. This process of a global spiral of silence could 

reflect a closer picture of reality, given that people are confronted with a variety of information 

and also do not focus on just one network (Shearer & Gottfried, 2017). 

 
Furthermore, the findings from P6 and P7 have also pointed out the need for the development 

of ABM in the field of CSS, where theoretical derivations from previous interdisciplinary 

research are used to develop and simulate new agent-based models to achieve a deeper 

understanding of the dynamics of opinion and its formation of social phenomena. Likewise, 

ABM findings can help to generate new hypotheses that can then be tested with field 

experiments.  
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5.3. Implications for research 

 
The dissertation provides implications in the field of CSS and shows new ways to measure the 

homogeneity of communication channels compared to the previous ideological homogeneity. 

The methodological approach from NLP, ML, and SNA in P2‒P5 can be used as a blueprint 

for research in the future to analyze political and controversial issues based on opinions and 

information according to their homogeneity in the network. The applied method and its 

implementation would also be suitable for carrying out cross-platform analysis, in which a 

cross-platform comparison of different topics is made possible; in this case, the network 

structures of the other platform would need to be evaluated and adapted, if necessary. 

Furthermore, it was shown that not only stationary, but also temporary changes in homogeneity 

can be measured (P4), in order to be able to trace a detailed and temporal development of 

different topics. Examining the temporal relationship between different events in more detail 

might help to gain a clearer understanding of the evolution of political topics. Especially in the 

current COVID-19 pandemic, these temporal comparisons can provide important insights, as 

they can specifically trace whether certain events or political precautions have led to a change 

in opinion on topics (e.g., vaccination, mandatory masking). In addition, the results showed that 

other aspects such as opinion leaders and community structure have a possible influence on the 

expression of opinions in the network (P6, P7). Research on misinformation may also adopt 

this approach to identify informationally homogeneous clusters and opinion leaders in order to 

detect the spread of false information as soon as possible, thereby enabling the initiation of 

countermeasures and corrections to address misinformation. As studies have already shown, 

countermeasures such as warnings and additional explanations would enable users to counter 

misinformation, as they can form their own opinions (Kirchner & Reuter, 2020). 

 

The dissertation also provides further theoretical added value to the study of marginal groups 

(extreme ideologies, conspiracy theories) to better understand their communication networks 

and shared content (P3, P5). Previous studies have already suggested that these marginal groups 

may be more likely to have users in more homogeneous spaces and only draw their information 

from these users. The results of Paper P3 suggest that users who support a conspiracy theory 

(and thus can be considered a marginal group) have more homogeneous interactions of 

discussions on content and comments that are consistent with their opinions, and thus are 

consistent with the silence of spiral theory. Likewise, platforms such as YouTube, which 

operate with a recommendation system based on personalized user data, could further amplify 

this effect, whereby users from marginal groups increasingly view like-minded content that 
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arguably aligns with their worldview (P5). The YouTube platform, on which there is currently 

still a low level of research, demonstrates through its diversity of functions and the abundant 

UGC a very broad spectrum of analysis possibilities to better understand social phenomena and 

the way content is suggested by algorithms. Furthermore, the use of ABM, in which more 

complex social psychological processes are represented, can produce meaningful findings that 

can inform current social debates. Overall, the dissertation not only provides a methodological 

blueprint, but also a theory-driven blueprint, focusing on how social science theories can be 

used with computational methods to investigate current phenomena, thus promoting the 

interdisciplinary integration of knowledge.  

 

5.4. Practical implications 

 
The results of this dissertation show that the practical implications for political communication 

can be addressed from different perspectives. From the perspective of political marketing, i.e., 

the strategic positioning and communication of political entities with their environment (Lock 

& Harris, 1996), the computational approaches in the papers (P2‒P4) have practical relevance 

for political parties. Since political parties present their election programs and campaigns on 

social media and thus use them as a marketing tool (Cameron et al., 2016; Enli, 2017), these 

methods could be used to determine and subsequently analyze the opinion-based homogeneity 

on specific political topics of user-generated comments. For instance, political parties may use 

data from social networks for their campaigns to gain a deeper understanding of how 

homogeneous/heterogeneous users' opinions and information on certain topics are (e.g., 

national leadership candidates). However, not only is the content relevant, but also how users 

are connected in the network. Bringing relevant messages to voters quickly and efficiently also 

requires identifying opinion leaders for campaigns who can influence target groups through 

their strong ties (Ozturk & Coban, 2019). The findings from P6 and P7 have demonstrated how 

opinions and information are distributed in networks depending on influencing factors such as 

opinion leaders and their community. Through simulations based on real network data, 

scenarios can be modeled that help to identify opinion leaders for campaigns and work out 

strategies to spread opinions in a targeted way in the network, whereby the network structure 

can also be taken into account in order that various platforms are represented. 

 

The dissertation highlights another practical implication in relation to political education. The 

COVID-19 pandemic has demonstrated how rapidly misinformation can spread on the network 

and how vulnerable individuals are if they unquestioningly trust misinformation (Cinelli et al., 
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2020; Lazer et al., 2018; Melki et al., 2021). In addition, polls revealed that the social media 

usage of German Internet users has grown due to COVID-19, with 62% consuming more 

content and 28% sharing more posts about current events (Bitkom e.V., 2020). The study of 

informational homogeneity might be a useful method to identify homogeneous clusters of 

misinformation and influential hubs in the network in order for platform providers to initiate 

countermeasures. However, as these measures only solve a short-term problem, long-term 

measures should be sought within political education in public administration to sensitize the 

young generation to the current media landscape and media use, so that they can learn to deal 

critically with the platforms and better assess information (Milbradt & Hohnstein, 2017). 

Education on how this misinformation is disseminated in online networks and what content it 

contains could deepen the opinion-forming process of young people and reduce dangers in 

social media. 

 

5.5. Limitations and future directions 

 
As a first limitation, the investigation of homogeneity on only the YouTube platform needs to 

be emphasized. This dissertation examined most studies regarding the YouTube social media 

platform on different topics and research areas, thereby highlighting the significance of the 

various studies on the prevalence of homogeneity in opinions and information. Indeed, the 

platform-specific study of one platform shows its strengths in the detailed comparability of the 

prevalence of topic homogeneity; however, the question remains as to what extent the 

prevalence on these topics is also represented on other platforms (e.g., Facebook, Twitter, 

Instagram, or TikTok). Assuming that in a cross-platform comparison, the same thematic 

content is studied on different platforms, an important aspect from a scientific point of view 

would be to highlight the differences in terms of homogeneity or opinion dynamics in order to 

obtain a more global overview. It is know from previous research that people do not prefer just 

one source of information, but are active on, and also combine, different platforms (Newman 

et al., 2021; A. Smith et al., 2018). Previous evidence also suggests that political communication 

differs by social media platform (Stier et al., 2018; Valenzuela et al., 2018; Yarchi et al., 2021). 

This differentiation in political communication might be connected to technical affordances in 

social media, i.e., how users interact with the platform in terms of its implemented functionality 

and architecture (Bossetta, 2018). For example, Facebook only displays feeds from friends or 

groups that one personally follows, whereas Twitter exposes one to external information such 

as retweets from followers. Another potential issue that may cause communication to differ 

across platforms is referred to as persistence (accessibility of information), which, along with 
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replicability, scalability, and searchability, is another affordance in network communication 

(boyd, 2010). Studies on this have found evidence that message persistence has an impact on 

people's behavior in that it reduces willingness to express political attitudes associated with 

higher individual costs and lower personal benefits (Neubaum, 2021). To investigate these 

cross-platform comparisons, it might be useful to consider the issues raised here when 

evaluating the results in relation to political communication. However, studying different 

platforms can yield a deeper and more global understanding of political communication (Garrett 

et al., 2012), while at the same time providing further perspectives on virtual homogeneous 

spaces by comparing the use of individual users in terms of their media behavior (Dubois & 

Blank, 2018). This would also counteract the "platform bias" currently prevalent in the 

literature, whereby the vast majority of research focuses exclusively on the Twitter platform 

(Van Aelst et al., 2017).  

 

However, this may be related to the fact that data access to the platform-specific API is more 

readily available than for other platforms, which may also be linked to further restrictions and 

hurdles to data access (Stieglitz et al., 2014). Furthermore, the aspect of "Big Data" should not 

be overlooked, as the analysis of a multitude of social media data on different platforms poses 

a far greater challenge in the areas of data discovery, data collection, and data preparation 

(Stieglitz et al., 2018). Particularly since SNS have become an increasingly important part of 

human life and have changed the way people communicate with each other, it is even more 

important for CSS to analyze diverse data types (textual, visual) in future research to gain new 

insights in this area. For example, visual framing techniques could be used to answer questions 

about how visual information such as YouTube thumbnails are displayed and how they 

influence users. Here, future research might use computer vision, which is the automatic 

analysis of visual information such as images or videos in combination with artificial 

intelligence to derive meaningful information from the data in order to identify patterns. This 

raises not only ethical issues, but also questions about data protection and how science should 

deal with publicly available personal data on SNS.  

 

From the point of view of CSS, which studies the social behavior of people by means of 

computational methods, it is for these reasons that new innovative concepts that overcome the 

previous barriers to reproducibility, transparency, and the basic ethical concepts of these data 

need to be developed, in order to provide clarity and to comply with the basic guidelines of 

modern science (Merton, 1973). The open science movement clearly demonstrates the 
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importance of researchers having a common repertoire to share data. This challenge, however, 

also goes hand in hand with the regulations of the platform providers, which, for the most part, 

prohibit researchers from sharing the data, thereby posing a major problem from the perspective 

of science, given that it is therefore not possible to establish the external replicability of this 

proprietary data (Theocharis & Jungherr, 2021). Another limitation that must be considered in 

the dissertation is that although it is technically possible to provide software to retrieve data 

from the platform, this might lead to slightly different results, since data may have been deleted 

by the platform or the user. 

 

Studies that address ABM and use theory-driven research to examine social phenomena provide 

an opportunity to generate new data and hypotheses for future research. Thus, using P6 and P7, 

it was possible to illustrate the influence opinion leaders might have on opinions and the 

influence communities would have in expressing opinions, given the spiral of silence 

mechanism. Nevertheless, there is a principal limitation in simulation studies, as they generate 

an artificially created scenario that is supposed to represent a certain image of reality. The 

findings of the studies generally provide a basis for creating further hypotheses, which can be 

investigated through further research using field experiments and surveys to build a bridge 

between micro and macro levels. Thus, models that include opinion dynamics can provide 

insight into certain theories under pre-programmed conditions, making it possible to understand 

the micro and macro level relationship in more depth. In addition to examining individual 

sociological theories, future research may address how the interplay of multiple intertwining 

theories has an impact on opinion formation and homogeneity, as these theories might provide 

more accurate representations of reality, but are also more complex to model. 

 

Conclusions on the two guiding research questions can be presented as follows: The results 

show that political homogeneity is not widespread for the average user and that YouTube users 

develop more heterogeneous communication behaviors when sharing (as in the case of COVID-

19) about politically controversial topics or current information about the current political 

situation. However, the results also show that marginalized groups in society, such as people 

who advocate conspiracy theories, exhibit moderate levels of homogeneity and are more likely 

to engage with like-minded people. Furthermore, the results show that opinion leaders as well 

as the structure of communities in networks can be characterized as influencing factors in the 

change and emergence of political homogeneity, as they have an impact on opinion over time. 
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In retrospect, it can be summarized that new technological capabilities of computational 

methods can enable upcoming research to look at social phenomena from different perspectives, 

thus reducing the acceptance of society in relation to social media. This is also favored by the 

rapidly growing social media ecosystem, which promotes interactions between (new) platforms 

and access to more data. The upcoming challenge can be overcome by the interdisciplinarity of 

research fields to obtain a synthesis of knowledge from different disciplines. In this regard, the 

dissertation has presented results to expand our understanding of the prevalence of homogeneity 

of social networks, an understanding that needs to be deepened in further research.  
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ness in online communication, we argue that it is necessary to focus not only 
on ideological homogeneity in online environments, but also on the extent 
to which speci!c political questions are discussed in a uniform manner. This 
study proposes an innovative combination of computational methods, inclu-
ding natural language processing and social network analysis, that serves as 
a model for future research examining the evolution of opinion climates in 
online networks. Data were gathered on YouTube, enabling the assessment 
of users’ expressed opinions on three political issues (i.e., adoption rights for 
same-sex couples, headscarf rights, and climate change). Challenging widely 
held assumptions on discursive homogeneity online, the results provide evi-
dence for a moderate level of connections between dissimilar YouTube com-
ments but few connections between agreeing comments. The !ndings are 
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Social media such as YouTube, Facebook, or Twitter have fundamentally 
changed people’s political communication by offering the opportunity to 
exchange opinions across time and geographical barriers. At the same time, 
there are risks associated with the use of social media, such as being expo-
sed to manipulative agents like social bots, the viral spread of misinforma-
tion, or the formation of echo chambers, i.e., online spaces in which users 
exclusively encounter information and opinions in line with their own.

According to current research, these risks could (a) undermine the 
heterogeneity of opinion climates (Graham, 2015), (b) narrow (political) 
world views and even convey distorted pictures of public opinion to indi-
vidual users (Neubaum & Krämer, 2017), and (c) foster a polarization of 
viewpoints and fragmentation of society (Sunstein, 2017). Empirical stu-
dies using computational methods (i.e. network analyses) have found that 
users in networks such as Twitter indeed move in ideologically homogene-
ous clusters, but are still confronted time and again with information and 
opinions divergent from their own (e.g., Bakshy, Messing, & Adamic, 2015; 
Guo, Rohde, & Wu, 2018) which, in turn, has been shown to contribute to 
depolarization (Beam, Hutchens, & Hmielowski, 2018).

While these examples provide initial evidence on ideological homogen-
eity in online networks (e.g., are Democrats more likely to be connected to 
Democrats?), a focus on ideology can only serve as a proxy for the extent 
to which individuals encounter views that are dissimilar to theirs. When it 
comes to analyzing the connection between similar and dissimilar stan-
ces, it seems more informative to focus on specific politically and civically 
relevant topics that are factually debated, that is, on the content of the 
discussion.

Against this backdrop, the present study proposes an analytical ap-
proach that addresses specific issue-related discussions on social media 
and opinion-based homogeneity therein. Accordingly, we refer to opinion-
based homogeneity as the extent to which a set of political opinions that 
are similar are connected with each other (relative to the extent to which 
they are connected to dissimilar opinions). While ideological homogeneity 
operates on a general group level in terms of being, for example, liberal 
or conservative, opinion-based homogeneity requires a reference to speci-
fic political topics. This topic-oriented approach is thought to offer a more 
nuanced view of the nature of homogeneous versus heterogeneous online 
discussions and the prevalence of like-minded spaces when it comes to po-
litical discussions.

To our knowledge, no research has addressed online homophily based 
on opinion-based homogeneity by combining natural language processing 
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and social network analyses. Using the amalgamation of these two approa-
ches, this study investigates to what extent citizens’ opinion expressions 
in the form of user-generated comments are related to each other when 
they represent a similar stance on a politically relevant question. To this 
end, written German user-generated comments on political issues were 
analyzed.

Literature in this area has been limited to the investigation of social 
media platforms such as Facebook and Twitter, largely neglecting the most 
popular video-sharing platform YouTube. According to the website ranking 
platform SimilarWeb1, YouTube is visited more often (28.9 billion visits in 
the last six months, as of November 2019) than Facebook (24.6 billion), and 
significantly more than Twitter (4.6) or Instagram (4.1). YouTube is turning 
more and more into a platform where users not only watch videos, but es-
pecially young users form communities to discuss videos or topics, and ex-
change opinions on current politically relevant debates (YouGov & BRAVO, 
2017). Thus, it seems a pressing need to investigate the potential existence 
of political like-mindedness on the social platform YouTube. To formalize 
the general objectives of this paper, two questions guide this research:
RQ1.  How high is the prevalence of opinion-based homogeneity among 

YouTube comments on specific political topics?

When addressing online homogeneity, there might still be differences bet-
ween homogeneity at a large scale, referring to the whole network (e.g., 
the whole platform) which covers the full range of the topical discussions, 
and sub-networks in which discussions are based on reciprocal responses. 
Consequently, we ask:
RQ2.  How does opinion-based homogeneity vary between analyses on a 

macro level (i.e., focusing on discussions across the full network) 
and a micro level (i.e., focusing on sub-networks) among YouTube 
comments?

To address these questions, this paper presents a combined approach of so-
cial network analysis (SNA) and sentiment analysis (SA). Crawling a multi-
content social networking platform such as YouTube allows us to create a 
model based on unstructured German YouTube comments to predict the 
sentiment score of multiple users toward specific controversial topics. In 
particular, the present approach uses support vector machines (SVM) to 
predict the sentiment score on German comments of controversial poli-
tical discussions on YouTube. These analyses were run for three different 
politically relevant topics: the right of same-sex couples to adopt children, 
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a ban on headscarves, and climate change. These topics have been discus-
sed extensively in the public and represent good examples of divisive issues 
that are associated with fundamental moral questions.

Background

Political Homogeneity in Online Communication
In many instances, it has been suggested that politically and civically rele-
vant communication on social media can hold individual users captive in 
spaces in which they are exposed to political views that are in line with their 
pre-existing opinions (i.e., so-called “echo chambers”) (Boutyline & Willer, 
2017; Sunstein, 2017). In light of democratic ideals, politically homogeneous 
spaces are assumed to lead to political polarization and radicalization since 
users are allegedly caught in self-reinforcing networks which, in the long 
run, could become more extreme (Prior, 2007). When it comes to analy-
zing whether and how individuals might get “caught” in those like-minded 
networks, different (non-mutually exclusive) scenarios are conceivable 
(Flaxman, Goel, & Rao, 2016; Geschke, Lorenz, & Holtz, 2019): (a) users ac-
tively homogenize their network and, therefore, their information sources, 
(b) algorithms shape the ideological environment of users, or (c) users are 
incidentally exposed to a thread of like-minded information (e.g., when 
comments refer to other comments that are uniform in the stance they ex-
press). The present work focuses on the latter scenario and investigates to 
what extent user-generated comments on political questions are related to 
congenial comments by others.

Initial evidence focusing on political homogeneity online showed that 
people are indeed connected to like-minded users to a larger extent than 
to politically opposing users in the United States (e.g., Bond & Messing, 
2015; Boutyline & Willer, 2017). Theoretically, this pattern can be explained 
by the notion of selective exposure (Colleoni, Rozza, & Arvidsson, 2014; 
Knobloch-Westerwick, 2014; Zillmann & Bryant, 1985): People experience 
positive emotions when consuming information that conforms to their 
pre-existing views and feel stressed when the information contradicts their 
views. As a result, they seek out situations in which they are exposed to 
information that is in line with their views. This makes them more likely to 
affiliate with like-minded others and create homogeneous groups. While 
social media users may commonly be fully in control of their virtual ac-
quaintances (e.g., in terms of friending or following someone or a news 
channel), they may not have full control over the information and stances 
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they are exposed to incidentally, for instance, when browsing through cer-
tain Facebook or YouTube news channels (Lu & Lee, 2018). Following this 
logic, it seems worthwhile to ask to what extent users are actually exposed 
to and in contact with opinions they disagree with.

Empirical research addressing the potential existence of echo chambers 
in online networks has been based on two different approaches: On the 
one hand, survey research has relied on subjective estimates by social me-
dia users. This line of research, asking participants how frequently they are 
exposed to opinion or ideological diversity, has shown that on social media, 
people are incidentally exposed to heterogeneous opinions (e.g., Kim, 2018; 
Lee, Choi, Kim, & Kim, 2014; Lu & Lee, 2018; Vaccari et al., 2016). On the 
other hand, another series of studies used observational data and made use 
of computational methods, especially focusing on SNAs.

The Assessment of Political Homogeneity Online based on Social Network 
Analyses
As a widely used method in research focusing on political homogeneity, SNA 
examines the properties of social networks – networks composed of people 
and their social connections with one another. In SNA, the property of an in-
dividual to seek social connections to other individuals with similar charac-
teristics is called homophily. In other words, homophily is described as “the 
principle that a contact between similar people occurs at a higher rate than 
among dissimilar people” (McPherson, Smith-Lovin, & Cook, 2001, p. 416).

Several studies have therefore used network analysis to examine politi-
cal like-mindedness in network data. Bakshy et al. (2015) analyzed Facebook 
data to examine the political homogeneity of friend networks to identify 
whether users read and share messages that are more consistent with their 
political ideological beliefs than cross-cutting content. Their findings sho-
wed that about 20% of users’ Facebook friends were from the opposing 
party, which increases the probability that users will receive content that di-
verges from their own ideology. Another study focused on Twitter data to de-
termine ideological homogeneity by analyzing 3.8 million Twitter users and 
a dataset of almost 150 million tweets on political and non-political topics 
(Barberá, Jost, Nagler, Tucker, & Bonneau, 2015). Their results revealed that 
Democrats were significantly more likely than Republicans to be involved in 
the cross-ideological dissemination of political and non-political informa-
tion. Recently, Del Valle and Bravo (2018) ran an SNA of the Twitter network 
among Catalan parliamentarians and how information flows among them. 
Their study found that representatives are more likely to interact with mem-
bers of their own party who share the same political interests.
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On a methodical level, to identify echo chambers which are characteri-
zed by “disproportionate connections among ideologically similar political 
communicators” (Jasny, Waggle, & Fisher, 2015), the structural properties 
of the social network – specifically, the likelihood of connections between 
members of a group – need to be compared with the political views of the 
members of the network. If the two are related, that is, if there is a group 
of individuals with a disproportionately high density of intra-group con-
nections compared to the number of outside connections, whose members 
share political views that they do not share with non-members, this group 
can be considered an echo chamber, that is, a politically homogeneous 
communication space.

The identification of political homogeneity, thus, requires two steps: iden-
tifying a group (i.e., a subset) of users who agree politically, and measuring 
whether there is a disproportionately high number of connections between 
group members. Researchers have used various methods for both steps.

A useful way of quantifying the relationship between intra-group and 
inter-group connections is the E-I index. It was presented for the first time 
by Krackhardt and Stern (1988) and compares the strength of internal con-
nections between members of a class to the strength of external connec-
tions to non-members. Other studies examining political echo chambers 
used similar methods and based their conclusions on the E-I index, e.g., to 
assess the fragmentation between pairs of discussion networks or the ef-
fect of tie strength on the polarization in such networks (Bright, 2018; Chan 
& Fu, 2017). By using the E-I index, it is possible to quantify the degree to 
which members of a group interact with each other, as opposed to interac-
ting with others outside the group.

In addition, the identification of political homogeneity requires infor-
mation about the political affiliations or views of the members of a social 
network. With observational network data at hand, the arguably most 
accurate source for inferring an actor’s political views is the set of posts 
and comments in which he/she expressed his/her viewpoints. Working 
with unstructured text data poses especially difficult challenges (Stieglitz, 
Mirbabaie, Ross, & Neuberger, 2018), but there are a few studies that have 
used methods from natural language processing to tackle this problem.

Identifying Political Opinions based on Sentiment Analyses
Natural Language Processing (NLP) is a branch of Artificial Intelligence (AI) 
that deals with the interaction between human language and computers to 
allow them to understand incoming information and process it independent-
ly. One subdivision of NLP is called Sentiment Analysis (SA), also known as 
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opinion mining. Machine learning approaches to SA classify texts by identify-
ing their sentiment based on previously learned patterns. Machine learning 
“addresses the question of how to build computers that improve automatical-
ly through experience” (Jordan & Mitchell, 2015, p. 255). SA is a common tool 
to summarize emotional communication patterns on social media and is be-
coming increasingly important in the field of social media analytics (Stieglitz 
et al., 2018). Sentiment analyses are ideally suited to address the distribution 
of positive and negative viewpoints on a question of interest.

This method is of particular interest for the identification and further 
investigation of political homogeneity online. With this approach, it is 
possible to recognize whether and which people expressed a positive or 
negative stance on an issue and whether users are referring to each other. 
There are only few studies on political homogeneity which use machine 
learning approaches to infer the political views of users from the content of 
their messages. Colleoni et al. (2014) classified Twitter users as either poli-
tical or nonpolitical (based on training data from blog posts) and as either 
Democrat or Republican (based on training data from users’ tweets). Their 
results suggest that the degree of homophily varies by political orientati-
on: Democrats were less likely to have outbound ties to Republicans than 
Republicans to Democrats. Studies employing similar methodical approa-
ches found that users are more likely interact with those who express simi-
lar views or stances than with those voicing dissimilar views (Himelboim et 
al., 2016; Williams, McMurray, Kurz, & Lambert, 2015).

While previous research, therefore, offers initial evidence on how ex-
pressed sentiments are spread all over a network, most previous studies 
investigated the Twitter network in which users are explicitly connected 
to each other (by the feature of “following”) and this original connection 
might be subjected to selective exposure tendencies (i.e., getting virtually 
acquainted only to those who are politically similar). Still, it has been left 
open how users respond to each other on particular issues on platforms 
that have less structured networks (e.g., YouTube), increasing the chance 
of getting exposed to counter-attitudinal content. For this purpose, it is ne-
cessary to a) focus explicitly on discussions about specific political topics 
and b) analyze the network and its sub-networks that are formed based on 
these topical interactions.

The Present Approach: A Combination of Sentiment and Social Network 
Analyses to Assess Opinion-Based Homogeneity
So far, we are unaware of approaches in which homogeneity is applied to 
individual topics and simultaneously combined with automated content 
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analysis and SNAs. Previously, the determination of homogeneity was based 
on the basis of ideological classifications (i.e., the network patterns among 
liberals versus conservatives). We are only aware of few studies which exa-
mined polarization on the basis of topic-oriented approaches (e.g. Chan & 
Fu, 2017; Häussler, 2018). However, as public opinion forms based on issue-
related discussions, it is key to focus on the analysis on specific topics. To 
this end, a combination of NLP – more precisely, automated SA – and SNAs 
is necessary. The present approach is structured as follows: First, based on 
manually labeled comments, the SA is performed with an SVM to predict 
the opinion climate for the entire network. Second, the results of the SA are 
then transformed into a network structure to compute the opinion-based 
homogeneity using the E-I index.

Method

Dataset
All data in this study were collected using a custom developed Python ap-
plication which is directly connected to the YouTube API. Our application 
is able to collect multiple datasets by querying the internal YouTube search 
list, the video list, the comments list, and the replies list of each individual 
video. Each request to the respective list has its own URL that allows the 
API to be accessed and data to be collected2. For each list, we stored the 
requested data in a relational database.

The collected data contain the comments and replies of three contro-
versial topics in Germany: “Kopftuchverbot in Deutschland” (headscarf ban 
in Germany), “Adoption für homosexuelle Paare” (adoption for same-sex 
couples) and “Klimawandel” (climate change) which also served as search 
queries. All of these topics are associated with political questions on which 
members of society have offered different answers. It has been suggested 
that especially morally loaded and controversial topics imply the poten-
tial to elicit processes of homogenization of opinion climates over time 
(Noelle-Neumann & Petersen, 2004). Accordingly, we believe that opinion-
based homogeneity is more likely to be prevalent when focusing on such 
political topics (see Appendix A3 for more information about these topics).

When requesting the videos via search list, the parameter “relevantLan-
guage” was set to the value “de” in order to get primarily German content. 
Furthermore, we sorted the search queries for videos according to their re-
levance using the parameter “order,” whereas the parameter value is set to 
“relevance.” While the two datasets “adoption rights” and “headscarf ban” 
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were acquired on May 15, 2018, the dataset on “climate change” was col-
lected on January 22, 2019. Each dataset contains the user-generated com-
ments as well as associated replies.

Table 1 provides an overview of the crawled videos with their corres-
ponding search term and the data provided by this crawling. To analyze a 
more accurate selection of videos that reflect political issues, we filtered the 
videos by a specific categoryID4. In this case, a categoryID of 25 indicates 
the category of “Politics and News” in the YouTube API.

Classification of opinions in social media

Manual Labeling
We created a human-annotated gold standard to create a sample of the 
4,000 German YouTube comments for each topic by defining a coding sche-
me. This scheme ensures that the unlabeled data can be assigned to a uni-
que class which represents the sentiment of the message. We use the term 
“sentiment” referring to comments expressing a positive or negative stance 
towards a specific topic (e.g., if a comment states “I hate headscarves,” this 
comment is classified as having a “negative” opinion of headscarves). This 
does not apply to comments whose general tone is positive or negative if 
they do not explicitly express a stance on the respective controversy.

We selected two well-trained independent annotators who received the 
same dataset with 4,000 randomly selected comments and replies for each 
topic. The data were labeled considering three mutually exclusive classes: 
negative, positive, and others. The coding scheme with corresponding to-
pics and the listed classes is represented in Appendix A3.

Agreement between the two annotators was measured using 
Krippendorff ’s alpha (Hayes & Krippendorff, 2007). The value of 0.63 was 
obtained for 3-class annotation of the adoption rights data, whereas a value 
of 0.67 was obtained for the headscarf ban data. In the case of the climate 
change dataset, a value of 0.54 was determined. All inter-annotator agree-
ment values are valid for further processing. To ensure better results for 
the machine learning model, we decided to use only those comments for 

Table 1. Crawled YouTube videos.

Search keyword total 
results

total  
likes

total 
dislikes

total  
views

total  
comments

filtered 
comments

Adoption for same-sex couples 266 31,876 8,509 2,576,318 15,889 8,443
Headscarf ban in Germany 320 199,912 26,393 7,247,958 48,354 14,277
Climate change 336 167,236 16,136 10,387,029 46,894 18,185
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further analysis on which both annotators agreed. This strategy guarantees 
that the sentiment can be clearly assigned to a unique class without incon-
sistencies. Table 2 shows the distribution of sentiment classes for each of 
the three datasets.

To derive the impact of the data showing a disagreement between the anno-
tators (borderline cases), we later projected these data onto our trained  model 
to determine to what degree our model takes these borderline cases into ac-
count. The contingency table and the graph can be found in Appendix B3.

Data Pre-Processing
We implemented multiple data pre-processing steps that structure and 
clean the data to decrease the level of noise in the subsequent analyses. 
These steps were the creation of a training (80%) and a testing set (20%), 
their cross-validation, and the transformation of cleaned comments to 
Term Frequency-Inverse Document Frequency (TF-IDF) vectors (for more 
information about the data pre-processing see Appendix C3).

Support Vector Machine (SVM)
The application of SVM in text classification or SA has been successfully 
carried out in many studies. A recent study used the in-memory frame-
work Apache Spark to apply a SA by using an SVM with an rbf kernel to 
classify microblog comments (Yan, Yang, Ren, Tan, & Liu, 2017). Al-Smadi, 
Qawasmeh, Al-Ayyoub, Jararweh, and Gupta (2018) compared the perfor-
mance of recurrent neural networks (RNN) and SVMs on a comprehensive 
aspect-based SA of Arabic hotel ratings. The results indicate that the SVM 
performs superior to the deep RNN in terms of the research tasks (aspect 
category identification, aspect opinion target expression, and aspect sen-
timent polarity identification). However, the use of SVM combined with 
the network method to measure homogeneity/heterogeneity in online net-
works is novel. The results of the above-mentioned studies were very pro-
mising, and the performance of the classifiers was very high. Therefore, we 
decided to adapt them as a basis for our research.

Table 2. Labeled datasets indicating the distribution of di!erent classes.

Sentiment
Dataset
Adoption rights Headscarf ban Climate change

Negative 339 400 416
Positive 530 294 356
Others 2432 2769 2328
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The training of the SVM is realized by a pipeline (fixed sequence 
of steps) which starts by importing the cleaned training dataset and 
transforming the text data into numerical feature vectors to make them 
readable for the algorithm. We used a bag-of-words approach of assig-
ning each word to an integer and returning a vocabulary dictionary in 
the form of a document-term matrix. The pipeline ends by fitting the 
TF-IDF vectors in the SVM. Combining the processes of 5-fold cross-
validation and grid search, we can initialize different parameters during 
training and localize the best combination of parameters for each fold 
separately. The best parameter set is used which reaches the highest 
subjective F1-score.

The F1-score is used to determine the performance of the model. 
Especially when the class distribution is uneven, it is more precise than 
the simple accuracy measure. In a systematic test, we used an SVM with a 
linear kernel based on the LIBSVM implementation (Chang & Lin, 2011) of 
scikit-learn (Pedregosa et al., 2011). The optimization of the parameters was 
carried out through a grid search in 5-fold cross-validation. Instead of only 
tuning the parameters of the classifier, we also tuned parameters that deal 
with the process of data pre-processing. The list of all tuned hyperparame-
ters is given in Appendix D3.

The evaluation of the final model with their optimal parameters is based 
on the unseen test dataset. We apply the weighted F1-score as the metric to 
measure the performance of the model. Table 3 reveals the results of the 
prediction on the test dataset with their metrics.

Table 3. Summary of the precision, recall, F1-score for each class.

Topic Sentiment
Metrics

Precision Recall F1-Score Support

Adoption rights

Negative 0.62 0.52 0.56 64
Positive 0.61 0.75 0.67 108
Others 0.93 0.91 0.92 489
Weighted avg. 0.85 0.84 0.85 661

Headscarf ban

Negative 0.56 0.53 0.54 76
Positive 0.72 0.54 0.62 57
Others 0.93 0.96 0.95 560
Weighted avg. 0.88 0.88 0.88 693

Climate change

Negative 0.67 0.63 0.65 99
Positive 0.49 0.41 0.44 69
Others 0.91 0.95 0.93 452
Weighted avg. 0.83 0.84 0.83 620
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The normalized confusion matrices for the three datasets (see Figure 1) 
shows that the F1-score is strongly driven by the “others” category. Precision 
and recall for the positive and negative categories are lower. In summary, 
the confusion matrices show that the biggest performance losses are due 
to the classes positive and negative. In both classes, data is likely to be clas-
sified in the opposite category which may be due to the low amount of trai-
ning data.

Since the classifier achieves valid predictions on the test dataset and an 
adequate F1-score of 0.85 for the adoption dataset, 0.88 for the headscarf 
ban dataset, and 0.83 for the climate change dataset, it was used to predict 
the sentiment of the comments across the whole dataset.

Some users wrote several comments, each of which may express a com-
bination of stances. To simplify the visualization of the network structure 
and the calculation of homogeneity, each user was assigned exactly one 
class as follows. Platt scaling was used to generate probability estimates for 
each class and comment (Chang & Lin, 2011). In order to summarize these 
values, we calculated, for each user, the average probability of each class 
across their comments. The user was assigned to the class that was the most 
likely on average. For an overview of the distribution of the predictions, 
please see Appendix D3.

Building a Network on YouTube
In contrast to other social networking sites such as Facebook and Twitter, 
in which friendship requests and follower relationships play an integral 
role, the structure of the social network of YouTube users is not nearly as 
visible. Users can interact by commenting on videos and by commenting 
on other users’ comments. In this study, we examined the interactions 

Figure 1. Normalized confusion matrix across all classes.
(a) Adoption rights
(b) Headscarf ban
(c) Climate change
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between users’ comments, associated replies, and users who uploaded the 
video. Thus, the focus lies on the exchange of messages between users. The 
SNA is structured in three parts. The first part is the creation of the network 
using the YouTube data to visualize the interactions across all videos (see 
Appendix F3). Statistics are used to provide a general overview of the net-
work and to detect any conspicuous features. The second part deals with 
the computation of opinion-based homogeneity with the Krackhardt E-I 
ratio of the global network. The last part of the network analysis includes 
the segmentation of the networks into smaller sub-networks using the fast-
greedy algorithm and the calculation of opinion-based homogeneity on a 
macro level (covering every comment on YouTube on that topic) as well as 
exchanges on the micro level (in sub-networks).

As we aim to identify the extent to which users have varying opinions 
on a particular topic, we decided to exclude the category “others” from the 
analysis as well as self-links. Topic modeling was used to gain an overview 
of the data that was thus discarded (Appendix E3). The results show that the 
comments in this category were off-topic and therefore do not directly con-
tribute to the discussion between proponents and opponents on the three 
controversies. The removal of these off-topic posts from the network led to 
the creation of isolated nodes that no longer had any connections to other 
nodes and, therefore, had a degree equal to zero. These nodes were also 
deleted from the network. To ensure that the results with the class “others” 
are not entirely ignored, we also performed the entire analysis on all three 
networks including this category. The findings can be found in Appendix F.

To understand and explore the network more closely and to gain a dee-
per insight, we have calculated various statistics and reported the results for 
the three datasets in Table 4.

Table 4. Network properties.

Network parameter
Datasets
Adoption rights Headscarf ban Climate change

Nodes 536 968 626
Edges 523 1064 703
Avg. degree 0.98 1.10 1.12
Diameter 3 3 4
Max out-degree 8 18 87
Max in-degree 469 615 300
Density 0.0018 0.0011 0.0018
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The characteristics of all directed networks shown in Table 4 demon-
strate that the average degree is about one, suggesting that a typical user 
interacts with approximately one other user. In general, accounts that have 
uploaded a video that many other users have commented on have a higher 
in-degree (comments addressed to them). In addition to the in-degree, the 
out-degree shows which users have interacted with other users the most 
frequently by writing a comment. The low density values might be ex-
plained by the fact that the data originates from a real network in which 
the users are not linked by friendships but by their comments to each other, 
as well as by the high number of nodes. This pattern seems plausible in a 
public network where the investigation and the focus is on comments. The 
combination of in-degree, out-degree as well as number of nodes and edges 
explain the difference in the diameter.

Measuring Opinion-Based Homogeneity
One of the main goals of this study is the measurement of opinion-based 
homogeneity based on the sentiment of comments. To measure the degree 
of homogeneity, the E-I index is an appropriate choice. The formula of the 
global E-I Index is defined as follows:

EI� Index E I
E I

 
�
�

where E is the number of external links to a given subgroup (sentiment) and 
I is the number of internal links to or between nodes within that subgroup 
(sentiment).

The index is in a range of -1.0 to +1.0. A value of -1.0 indicates that the 
network is entirely homophilous with respect to the classes, i.e., all con-
nections in the network are between members of the same class (alterna-
tively, each connected component in the graph only involves members of 
the same class.). A value of +1.0 indicates an entirely heterophilous network 
in which there are no connections between members of the same class  
(i.e., a multipartite graph). In addition to measuring the global homogen-
eity of the network, it is possible to compute a homogeneity value for each 
specific class (or sentiment) to identify which sentiment has characteristics 
of a homogeneous interaction cluster. For example, the E-I index of the ne-
gative class would be -1.0 if all connections, both incoming and outgoing, 
that involve a member of the negative class were links to members of the 
same class. It would be +1.0 if there were no direct connections between 
any two members of the negative class. The index has previously been 
used in studies to investigate homogeneity in offline networks (Eveland & 
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Kleinman, 2013; Levendosky et al., 2004). To clarify the interpretation of 
the E-I index, Appendix F3 shows three networks with different properties.

Identification of Communities and Extraction of Sub-Networks
The detection of sub-networks to calculate the opinion-based homogeneity 
of each community could give further clues about the opinion climate and 
possible differences between the macro and the micro level. Especially in 
sociology, it is necessary for many activities to identify the internal struc-
tures and groups of social networks. However, this can also be applied to 
online social media such as YouTube, Facebook, or Twitter in order to re-
cognize the community structure of a network of users.

For this study, we used the fast-greedy algorithm introduced by Newman 
(2004) and Clauset, Newman, and Moore (2004) which is a hierarchical 
approach for the optimization of modularity in network analysis. This al-
gorithm has already been applied to social network data from Twitter in 
several studies (e.g., Mercea & Yilmaz, 2018) and has also achieved the best 
results in the area of community detection based on modularity (Bello-
Orgaz, Hernandez-Castro, & Camacho, 2017). The goal of this technique is 
to optimize the modularity to find community structures in the network. 
The higher the modularity score, the better is the sophisticated internal 
structure of the network represented. To determine the algorithm, we com-
pared fast-greedy on a test basis with two other algorithms called Walktrap 
(Pons & Latapy, 2006) and Louvain (Blondel, Guillaume, Lambiotte, & 
Lefebvre, 2008); the results can be found in the Appendix G3.

Results

Figures 2-4 show the graphical representations of all three topic networks. 
The nodes in the network represent individual users of YouTube, i.e., users 
who have written comments, users who have responded to comments, and 
channel owners, some of whom have also written comments or replies. The 
color of the nodes represents their sentiment score: red for negative, green 
for positive, and black for channel owners who have not written any com-
ments and are only in the dataset because they uploaded a relevant video.

Due to the aggregated probability values of the individual classes, it is 
easy to detect which opinion the users represent. The connections of the 
individual nodes to each other reflect their interaction in the form of com-
ments. It should be noted here that this is a directed network, so it is pos-
sible to see the direction of the information flow. The hubs in the network 
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represent channel owners who uploaded the videos that many users com-
mented on. Furthermore, it can be seen that apart from the hubs, the con-
nections to the individual nodes are distributed in a very mixed way and, 
thus, a heterogeneous opinion climate prevails.

Looking at the classes for each topic, it is evident that YouTube users 
more often comment on messages that express an opinion that is different 
to their own than on messages with a similar stance. This is corroborated 
by the E-I index which approaches +1.0 and the relatively small number of 
internal ties (see Table 5). In addition to the visualization of the entire net-
work, the three largest sub-networks are presented graphically in Figure 5.  
The visualization of the sub-networks gives a more detailed view of the 
network because it offers evidence about the opinion-based homogeneity 
related to videos with a higher number of comments.

Figure 2. Discussion network on the topic of adoption rights for same-sex couples.
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By dividing the network into sub-networks, the individual communities 
can be examined more precisely, i.e., structures of single or several channel 
owners are recognized more effectively.

When comparing the three largest sub-networks of each dataset, it is 
noticeable that sub-networks on the topics “headscarf ban” and “climate 
change” have a higher number of users responding to comments. This is 
in line with the significantly higher number of comments related to those 
topics. Furthermore, both topics are marked by denser network structures 
in which different channel owners are linked by users.

The sub-communities are relatively large, and they do not reflect ho-
mogeneous opinion climates with users unanimously speaking out in favor 
of or against a political decision. Instead, they show a moderately diverse 
exchange of opinions. By examining the sub-networks, a significantly more 
precise analysis and results can be created for the micro-level where only 

Figure 3. Discussion network on the topic of the headscarf ban.
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Figure 4. Discussion network on the topic of climate change.

Table 5. Properties of opinion-based homogeneity.

Sentiment
Network statistics

Internal Ties External Ties Class E-I Index Global E-I Index

Adoption rights
Negative 31 173 0.70

0.72
Positive 41 278 0.74

Headscarf ban
Negative 194 621 0.52

0.58
Positive 28 221 0.78

Climate change
Negative 102 320 0.52

0.61
Positive 34 247 0.76
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Figure 5. Sub-networks.
(a) Adoption rights
(b) Headscarf ban
(c) Climate change
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specific sections of the whole network are visible. It can be noted that every 
sub-network exhibits heterogeneous behavior with regard to the opinion 
climate. Table 6 shows the results for sub-networks of global as well as class 
E-I Indexes.

Discussion

The present work was intended to (a) offer a new methodological approach 
to address opinion-based homogeneity using a combination of NLP and 
SNA and (b) provide preliminary evidence on the prevalence of opinion-
based homogeneity regarding three (politically) controversial topics dis-
cussed on the platform YouTube.

Addressing RQ1, results based on the combination of NLP and SNA did 
not offer evidence for opinion-based homogeneity regarding positively and 
negatively valenced YouTube comments on the topics of adoption rights 
for same-sex couples, the prohibition of headscarves, or climate change. 
Instead, we found a moderate level of opinion-based heterogeneity when 
it came to the connection, that is, cross-references among user-genera-
ted comments on YouTube. In other words, comments on these three 

Table 6. Properties of opinion-based homogeneity – Sub-networks.

Dataset Sub-network Sentiment

Statistics
Internal  

Ties
External  

Ties
Class E-I 

Index
Global E-I 

Index

Adoption 
rights

I
Negative 1 15 0.88

0.92
Positive 2 58 0.93

II
Negative 9 19 0.36

0.61
Positive 0 18 1

III
Negative 1 12 0.85

0.94
Positive 0 22 1

Headscarf ban

I
Negative 30 182 0.72

0.77
Positive 0 49 1

II
Negative 28 71 0.43

0.59
Positive 1 40 0.95

III
Negative 42 71 0.26

0.35
Positive 0 17 1

Climate 
change

I
Negative 2 48 0.92

0.89
Positive 3 39 0.86

II
Negative 8 35 0.63

0.79
Positive 1 41 0.95

III
Negative 4 26 0.73

0.61
Positive 11 36 0.53
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political issues were more likely to be connected to dissimilar than to simi-
lar comments.

Regarding RQ2, it can be concluded that there are only minor differen-
ces between the macro and the micro level in the determination of opinion-
based homogeneity versus heterogeneity. Both analyses – either focusing 
on the whole network or on sub-network – show similar structures. In par-
ticular, a closer look at the different sub-networks can lead to a more precise 
analysis because structures of individual communities can be focused, and 
opinion-based homogeneity can be calculated specifically. Given analyses 
at both levels, one cannot conclude that users on YouTube are exposed to 
a series of connected messages that all represent like-mindedness in terms 
of a uniform opinion climate. This result challenges previous research of-
fering evidence for the, albeit weak, prevalence of ideological homogeneity 
of social networks such as Twitter (Bakshy et al., 2015; Barberá et al., 2015; 
Boutyline & Willer, 2017; Colleoni et al., 2014). These studies, however, fo-
cused on ideological homogeneity, that is, to what extent Democrats and 
Republicans interact with each other on platforms such as Twitter. Political 
discussions, though, may become diverse and include diverging viewpoints 
even within these ideological clusters. Moreover, as indicated by the same 
line of research, users still have ties to “the other side.” While previous stu-
dies assumed that due to their cross-ideological connections, social media 
users might encounter content that is created or published by an ideologi-
cally deviant source (Bakshy et al., 2015; Barberá et al., 2015), it remained 
unclear whether users indeed encounter cross-cutting content. The present 
work provides initial evidence that users’ opinion expressions are more 
likely to be associated with divergent than with congenial comments by 
others. In fact, this pattern is in line with the notion of “corrective action” 
(Rojas, 2010) stating that users feel encouraged to become outspoken on-
line when they feel that their opinion is underrepresented. According to 
the patterns found on YouTube, this seems to apply as users tend to voice 
their political stance especially in relation to previous comments that were 
different to their opinion.

The only group with significantly more in-group interactions than 
out-group interactions, as evidenced by a negative class E-I index, is the 
“others” group (see Appendix F3). This groups consists of users that dis-
cuss topics that are only vaguely related to the controversy in question (see 
Appendix E3). From the results of the study, it appears that such comments 
commonly trigger a similarly off-topic response, leading to the creation of 
entire comment threads that diverge from the topic of the video. These 
groups are therefore homogeneous, but not with respect to their opinion 
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on the topic of the video, which would be a prerequisite for the existence of 
opinion-based homogeneity in the sense of the present research questions.

The combination of machine learning and SNA allowed measuring opi-
nion-based homogeneity by assigning opinions to a particular class, training a 
model based on these labelled data, and applying this model to all comments. 
Still, it should be noted that the values predicted by means of machine lear-
ning do not reach perfect accuracy due partly to the size of the dataset and the 
unequal number of samples for the different sentiment classes, especially for 
the over-represented class “others.” However, the prediction of the test data-
sets gives us a rough impression of the extent to which the classification works 
well on previously unseen data and whether the model has generalized well 
or only classifies examples correctly that closely resemble the training data. 
Looking at the performance metrics, it can be seen that the model generalizes 
well with class weights that are suitable for rebalanced datasets.

In general, unbalanced datasets are a common problem in machine lea-
rning contexts which can be solved by crawling and labeling even larger 
and more balanced datasets to improve data quality and provide more trai-
ning data for the model. In the pre-labeling procedure, we have also helped 
to improve data quality by only using records for analysis where both anno-
tations matched. It is remarkable that most comments crawled on all three 
topics did not elaborate on the question of interest. This is in line with early 
research evaluating the deliberative ideals of online discussions which as-
sessed that many contributions made by users are off-topic (Janssen & 
Kies, 2005; Min, 2007; Schneider, 1996). Consequently, while the present 
findings may allow us to be optimistic about the heterogeneity of politi-
cal discussions on YouTube, it raises concerns about the relative weight of 
these on-topic exchanges in face of a huge number of off-topic interactions.

Limitations

Our method of crawling YouTube comments about three different topics 
does not represent the full landscape of the political discussion on this plat-
form but rather gives an overview of three currently discussed debates and 
exchanges to determine the degree of homogeneity. One reason for this is 
the limitation of the YouTube API which only enables crawling a fixed num-
ber of comments and videos.

Another limitation which can affect the opinion climate in the analysis, 
is the imbalance of the labeled classes, making the training more challen-
ging. Using 5-fold cross validation and class weights which can be used for 
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addressing the generalization problem as well as for the hyperparameter 
search, we have tried to prevent the model from overfitting. However, one 
reason why the accuracy of this model is so high is that this over-represen-
ted class is more common in the training and test datasets, and it is the-
refore also predicted more often automatically. This also means that the 
accuracy of the individual models strongly depends on the available data. 
This, in turn, has a direct influence on the calculation of opinion-based ho-
mogeneity in the network. Increasing the amount of data would therefore 
also lead to the creation of a separate validation dataset which in the analy-
sis could increase the accuracy of the model and reduce overfitting.

As a further limitation of the work, it should be mentioned that excluding 
the cases of disagreement between both annotators can influence the result of 
the classification and give a misleading impression of the accuracy of the clas-
sifier. To prevent this, a higher number of annotators would be necessary in 
order to have a uniform understanding of the comments and therefore incre-
ase the precision of the trained model. The results of the contingency table in 
Appendix B3 show that most of these borderline cases belonged to the class 
“others,” which is also the most frequently represented one in the dataset.

For the present study, the YouTube network was built based on the con-
nection of videos, comments, and replies. Consequently, the network does 
not show the full connection structure between the individual users (e.g., 
friendships on Facebook). Accordingly, we consider homogeneity in the 
discursive sense between users although the criteria according to which 
the user selects individual videos or channels cannot be determined on 
the basis of this structure. In the present work, video uploaders assumed 
a key role as their opinion (provided that they expressed one) was a cen-
tral connection node in the networks. Their stance was inferred from any 
comments they had made on their own and others’ videos. Future research 
could also take the role of the video itself and its stance on the political 
question into account and investigate its interplay with the opinion climate 
that emerges in the related comment section.

While this applied approach has been limited to the YouTube platform, 
it is possible to apply the same approach to other social networking plat-
forms such as Facebook or Twitter (using further political topics, in other 
language contexts) to measure opinion-based homogeneity there as well. A 
systematic comparison of homogeneity across different social media servi-
ces will contribute to developing a robust understanding of the dynamics 
of political discussions online and the factors that determine whether they 
become homogeneous or heterogeneous.
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Conclusion & Further Work

This study has developed an approach to measure opinion-based ho-
mogeneity based on textual messages with SA and SNA techniques on 
the YouTube platform by evaluating three relevant and politically con-
troversial topics. Specifically, we investigated, based on communication 
data on YouTube, how expressed opinions in the form of user-generated 
comments are connected to each other and to what extent opinion-based 
homogeneity and heterogeneity mark the political discourse. In contrast 
to ideological homophily, which is more suitable for the recognition of 
moral values and political identities, the present approach allows the in-
vestigation of dynamic opinion climates which can change in the course 
of political discourses.

The combination of the two methods SNA and SA has shown that a 
measurement of opinion-based homogeneity based on YouTube com-
ments is possible and can also be adapted to different topical contexts 
and a variety of social platforms. In the overall network, instead of fin-
ding evidence for opinion-based homogeneity, we found a moderate level 
of connectivity among dissimilar opinions expressed in user-generated 
comments. Thus, comments who expressed either a positive or a negative 
stance toward one of the three political issues were more likely to be as-
sociated with a heterogeneous than with a homogeneous environment. 
A similar pattern was found when the whole network was divided into 
sub-networks, e.g., in which a lot of comments were related to each other. 
Accordingly, this paper contributes to computational communication re-
search in three respects:
1.  It offers a blueprint for a combination of computational methods (SA 

and SNA) that enable the analysis of large communication datasets in 
light of potential social dynamics (such as communication content be-
coming homogeneous).

2.  While previous network analyses focused predominantly on Twitter, 
this work relies on political communication content available on the 
platform YouTube, a platform that is growing as a political arena, espe-
cially for younger users.

3.  Given the public debate about so-called echo chambers and political 
homogeneity in social media, this paper offers evidence based on au-
tomated analyses of observational data that extends previous research 
by not focusing on ideological homogeneity but on opinion-based and 
issue-related homogeneity.
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Notes
1 https://www.similarweb.com
2  Example URL for a search query on the keyword climate change:
  https://www.googleapis.com/youtube/v3/search?part=snippet&relevantLanguage=de

&order=relevance&maxResults=50&climate+change&key=API-KEY
3 https://osf.io/e92n3/?view_only=95ece274e9b74cc29dcadb49a06062fb
4 https://developers.google.com/youtube/v3/docs/videoCategories
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a b s t r a c t

In many instances, misinformation among the population manifests itself in the form of conspiracy
theories. Services such as YouTube, which allow the publication of audiovisual material in juxtaposition
with peer responses (e.g., comments), function as ideal forums to disseminate such conspiracy
theories and reach a massive audience. While previous research provided initial evidence about the
prevalence of conspiracy theories in social media, it remains unclear how online networks discussing
conspiracist content are structured. Knowledge about the network structure, however, could indicate
to what extent people discussing conspiracist ideas face the risk of becoming caught in homogeneous
communication cocoons. This work presents an approach combining natural language processing and
network analysis to measure opinion-based homogeneity of discussion networks of three conspiracy
theories (Hollow Earth, Chemtrails, and New World Order) on YouTube. A classification model was
used to identify conspiracy and counter-conspiracy videos and associated user-generated comments
(N = 123,642), as well as the interconnections between them. Although classification accuracy varied
between the investigated conspiracy theories, our results indicated that people who expressed a
favorable stance toward the conspiracy theory tended to respond to content or interact with users that
shared the same opinion. In contrast, for two out of three conspiracy theories, people who advocated
against the theory in their comments were more willing to engage in cross-cutting interactions.
Findings are interpreted in light of the widely discussed fragmentation of homogeneous online
networks.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

The potential threat to democratic societies of widespread
misinformation in the form of conspiracy beliefs has previously
been the subject of public discussions [1,2]. Research has re-
ferred to conspiracy beliefs as narratives about secret and power-
ful forces following plots that harm certain groups of society and
benefit those forces [3]. Examples are the beliefs that the moon
landing was faked by NASA, that the CIA is responsible for the
John F. Kennedy assassination, or that vapor trails from airplanes
(so-called Chemtrails) are sprayed by governments to manipulate
the population’s health [4,5]. The dissemination of conspiracy
beliefs poses a hazard to individuals and societies, since exposure
to material promoting conspiracy ideation decreases recipients’
intentions to engage in politics [6] and pro-social activities [7].
It can also have an impact on political decisions (e.g., voting [6])
and health decisions (e.g., intention to vaccinate [8]).

⇤ Correspondence to: University of Duisburg-Essen, Department of Computer
Science and Applied Cognitive Science, Junior Research Group ‘‘Digital Citizen-
ship in Network Technologies’’, Forsthausweg 2, 47057 Duisburg, Germany.

E-mail address: daniel.roechert@uni-due.de (D. Röchert).

Social media services such as YouTube appear to be ideal
venues to circulate conspiracy beliefs among the population and
insinuate a public sentiment that resonates with those conspira-
torial beliefs. While there is initial evidence about the circulation
of conspiracy theories in social media networks, less is known
about the particular sub-networks in which conspiracist content
is discussed and how these online networks are structured.

Given that conspiracy theorists (people who believe or formu-
late conspiracy theories) often represent minorities that face the
risk of being segregated from society [9,10], it appears crucial to
map the composition and interconnections of the online networks
that promote such theories. Evidence about the network structure
in those topical contexts could help to address the question of
to what extent social media communication enables users to
become caught in like-minded, that is, homogeneous clusters
without exposure to cross-cutting views [11,12].

Addressing the prevalence of homogeneity in online networks,
previous research indicated that in the case of networks dis-
cussing three politically relevant topics on YouTube, follow-up
comments were more likely to express opposing views than sim-
ilar opinions [13]. Discussions on conspiracy theories, however,

https://doi.org/10.1016/j.is.2021.101866
0306-4379/© 2021 Elsevier Ltd. All rights reserved.
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might be structured differently: The spiral of silence theory [14]
predicts that people are more inclined to express themselves in
situations in which they feel part of the majority. Drawing on
this, one could assume that supporters of conspiracy theories—as
social minorities—might only voice their viewpoints in contexts
in which they encounter agreement. At the same time, believing
in a conspiracy theory often goes hand in hand with a need for
uniqueness, that is, the wish to stand out from the mass [15],
which could also lead supporters to interact with opponents of
conspiracy theories. These two lines of reasoning do not really al-
low a prediction about the level of homogeneity within networks
in which conspiracy theories are discussed: Do people only inter-
act with each other when they agree that the conspiracy theory is
valid (or true)? Addressing this question will contribute to identi-
fying whether there are specific groups in societies that are more
susceptible to becoming caught in homogeneous communication
clusters filled with like-minded views.

The issue of conspiracy theories on social media has received a
lot of critical attention, especially in times of the current COVID-
19 pandemic, where false news is spreading on different on-
line social media [16]. One of the greatest challenges here is
correctly identifying content that contains and supports misin-
formation and spreads it in the form of videos and comments
on social media. Using big data and machine learning methods,
models can be trained to predict this content with supporting
conspiracy theory content. Currently, there is no data available
that links conspiracy-theory videos with conspiracy-theory com-
ments and additionally computes their opinion-based homogene-
ity to be able to express conclusions about their relationships and
communication pattern.

By employing natural language processing (NLP) and social
network analysis, this research is intended to examine the pres-
ence of conspiracy theories and associated discussion networks
on the video sharing platform YouTube. More specifically, this
study analyzes: (a) The prevalence of videos that promote or de-
bunk conspiracy theories on YouTube; (b) the social context, that
is, user-generated comments, likes, and dislikes, which accompa-
nies videos on conspiracy theories; and (c) the interconnection
of discussion networks associated with those videos, that is, the
opinion-based homogeneity among user-generated comments.

The paper is organized as follows: In Section 2, we explain
the theoretical background of conspiracy theories in social me-
dia and their relation to the spiral of silence of homogeneous/
heterogeneous groups. We present our research method consist-
ing of the description of the dataset, the annotation of the data,
the machine learning model BERT, and the network analysis in
Section 3. Section 4 summarizes the results of our study and
discusses them in Section 5. Finally, in Section 6, we conclude
with a summary of findings and future research potential.

2. Theoretical background

2.1. Conspiracy theories in social media

The spread of misinformation in the digital age is a pressing
problem that has been researched on different social media plat-
forms such as Twitter [17,18], Facebook [2,19], and YouTube [20,
21], focusing on different topics (e.g., vaccinations, rumors, and
conspiracy theories). The rapid increase in users on online social
networks such as YouTube or Facebook and their published con-
tent also poses risks for other users, for instance, in the form of
false information, cyber bullying, and pornographic material [22].
A report by the Reuters Institute in 2019 showed that the pres-
ence and spread of misinformation are perceived—globally—as an
urgent problem, especially when it comes to trusting platforms
that post public content. In a survey covering 38 countries, 55%

participants of all countries are concerned about not being able
to distinguish between what is real and what is fake on the
Internet. More specifically, 85% of Brazilians, 70% of Britons, and
67% of Americans worry about what is real and what is fake on
the Internet. In Germany (38%) and the Netherlands (31%), the
prevalence of concerns is lower [23]. Despite this mistrust in
online platforms, the number of users following local news on the
Internet is growing. According to a recent study, 89% of news is
retrieved digitally, which includes news websites, apps, and social
media [24].

Misinformation spread through different online channels can
manifest itself in the form of conspiracy theories. While a va-
riety of definitions of the term ’conspiracy theory’ have been
suggested, this work relies on the definition suggested by Keeley
[25, p. 116], who referred to a conspiracy theory as a ‘‘pro-
posed explanation of some historical event (or events) in terms
of the significant causal agency of a relatively small group of
persons—the conspirators—acting in secret’’.

With the emergence of social media channels allowing the
broadcast of user-generated content and citizens’ responses as-
sociated with that content, research has offered initial evidence
on the role conspiracy beliefs are playing in those communication
environments [26]. To analyze this content, software tools are
needed; tools like HarVis provide a way to get more information
on specific topics and also perform different analytics to capture,
process, and visualize social media content on YouTube [27].
Focusing on the prevalence of conspiracy beliefs, Bessi and col-
leagues found that dealing with conspiracy pages on YouTube
and Facebook goes hand in hand with users’ polarization and
their presence in homogeneous communication networks [1,2,
28]. However, exposure to conspiracy beliefs can occur even
without being polarized or deliberately seeking information on
conspiracies: Allgaier [29] revealed that small variations of search
terms on YouTube can lead users who are interested in science
either to scientific videos or to material that promotes conspiracy
beliefs framed as serious scientific evidence, making it more
difficult for users to differentiate between truths and falsehoods.
Another study in the context of the Zika virus outbreak in 2016
demonstrated that 12 out of 35 videos related to that topic
contained conspiracy beliefs [30]. The numbers of user responses
(i.e., comments, replies, likes), however, did not differ between
conspiracy and non-conspiracy videos. The researchers Wood &
Douglas [26] analyzed comments from several news articles on
the conspiracy theory of 9/11 and found that authors of conspir-
atorial comments are more inclined to believe other unrelated
conspiracy theories, which is in line with past research [31,32].
Furthermore, the analysis of 1459 conspiracy-supportive com-
ments indicated a higher level of mistrust expressed than in
anti-conspiracy-theory comments. Responding to the presence
of conspiracy theories expressed in articles, videos, and user-
generated comments in social media, there are attempts to coun-
terargue or even explicitly debunk this kind of misinformation
by creating and spreading so-called counter-messages [33–35].
An experiment showed that the rectification of misinformation
in social media by presenting counter-arguments can be suc-
cessful and reduce the amount of misperceptions [36]. Another
study yielded mixed results, revealing that messages rejecting
a conspiracy theory (e.g., on vaccination) and responding with
counter-arguments can succeed, but only if these are present
prior to the arguments of the conspiracy theories [37]. While
counter-messages and corrective information might help to com-
bat conspiracy theories online, Weeks & Gil de Zúñiga [35] argue
that users do not commonly encounter these counter-messages
‘‘in the wild’’. Research on counter-messages as responses to
extremist videos on YouTube, however, showed that due to the
YouTube recommendation algorithm, counter-messages are di-
rectly associated with extremist videos. Therefore, those users
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who view counter-videos are likely to receive a recommenda-
tion for extremist videos (which the counter-video intended to
debunk in the first place) [34].

2.2. User reactions as an influential social context of conspiracy

theories in social media

While the presence and spread of conspiracy theories in social
media represent a societal problem per se, a comprehensive
analysis needs to examine the social context in which conspiracist
content is embedded [35]. As pointed out by previous research,
the characteristic nature of social media is that news articles, sta-
tus updates, tweets, and videos are integrated in a social context
that can be made up of different types of user reactions such
as likes, dislikes, or user-generated comments [38]. This line of
research also argued that this social context in particular has the
potential to either undo, that is, weaken, or reinforce the effects
of the original content (e.g., status update or video). For instance,
a YouTube video promoting the ‘‘Pizzagate’’ conspiracy (e.g., the
debunked theory that high-ranking U.S. political officials led a
global child-trafficking ring using a Pizza restaurant in Wash-
ington D.C. as their headquarters) may have a greater chance of
persuading viewers when it is accompanied by a high number of
likes and user-generated comments claiming that they knew that
Hillary Clinton’s campaign was corrupt and involved in dubious
businesses.

According to the bandwagon heuristic, human beings rely
on information in their environment that could reflect that a
majority of, or at least many other, people agree with a certain
claim and, therefore, this claim must be right (following the rule
‘‘what is popular must be good’’) [39,40]. Numeric information in
terms of a high number of likes, thus, could serve as an important
indicator for individuals, reflecting that many others approved
this message, which, consequently, must be valid.

Likewise, exemplification theory [41] suggests that vivid ex-
amples of a complex issue are easier to process psychologically
and, therefore, have a greater chance of affecting individuals’
judgments. User-generated comments are intended to serve as
these kinds of examples, concretely representing a certain stance
(e.g., a pro-conspiracy theory viewpoint: ‘‘I truly believe that this
child sex ring exists’’) or personal experience: (‘‘I’ve read the
Clinton emails and they clearly show this ring exists’’) and could
be used by readers or viewers as a basis for estimates about
how society might also think about this issue [42]. Following
these theoretical considerations, a higher number of likes or
user-generated comments associated with videos on conspiracy
theories could either fortify or attenuate the persuasive effects of
the original video. Given these potential effects, we are interested
in examining the extent to which user reactions (number of
likes, dislikes, and comments) vary between YouTube videos that
promote versus challenge a conspiracy theory (Research Question
1).

However, not only the amount of user reactions might be
indicative of how the social context qualifies effects of the video,
but also the actual content of those reactions. While numeric
information in terms of views, likes, and dislikes are perceived by
users as ambiguous cues [43], a series of studies has shown that
the valence of user-generated comments (e.g., supporting versus
opposing a theory) as vivid exemplifications of experiences or
opinions can either shape the evaluation of the original message
(e.g., the YouTube video) [44], influence readers’ or viewers’ per-
sonal attitudes [45], or affect the opinion climate that recipients
project onto the general population [42]. Against this background,
we ask which opinion climate is reflected in user-generated com-
ments (i.e., the distribution of supporting comments versus op-
posing comments) associated with YouTube videos on conspiracy
theories (Research Question 2).

2.3. Believers in conspiracy theories: A minority in society

From a societal point of view, people who believe or express
support for conspiracy theories can commonly be seen as mi-
norities and, in many cases, as marginalized groups [9,10]. This
marginalized position in society may have implications for the
communication behavior of people with conspiracy beliefs. The
spiral of silence theory [14] suggests that human beings are
driven by the wish to be accepted by their social environment.
Pursuing this goal of social approval, they feel comfortable with
expressing viewpoints when they are in line with the prevailing
opinion climate around them. At the same time, they withhold
their personal stance when they realize that this viewpoint de-
viates from the mainstream, or at least from the opinion trend
around them. Consequently, one could assume that individuals
with conspiracy beliefs feel comfortable when discussing their
views with others who also believe in the same theory and, at
the same time, they avoid interactions with those who offer chal-
lenging views and could reject them for thinking differently. In
the long run, this communication pattern could lead marginalized
minorities to, themselves, be caught in comfortable, like-minded
cocoons that solely confirm their worldview and represent a
segregated cluster of homogeneous information and discussion.

Indeed, this formation of homogeneous subgroups in online
communication has been a longstanding concern since the emer-
gence of the Internet and even more salient since the rise of
social media platforms [11,12]. Empirical evidence, however, has
repeatedly shown that while social media users are more likely to
be connected with like-minded others, they—often incidentally—
interact and become exposed to content or opinionated messages
that challenge their personal viewpoint or ideology [13,46–50].

The conclusion of this line of research is that especially those
individuals who are politically extreme or at the margins of so-
ciety are more likely to interact in homogeneous communication
spaces. People that believe in conspiracy theories, however, may
not always be politically extreme or members of marginalized
groups [51]; therefore, it is unclear to what extent networks
in which conspiracy theories are discussed are homogeneous in
terms of the opinions expressed therein. Theoretically, differ-
ent communication structures among conspiracy theory believers
and non-believers are conceivable. Based on the spiral of silence
theory [14], one could argue that those who support the va-
lidity of conspiracy theories—as a minority—would only interact
with those who think alike. Research on minorities and their
potential influence could challenge this view: A recent study
revealed that a conspiracy mentality is often driven by the wish
to stand out from the crowd and feel unique in contrast to the
majority [15]. Thus, the status of being in a unique minority
could be a driver to seek encounters with majority members who
challenge one’s conspiracy views. This, in fact, could even prove to
be effective, given that minority influence research has suggested
that minorities are able to modify mainstream ideas or opinions
and persuade majority members by expressing their viewpoint
consistently across time and situations [52,53]. If social media
users with conspiracy beliefs are driven by the motive to change
the opinion landscape and inject their beliefs or theories into
the mainstream, it seems likely that they are going to interact
with users holding and expressing diverging views in order to
persuade them.

Opinion-based homogeneity is a concept that can assess the
structure of discussion networks and refers to the extent to
which opponents, such as believers and non-believers of conspir-
acy theories, might be interconnected. Specifically, this concept
refers to the degree to which messages (e.g., user-generated
comments) that are semantically similar are connected in the
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network. Opinion-based homogeneity [13] can be measured by
the global E-I index [54], which is defined as follows:

EI Index = E � I
E + I

where E is the number of external ties (ties between users and
videos with different stances) and I is the number of internal
ties (ties between users and videos with the same stance). The
interpretation of the resulting index ranges from �1.0 to +1.0.
In a completely heterogeneous network, a value of +1.0 indicates
that there are no links between nodes of the same group, while in
a homogeneous network, a value of �1.0 indicates that all links
between nodes are connected to their specific group. A value of 0
indicates that the ties occur equally often. Additionally, to obtain
a more precise picture of the homogeneity in the network, the
calculation can also be performed individually for each class to
compare the respective opinions in the network.

Applying the concept of opinion-based homogeneity and its
operationalization to discussions of conspiracy theories on
YouTube, we ask to what extent users with a core opinion for
or against a conspiracy engage with the different types of videos
(Research Question 3).

3. Method

In the following, we first describe the dataset that forms the
basis of the analysis. We then outline two different methods for
annotations: One to assess the valence of the videos and the other
to identify the valence of user-generated comments. The state-
of-the-art NLP deep learning model BERT (Bidirectional Encoder
Representations from Transformers), was then trained with the
annotated data to classify the remaining comments. Furthermore,
we compared the performance of BERT with other machine learn-
ing baseline models (i.e., Logistic Regression (LR) and Support
Vector Machine (SVM)), where BERT showed the best results.
Using network analysis, the annotated videos and the predicted
comments were linked together to build a network structure
representing the discussion landscape of published videos. By
measuring opinion-based homogeneity, it is possible to under-
stand the overall role of homogeneous versus heterogeneous
communication ties in the network between individual users and
videos.

3.1. Dataset

To examine the presence and discussion networks of con-
spiracy theories on YouTube, we focused on three classic con-
spiracy theories that had already been investigated in previous
research [55–57]. On December 22, 2018, we performed an au-
tomatic data collection on YouTube using the terms ‘‘Chemtrails
Conspiracy’’, ‘‘Hollow Earth Conspiracy’’, and ‘‘New World Order
Conspiracy’’ and filtered the query for English language content,
sorted by the number of views. To assure that data collection
explicitly deals with conspiracy theories, we decided to always
include the word ‘‘conspiracy’’ in the YouTube search. Without
this addition, content that was not related to the actual conspir-
acy theory would incorrectly be displayed. This is the case, for
instance, with the search term ‘‘New World Order’’, where the
most frequent hits are music videos by the band ‘‘New Order’’.
We decided to focus on the videos that were viewed the most
and, therefore, deliberately stopped data collection at about 100
records per topic. Furthermore, we considered the number of
views, likes, or comments as an indicator of the extent to which
the conspiracy theory had encountered attention on YouTube. The
search term for the conspiracy theory of Hollow Earth, however,
did not yield more than 89 hits. Table 1 provides an overview of

Table 1
Overview of YouTube data. Note: Videos in the category ‘‘neither’’ are not included

in the table and some videos were deleted from YouTube; therefore, the distribution

of conspiracy videos is unequal.
Conspiracy
theory

Videos Views Likes Dislikes Comments Channels

Hollow earth 59 8,630,996 65,686 10,521 24,146 51
Chemtrails 61 14,877,499 321,098 24,868 122,074 57
New world
order

56 16,504,447 168,084 13,836 40,717 49

the crawled videos with their corresponding search terms and the
data provided by this crawling.

Further information on the core concepts of investigated con-
spiracy theories can be found in Online Appendix A.

3.2. Annotation

In this study, the annotation contains two essential compo-
nents: First, the coding of the video material and its content
in order to obtain information on the stance of the video, and
second, the annotation of the comments and replies on these
selected videos. In the following two sections, we outline the
procedure in greater detail.

3.2.1. Manual video labeling

Given that it is not always possible to infer whether a video
advocates in favor or against the validity of a conspiracy the-
ory based on metadata (e.g., the title of the video), all videos
were examined by three annotators according to the following
classes: supporting theory, debunking theory, or neither. For the
classification of the videos, a total of 75 videos per conspiracy
theory were labeled (some videos have been removed from the
analysis since YouTube deleted them). For the classification of the
videos, the title and description of the video were considered.
The minimum video length in the dataset was 37 s, while the
maximum duration of a video was up to 2:29 h.

To measure the reliability of our labels, we created a smaller,
likewise randomized, dataset of 40 of the 75 videos per con-
spiracy theory, which was then labeled by a fourth annotator.
The overall percentage agreement for the Hollow Earth dataset
was 50%, while the New World Order dataset reached 72.5%.
The Chemtrail dataset had the highest value with an agreement
of 80%. Since the reliability of the Hollow Earth dataset was
comparatively low, two annotators and the first author of the
paper independently went through all videos which yielded dis-
agreement. Meanwhile, notes were documented for each video,
on the basis of which the decision was justified. The preferred
classes were then expressed one after the other, and, in the event
of disagreement, the first author’s decision was added to obtain
a majority decision. Through the second round of evaluation, we
were able to assign a distinct class and improve the quality of the
annotation. We did not use this procedure for the other two con-
spiracy theories, since the intercoder agreement was satisfactory.
Accordingly, we kept the classes of the first annotation for the
other two datasets. The annotation of the videos is important due
to the fact that it can be linked to the opinion-based homogeneity
of the comments and replies to identify homogeneous spaces in
the network.

3.2.2. Manual comments labeling

For the annotation of the YouTube comments, we chose the
crowd-sourcing platform Amazon Mechanical Turk to annotate
8000 randomly selected comments and replies per conspiracy
theory. Comments were categorized into one of three classes
(pro-theory, contra-theory, other). Online Appendix B contains

4



 
 
121 

D. Röchert, G. Neubaum, B. Ross et al. Information Systems 103 (2022) 101866

Table 2
Labeled datasets with sentiment score and their numbers of samples.
Class (sentiment) Datasets

Hollow earth Chemtrails New world order
Contra-theory 1389 2105 1215
Pro-theory 928 2383 1719
Other 5683 3512 5066
Total 8000 8000 8000

the complete coding scheme of the comments and a detailed
description of the classes.

For the annotation of the data for each conspiracy theory, all
annotators received rules and examples for coding the comments
(see Online Appendix B). To increase the quality of the collected
data, we set the Human Intelligence Task (HIT) Approval Rate (%)
for all requesters’ HITs greater than 95 and the number of HITs
approved greater than 5000. For each comment we paid $0.01 to
the annotators. To take the reliability of comment annotation into
account, each comment was annotated by three annotators.

The agreement between the three annotators was measured
using average pairwise percent agreement. The value of 57% was
obtained for three-class annotation of the Hollow Earth data,
whereas a value of 45% was obtained for the New World Order
data. In the case of the Chemtrails dataset, a value of 43% was
determined. To compensate for bad percent agreement, we opted
for a majority vote to determine the class. To also include com-
ments that did not yield an agreement (i.e., that were coded as a
different class by all three annotators) in the analysis, we asked
another well-trained annotator to label the remaining comments.
This procedure ensured that all 8000 comments were used when
training the model. The final distribution of the classes with their
frequency is shown in Table 2.

To address the challenge of unbalanced class distribution, we
included a further analysis in addition to the main analysis with
the entire dataset, in which over-represented classes were under-
sampled to ensure an equal distribution (Online Appendix C). This
not only guarantees the integrity of the subsequent results, but
also ensures the comparability of the predictions of the network
analyses in the later course. However, it should be mentioned that
we will always refer to the entire dataset of the analyses in the
further course of the work.

3.3. Bidirectional encoder representations from transformers (BERT)

In recent years, the field of NLP has changed rapidly. New deep
learning approaches have significantly advanced the state of the
art by achieving higher accuracy scores in various applications.
We decided to use the current state-of-the-art model for NLP
tasks, BERT [58], which can be used for common NLP tasks such
as text classification, translation, summarization, and question-
answering, and which outperformed previous machine learning
techniques.

BERT, which is based on multiple transformer networks [59],
uses stacked attention layers and allows training on unsupervised
tasks by pre-training on a large corpus. Transformer layers allow
words to be represented better in relation to all other words
using self-attention to better memorize long-term dependencies
in sequences. Since BERT is bidirectional and therefore uses a
BiLSTM network, all parameters are represented in a way that
makes them comparable to each other, allowing a higher de-
gree of expression of the word embeddings in the corpus. In
contrast to word2vec [60] and GloVe [61], which use context-
free and vocabulary-based approaches, BERT represents the input
as subwords of individual words that can be derived from the
entire context. One of the most important advantages of BERT

is its generalizability, which means that BERT models can easily
be fine-tuned for various NLP tasks, especially when less data
is available to solve domain-specific tasks more effectively than
with conventional methods. For the training of the language
model based on domain-specific data, an extra domain-specific
layer is trained on the top layer of BERT using the fine-tuning
process.

3.3.1. Pre-processing

We performed individual pre-processing steps on our dataset
to improve the data quality and, thus, the prediction performance.
Data was pre-processed differently for BERT and the baseline
methods, since their requirements differ considerably. All com-
ments and replies were converted into lowercase and hyperlinks
replaced with the term ‘‘url’’. Furthermore, all models (BERT and
baselines) were split into training (80%) and test data (20%).
In general, for the baseline process, we tokenized the words.
Subsequently, we converted a collection of comments to a matrix
of token counts and used TF-IDF (Term Frequency–Inverse Doc-
ument Frequency) to achieve a detailed word representation of
important terms. This procedure was implemented in pipelines,
which are fixed series of workflows of several tasks.

Using a pre-trained BERT model, the data pre-processing needs
to be adapted to the model. First, we shortened the comments
for all datasets to the maximum sequence length. To this end, we
concentrated on the median of all comments. Since our datasets
contained individual comments with a large sequence length of
comments, the arithmetic mean is not appropriate. Since the
median sequence lengths of the different datasets are between 85
and 130, we set the maximum length of the sequences to 128. Our
trained BERT model needed more comprehensive preprocessing
steps in order to be able to process the data. Therefore, we
tokenized the data using the tf-hub model, which simplifies pre-
processing. For this process, the words are converted to lowercase
characters and then tokenized by WordPiece tokenization [62].
Therefore, words are split into small subwords, e.g., ‘‘believing’’
into ‘‘believe’’ and ‘‘‘###ing’’, which guarantees that a wider
spectrum of out-of-vocabulary (OOV) words can be covered. After
tokenization, the vocabulary is initialized where the most com-
mon combinations of existing words in the vocabulary are added
iteratively; if words do not exist in the vocabulary, they are rep-
resented by individual characters: #H#o#l#l#o#w#E#a#r#t#h.
Finally, special tokens are added at the beginning and at the
end of the sentence, making it possible to find a better semantic
connection between the sequences using the attention layer. For
example, the token ‘‘[CLS]’’ marks the beginning of the sentence,
while punctuation marks or the end of sentences are marked with
‘‘[SEP]’’.

3.3.2. Fine-tuning

For our analysis, we applied the official uncased model, which
was pre-trained on Wikipedia (2.5B words) and the BookCorpus
(800M words) and includes 12-layer, 768-hidden, 12-heads, and
110M parameters. This BERT model is able to predict YouTube
comments and replies that contain content on conspiracy theories
by classifying three classes (pro-theory, contra-theory, other).
Concerning the training of the models, we set a batch size of 32,
due to the fact that our dataset is not large enough and the classes
are distributed unequally. Furthermore, we decided to evaluate
four different epochs (1,2,3,4) in order to have comparative values
within the BERT models. We set the learning rate to 2 ⇥ 10�5

with a warm-up proportion of 10% to gradually increase the small
learning rate. Since this is a sequence classification task, the label
probabilities are computed with a standard softmax output layer.

We applied the machine learning models Logistic Regression
(LR) and Support Vector Machine (SVM) with a linear kernel
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Table 3
Model evaluation of deep learning and machine learning methods on the test dataset.
Dataset Models Epoch Macro Weighted

Precision Recall F1 score Precision Recall F1 score

Hollow earth
BERT

1 0.570 0.460 0.465 0.694 0.741 0.695
2 0.592 0.562 0.575 0.727 0.743 0.734
3 0.585 0.562 0.571 0.721 0.736 0.727
4 0.591 0.537 0.554 0.718 0.743 0.726

LR – 0.533 0.557 0.542 0.712 0.684 0.696
SVM – 0.533 0.554 0.541 0.714 0.689 0.700

Chemtrails
BERT

1 0. 596 0.575 0.570 0.605 0.617 0.597
2 0.595 0.583 0.583 0.606 0.617 0.606
3 0.574 0.571 0.571 0.588 0.594 0.590
4 0.559 0.559 0.559 0.578 0.579 0.578

LR – 0.552 0.549 0.549 0.568 0.575 0.570
SVM – 0.559 0.558 0.558 0.575 0.578 0.576

New world order
BERT

1 0.411 0.449 0.423 0.561 0.678 0.610
2 0.541 0.501 0.507 0.636 0.671 0.645
3 0.539 0.507 0.517 0.634 0.660 0.643
4 0.531 0.508 0.514 0.633 0.656 0.641

LR – 0.523 0.503 0.508 0.627 0.652 0.636
SVM – 0.496 0.508 0.500 0.626 0.603 0.613

Table 4
Summary of the precision, recall, and F1 score for each class. Prediction based on the final BERT
models (second epoch) to predict user-generated comments for each conspiracy theory.
Dataset Sentiment Metrics Support Prediction

Precision Recall F1 score

Hollow earth

Contra-theory 0.507 0.403 0.449 278 221
Pro-theory 0.440 0.400 0.419 190 173
Neither 0.830 0.884 0.856 1132 1206
Weighted avg. 0.727 0.743 0.734 1600 1600

Chemtrails

Contra-theory 0.530 0.392 0.451 426 315
Pro-theory 0.587 0.556 0.571 491 465
Neither 0.667 0.801 0.728 683 820
Weighted avg. 0.606 0.617 0.606 1600 1600

New world order

Contra-theory 0.361 0.249 0.295 245 169
Pro-theory 0.514 0.434 0.470 346 292
Neither 0.742 0.837 0.787 1009 1139
Weighted avg. 0.634 0.660 0.643 1600 1600

based on the LIBSVM implementation [63] to a TF-IDF weighted
bag of words as baseline approaches. The hyperparameter search
used a grid search with five-fold cross-validation to find the best
parameters. Domain-specific models were built separately for
each dataset.

3.3.3. Evaluation

Table 3 shows the results from the prediction of the test
dataset to compare the applied models with each other using the
weighted average and macro-average metric of the F1 score. The
comparison illustrates that BERT achieves the best results within
the three datasets and, thus, outperforms the baseline models. A
detailed illustration of the prediction within each class of BERT
can be found in Table 4. In particular, it can be seen that reaching
a good accuracy is more challenging for the ‘‘contra-theory’’ class
in the New World Order dataset. However, this problem does not
seem to be due to the model, since the baseline models reveal
the same patterns. For this reason, one can assume that this
problem is due to the unbalanced dataset and its small number of
trained records and that better results could be achieved with ad-
ditional datasets. Based on our analysis using the undersampled
dataset, we found that the range of F1 scores between the three
classes decreased. However, the results also show that the value
of the weighted average F1 score decreased overall due to the
data reduction (see Online Appendix C). When these results are
compared to the baseline models, it is noticeable that the results

of some baseline models still perform better than those of BERT
models trained in only one epoch.

After the results of the BERT classifier on the test datasets were
found to be good, the labels of all comments and replies to the
conspiracy theories could be predicted. An overview can be found
in Table 5. For the further course, we decided to use the BERT
model with the two epochs for the datasets Hollow Earth and
Chemtrails and with the third epoch for the New World Order
dataset as a basis for further predictions. To take into account
the fact that a user can write multiple comments, we considered
the probabilities of each class for all written comments and
calculated, for each user, the average probability of each class
over their comments. Each user was assigned the class that was
the most likely on average. This makes it possible to condense
a user’s entire communication history into a single value, which
is helpful for visualization purposes. This representation of the
users is especially important for building the network, as well as
for the calculation of opinion-based homogeneity.

3.4. Network analysis

To calculate the opinion-based homogeneity, we converted the
data into a network as follows: Each YouTube video is a node,
and each user who commented on at least one of the videos is
also a node. Edges represent interactions, that is, two nodes are
linked by a directed edge from node A to node B if user A has
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Table 5
Predicted sentiment and numbers of comments of the whole dataset with the
trained BERT models.
Class (sentiment) Dataset

Hollow earth Chemtrails New world order
Contra-theory 4900 19,437 11,999
Pro-theory 2962 17,555 13,184
Other 7450 25,239 20,916

commented on video B or if user A has replied to a comment
made by user B. In the resulting network, video nodes tend to be
hubs, since videos typically receive many more comments than
the typical comment receives replies.

We determined the stance of each node towards the respective
conspiracy theory (pro, contra, or other). The stance of video
nodes had already been determined by manual annotation (see
Section 3.2.1). For user nodes, the classifier outputs for their
individual comments were aggregated using the arithmetic mean
in order to take all their comments into account (compare [13]).

Nodes in the ‘‘other’’ class were removed since they were not
relevant to studying the network relationships between support-
ers and opponents of the conspiracy theory. For the same reason,
self-loops (comments on users’ own videos and replies to their
own comments) and isolated nodes (videos without comments
and comments without replies by someone else) were removed.

We then calculated the global E-I index [54] and directed per-
group E-I indices. In the calculation of per-class E-I indices, the
direction of the edges was taken into account by only counting
outgoing ties as external ties. As a result, the per-class index
reflects the choices of the members of that group regarding who
to interact with, and it therefore allows for a more accurate
picture than the commonly used undirected group-wise E-I index.

To examine whether a given E-I index is significantly smaller
or greater than would be expected if group members had no
preference for internal or external ties, we used a permutation
test (compare [64]). This sampling distribution of the E-I index
is obtained by repeatedly rewiring each edge of the graph. This
method keeps the number of nodes in each group constant, as
well as the number of ties in the network (and thus its over-
all density). It thereby tests the null hypothesis that edges are
distributed at random between the nodes.

To generate a network structure from the collected YouTube
data and, thus, to calculate the opinion-based homogeneity, the
data must first be converted. This mapping of the network allows
a detailed inclusion of videos in the network that distribute a
particular opinion, as well as users who respond to the video
with comments. The relevant nodes, which are thus represented
as hubs, are also included in the calculation of the E-I index.
It is important that these hubs also have a stance, since they
act as key players in the network and are likely to mark the
general valence of the discussion. Users can also react to users to
stimulate discussion and respond to different or similar opinions.

4. Results

The annotation of the videos on three conspiracy theories
revealed that, in our YouTube dataset, the most common videos
were those that supported the theory rather than debunk it. In
relative numbers this means that videos on YouTube supporting
conspiracy theories (58%–81%) are more prevalent than videos
that oppose such theories (8%–33%). In particular, a comparison
of the three conspiracy theories shows that, in the ‘‘New World
Order’’ dataset, videos that support the theory are clearly more
prevalent (81%) than those counter-arguing the theory (7.94%).
The conspiracy theories ‘‘Hollow Earth’’ and ‘‘Chemtrails’’ have

Table 6
Differences between conspiracy (N = 130) and counter-conspiracy (N = 46)
videos. Note: (C) represents conspiracy and (C-C) represents counter-conspiracy. *P
< 0.05.

Measured Group Mean S.D. W z p r

Likes C 3533.35 20,091.25 3093 0.61 0.73 0.046C-C 2076.8 5246.45

Dislikes C 231.25 677.07 2607.5 �0.85 0.197 �0.064C-C 416.57 749.47

Comments C 1032.36 4672.59 2617.5 �0.81 0.209 �0.061C-C 1146.3 1978.62

Views C 249,207.56 737,601.33 3639.5 �1.90 0.029* �0.143C-C 165,564.33 617,125.45

a similar distribution of supporting (61.54%, 58.21%), debunking
(29.23%, 32.84%), and neither videos (9.23%, 11.17%). Fig. 1 shows
the distribution of the categories in the videos, showing that in
all theories, conspiracy-supportive content is more common than
counter-conspiracy videos.

4.1. Popularity indicators of conspiracy theories

To address RQ1, altogether, N = 176 YouTube videos (130
conspiracy; 46 counter-conspiracy) are included in the analysis.
Likes for the conspiracy group ranged from 0 to 224,881 (M =
3533.35, SD = 20,091.25), dislikes from 0 to 5649 (M = 231.25,
SD = 677.07), views from 3 to 6,333,156 (M = 249,207.56, SD =
737,601.33), and comments from 0 to 50,705 (M = 1032.36, SD
= 4672.59). For the counter-conspiracy group, the likes ranged
from 0 to 34,300 (M = 2076.8, SD = 5246.45), dislikes from 0 to
3704 (M = 416.57, SD = 749.47), views from 2 to 4,192,952 (M
= 617,125.45, SD = 165,564.33), and comments from 0 to 8898
(M = 1146.3, SD = 1978.62). Comparing the standard deviation
in number of likes, dislikes, views, and comments shows that
there exist huge differences within each group. We used an inde-
pendent Mann–Whitney U test to compare popularity indicators
such as likes, dislikes, comments, and views between conspiracy
videos and counter-conspiracy videos. There was no significant
difference in the numbers of: (a) Likes (W = 3093, z = 0.61, p
= 0.73), (b) dislikes (W = 2607.5, z = �0.85, p = 0.197) and
(c) comments (W = 2617.5, z = �0.81, p = 0.209), but there
was a significant difference in the number of (d) views (W =
3639.5, z = �1.90, p = 0.029*). For the latter, means indicate
that conspiracy videos are viewed significantly more frequently
than counter-conspiracy videos. This effect, though, was small in
magnitude (as specified by r). For three out of the four indicators,
the significance test does not reject this null hypothesis. There-
fore, although conspiracy-supportive videos are more prevalent,
it seems that there is a balanced distribution of user reactions
related to both conspiracy- and counter-conspiracy videos. The
results of the test are shown in Table 6 (where S.D. is standard
deviation, W is the Wilcoxon test statistic, z is the z-score, p is
probability, and r is the effect size).

The distribution of the different popularity indicators (likes,
dislikes, views, comments) of the three conspiracy theories is
graphically summarized by the group’s conspiracy and counter-
conspiracy in a box-whisker plot in Fig. 2. Due to the strong
fluctuations of the popularity indicators between the three dif-
ferent conspiracy theories, we decided to scale the data points
based on the symmetric logarithm. The plot illustrates that the
distribution of popularity indicators differs between the counter-
conspiracy and conspiracy videos within the conspiracy theories.
It shows that on average, counter-conspiracy videos on Hollow
Earth and Chemtrails generate less attention, as measured by
all popularity indicators, than conspiracy theory videos. Further-
more, as can be seen in the low average and median popularity
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Fig. 1. Graphical representation of the distribution of conspiracy videos with their stance. Note: Since some videos were deleted from YouTube, the distribution of

conspiracy videos is unequal.

indicators, the Hollow Earth conspiracy theory is the one that
has generated the least attention. In contrast, the New World
Order conspiracy theory shows that, on average, the values of
the popularity indicators are higher for the counter-conspiracy
videos.

4.2. Prevalence of content including conspiracy theories

To examine RQ2, we used the 8000 randomized and anno-
tated user-generated comments to determine the distribution of
the opinion climate (pro versus contra comments), which can
be found in Table 2. This analysis shows that in two out of
three cases, user-generated comments from supporters of the
theory are more frequent than comments with a disapproving
stance. However, this distribution was not found for the conspir-
acy theory of Hollow Earth, in which more comments included
counter-messages than support of the theory.

4.3. Homogeneity and heterogeneity within discussion on conspiracy

theories

Results related to opinion-based homogeneity among user-
generated comments and videos on conspiracy theories (see
RQ3), as the main interest of the present study, can be found
in Tables 7 and 8. The results indicate that users who support
the conspiracy theory are more likely to respond to videos and
exchange comments with users that have the same opinion. This
result can be shown by the class E-I index, which yielded negative
values in all three datasets. Here, the datasets of the conspiracy
theory Hollow Earth and New World Order are represented with
the strongest negative E-I index values of �0.785 and �0.549,
which shows relatively strong homogeneous interactions. The
value of �0.221 in the dataset Chemtrails also represents a
negative E-I index, but is not as strong as for the other two
conspiracy theories.

Furthermore, it is noteworthy that for two out of three theo-
ries, people who advocated against the conspiracy theory show
more heterogeneous communication behavior, except for the
conspiracy theory Chemtrails. This is corroborated by the positive
values of the E-I index: the dataset Hollow Earth has a value of
0.708, and New World Order of 0.377. The dataset of Chemtrails
has a small positive value of 0.031. However, the value is close to
0 and can therefore be interpreted as neither homogeneous nor
heterogeneous.

Table 7
Determining opinion-based homogeneity.

Sentiment Network statistics
Internal ties External ties

Hollow earth Contra-theory 168 984
Pro-theory 673 81

Chemtrails Contra-theory 2794 2971
Pro-theory 6296 4015

New world order Contra-theory 491 1085
Pro-theory 2712 789

These findings are mainly consistent with the results of the
analyses of the undersampled dataset (see Online Appendix C)
and have the same tendency, indicating that the unbalanced
nature of the dataset does not have a significant influence on the
prediction using BERT.

Considering the permutation test, the results in Table 8 fur-
ther show that the expected E-I index is also negative for the
‘‘pro-theory’’ class and positive for the ‘‘contra-theory’’ class. The
difference between the observed E-I index and the expected E-
I index for the class ‘‘pro-theory’’ is 0.999 for the Hollow Earth
dataset, 0.167 for Chemtrails, and 0.178 for New World Order.
For the class ‘‘contra-theory’’, the difference between observed
and expected E-I index for the Hollow Earth dataset is 0.919, for
the Chemtrails dataset 0.357, and 0.005 for the New World Order
dataset.

Regarding the results of the null hypothesis test, the values
of the observed E-I index are significantly closer to �1 than
expected for the pro-theory class in two out of the three datasets
(Hollow Earth and New World Order), and significantly closer
to +1 than expected in only one (Chemtrails). For the contra-
theory class, they are significantly closer to �1 than expected
for Chemtrails, but significantly closer to +1 than expected for
Hollow Earth.

For the graphical representation, the networks of the respec-
tive conspiracy theories are shown in Figs. 3–5, where the nodes
are marked with the classes (pro-theory, contra-theory) that rep-
resent an individual user or the published video on YouTube. We
used Gephi [65] and the Force Atlas 2 layout algorithm [66] to
visualize the networks. Nodes with the color green represent in-
dividuals who expressed support for the conspiracy theory, while
red nodes represent advocates against the theory. Furthermore,
we marked the edges starting from the source nodes with their
color in order to highlight the communication paths. YouTube
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Fig. 2. Clustered box-whisker-plot of popularity indicators on counter-conspiracy and conspiracy theories. The values of the popularity indicators (likes, dislikes,
views, and comments) are displayed on a logarithmic axis. The black line indicates the median, the boxes the 25th and 75th percentiles and the whiskers extend to
the 5th and 95th percentiles. The categories counter-conspiracy and conspiracy are indicated with color. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Table 8
Results of the permutation test with the observed and expected class E-I index. A permutation
test with 1000 iterations was used to evaluate whether the observed index value was significantly
higher ([P (obs � exp)] or lower [P (obs  exp)] than expected.

Sentiment Observed
E-I index

Expected
E-I index

P
(obs � exp)

P
(obs  exp)

Hollow earth
Global 0.118 �0.045 1.00 <0.01*
Contra-theory 0.708 �0.211 1.00 <0.01*
Pro-theory �0.785 0.214 <0.01* 1.00

Chemtrails
Global �0.131 �0.151 0.993 0.006*
Contra-theory 0.031 0.388 <0.01* 1.00
Pro-theory �0.221 �0.388 1.00 <0.01*

New world order
Global �0.262 �0.137 <0.01* 1.00
Contra-theory 0.377 0.372 0.582 0.396
Pro-theory �0.549 �0.371 <0.01* 1.00

videos can be identified by their hub-like representation, indicat-
ing the highest in-degree. To generalize, we characterized videos
that expressed support for the theory as pro-theory, while videos
that disapproved of the theory were classified as contra-theory.
The edges between the nodes reflect the lines of communication
between the individual actors. We generated the network as
a directed graph to see to whom the comments and answers
are addressed. We have summarized the properties of the net-
works in Table 9 to provide a more comprehensive overview
of the networks. The network properties show that the videos,
comments, and replies related to the theory of Chemtrails make
up the largest network. Similarly, the relatively high in-degree
shows that there are very influential hubs in all networks. These
hubs are the users who uploaded a video on a conspiracy theory
and, thus, generated a lot of attention in the form of comments
and replies. The out-degree indicates that the values of Hollow
Earth and New World Order are very close to each other, while
Chemtrails has a very high value of 412. The reason for this may
be that an influential and highly active user has commented on
numerous videos or has replied to several comments from other
users. Furthermore, it is noticeable that the conspiracy theories

Table 9
Network properties.
Network parameter Datasets

Hollow earth Chemtrails New world order
Nodes 1864 11,484 5000
Edges 1906 16,076 5077
Avg. degree 1.02 1.4 1.02
Diameter 2 8 3
Max. out-degree 20 412 8
Max. in-degree 374 1099 497
Density 0.00055 0.00012 0.00020

Hollow Earth and New World Order have a diameter (maximum
distance between any pair of nodes) of two and three, while
Chemtrails have a diameter of eight. This difference might be due
to the size of the network and their different discussions. The
density (i.e., the degree of interconnectedness) of our discussion
networks shows a very small value in all three networks, which
can be explained by the fact that the data are based on real
networks and were transformed from videos and comments.
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Fig. 3. Discussion network of Hollow Earth. The network has 1864 nodes, 1906 edges and an average degree of 1.02. The visualization is based on the Force Atlas 2
layout algorithm. Green nodes represent individuals who expressed support for the hollow earth conspiracy theory; red nodes represent advocates against the hollow
earth theory. The edges are colored according to the color source node. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

5. Discussion

The present work investigated the communication structure
of conspiracy-related content in the form of videos and their
user-generated comments on YouTube. Drawing on the spiral of
silence theory and the status of a minority in a network, we
were interested in the concept of opinion-based homogeneity in
discussion networks related to conspiracy theories. As one of the
first studies using this approach, the present work indicates that
users on YouTube who express support for a conspiracy theory
are more likely to engage in like-minded discussions than people
who advocate against conspiracy theories.

5.1. User reactions on conspiracy and counter-conspiracy videos

With respect to RQ1, it was found that more user responses
(likes, dislikes and comments) are given for conspiracy than
for counter-conspiracy videos; however, these are comparatively
small and statistically non-significant differences. Nevertheless,
a statistically significant difference between the two groups was
only found in the number of views. Previous studies evaluating
conspiracy theories as misinformation observed that there is a
risk that people will be indirectly influenced as a result of a high
number of views, likes, or comments [67]. In this context, our
findings give rise to optimism that, despite the dominance of

conspiracy- over counter-conspiracy videos, the attention users
pay (as measured by likes, dislikes, or comments) does not differ
between the two types of videos. As mentioned in the literature
review, Weeks & Gil de Zúñiga [35] suggest that countermea-
sures should be published by influential sources who also inspire
trust and increase their social influence. Although only a small
number of counter-conspiracy videos were found on YouTube,
these influential videos could still contribute to the correction of
conspiracy theories. Especially if these videos are characterized
by a high number of popularity indicators such as likes, views,
or comments, these videos could work against the narratives of
conspiracy-supportive videos and reach a wide audience.

However, our results clearly showed that the number of videos
featuring conspiracy-supportive content on YouTube, and thus
actively contributing to the process of misinformation diffusion,
is greater than the number of videos that debunked these con-
spiracy theories with facts. The increasing number of videos on
conspiracy theories is alarming in view of the social problem of
so-called filter bubbles, that is, the idea that (recommendation)
algorithms shape the information landscape of users based on
previous information selection patterns [34]. Thus, once users
are exposed to the first video on a certain conspiracy theory,
they can easily get recommendations about further videos on
this theory [29]. This, in turn, could capture them in homoge-
neous information cocoons, reinforcing their conspiracy beliefs
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Fig. 4. Discussion network of Chemtrails. The network has 11,484 nodes, 16,076 edges and an average degree of 1.4. The visualization is based on the Force Atlas 2
layout algorithm. Green nodes represent individuals who expressed support for the chemtrails conspiracy theory; red nodes represent advocates against the chemtrails
theory. The edges are colored according to the color source node. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

and contributing to collective polarization [68]. Therefore, given
the prevalence of conspiracy videos on YouTube, more research is
needed to disentangle the recommendation patterns on platforms
such as YouTube in order to estimate the probability that users
who were either already interested in conspiracy beliefs, were in-
cidentally exposed to the videos, or who were actually interested
in viewing theory-debunking videos will encounter even more
misinformation.

5.2. Minority opinions and their homogeneous discussion network

With regard to RQ2, we found that concerning the conspiracy
theories Chemtrails and New World Order, there are more com-
ments supporting than refuting these theories. Only the dataset
on Hollow Earth contains more comments against the theory than
in favor of the theory. Again, this distribution provides optimistic
insights into the tone of discussion on this particular topic, sug-
gesting that promoters of this theory are met with resistance
in the form of commenters who advocate against the validity
of this theory. Nevertheless, it remains unclear: (a) Whether
theory supporters indeed encounter and read these comments,
and (b) whether counter-comments include the characteristics
that are necessary to successfully outline the falsehood of this
theory [36,69]. One needs to bear in mind that for two out of
three cases, theory-supportive comments were more prevalent
than contra-theory comments. An explanation for this could be
that predominantly those who believe in the conspiracy feel
the urge to discuss this theory on platforms such as YouTube.
This, in turn, leads to an over-representation of support posted

below conspiracy-related videos that may not represent the ac-
tual distribution of opinions among the population. Considering
exemplification effects [41], this could lead to false inferences
about ‘‘what most others may think’’ about this theory. In other
words, if I see that many comments speak in favor of this theory
described in a YouTube video, this could lead me to the con-
clusion that there is wide support in society for this conspiracy
theory. This inaccurate inference could also shape my personal
judgment, affecting—in the long run—my own belief in the the-
ory [42]. Given that previous studies indicated comparatively
small, albeit significant, effects of comments on public opinion
perceptions, one could assume that, in the context of conspiracy
theories as niche topics, effects for regular citizens are even
smaller. These speculations about potential effects of encounter-
ing user-generated comments supporting conspiracy beliefs need
to be addressed systematically by future research (potentially
by experimental studies) to disentangle which characteristics of
the comments and their readers facilitate (the perception of)
public acceptance and spread of misinformation in the form of
conspiracy theories. Future work may also involve using the pre-
vious data to generate simulation models that grasp the dynamics
within opinion climates on different conspiracy theories.

Regarding RQ3, and consistent with the spiral of silence the-
ory [14], users who might perceive themselves as the minority in
society prefer like-minded interactions over discussions on or re-
sponses to content or comments promoting a diverging stance on
the conspiracy theory. Thus, those who expressed themselves in
favor of the conspiracy theories interacted in more homogeneous
networks. At the same time, this finding indicates that supposed
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Fig. 5. Discussion network of New World Order. The network has 5000 nodes, 5077 edges and an average degree of 1.02. The visualization is based on the Force
Atlas 2 layout algorithm. Green nodes represent individuals who expressed support for the new world order conspiracy theory; red nodes represent advocates against
the new world order theory. The edges are colored according to the color source node. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

supporters of conspiracy theories do not exhibit behavior that lets
them, for instance, contradict the mainstream in discussions [15].

In contrast, users who challenge conspiracy theories inter-
act in more heterogeneous discussion networks covering diverse
opinions and, obviously, actively seek debate. The only exception
were supposed opponents of the Chemtrails theory who seem
to interact in neither homogeneous nor heterogeneous opinion
networks. This pattern regarding the prevalence of opinion-based
homogeneity extends prior research, which largely focused on
political and controversial topics [13]. For three political issues,
Röchert et al. [13] found evidence for relatively heterogeneous
interactions among supporters and opponents within a political
debate. The discrepancy between findings might be due to the na-
ture of the topics: Conspiracy theorists (as analyzed in the present
study) are often marginalized groups [9,10] that might experience
social rejection. As a special group in society, those who support
these theories might feel comfortable in homogeneous, more
cohesive surroundings [2]. The homogeneity among supporters of
conspiracy theories has implications for the discussion about po-
tential fragmentation of online networks [11,12]: In the long run,
this potential segregation from heterogeneous interactions with
challenging views could lead people with conspiracist worldviews
to overestimate public support for a particular theory, feeling
reinforced in their thinking. Whether this reinforcement leads

to individual or collective polarization has yet to be examined
by longitudinal approaches. Our findings, at least, indicate an
asymmetry in the diversity of communication between those
who support and those who oppose conspiracy theories. Why
this pattern may vary across conspiracy theories requires further
investigation by focusing on the specifics of each theory and their
associated communities.

5.3. Limitations

One of the first limitations to be mentioned is the fact that only
the 100 videos with the most views were crawled, which means
that our data does not cover the entire discussion landscape of
these topics on YouTube. In addition, the term ‘‘conspiracy’’ was
used, which can be problematic unless people see their own
theory as a conspiracy [26]. Leaving out this term would certainly
have yielded more results, also covering niche networks on these
conspiracies, but would also have led to many off-topic videos
(e.g., ‘‘New World Order’’).

Due to the new YouTube guidelines in force, some videos
collected in the previous step were later deleted in the course
of the study. For this reason, we decided to exclude these data
points from our analysis, since there are no longer any references
to the original video material. Furthermore, the study shows a
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static snapshot of the current YouTube landscape of conspiracy-
related content with its communication network, focusing on
how supporters or opponents talk about these videos. Since these
are not the only three conspiracy theories on YouTube, it seems
worthwhile to see whether our findings on opinion-based homo-
geneity can also be replicated in the context of more controversial
conspiracy theories.

A further limitation of the study is the partially unbalanced
dataset, which makes the prediction of some classes (pro-theory,
contra-theory) more difficult than the prediction of the class
‘‘others’’ (neither pro nor contra), and this is also reflected in the
results. It should be noted, however, that this is a representation
of reality, with the majority of users writing off-topic comments.
Due to the state-of-the-art language model BERT, which we used
for text classification, we were able to increase the prediction
accuracy and, thus, also the generalizability of our models. How-
ever, one needs to bear in mind that comments can also be
predicted incorrectly. This claim is based on the primary limi-
tation that the multiclass classification of the individual classes
(especially ‘‘Contra-theory’’ and ‘‘Pro-theory’’) have a relatively
low F1 score. Reasons for these low F1 scores might be, on the one
hand, that not enough training data was given or, on the other,
that there are similar linguistic class features. For this reason, it
is not advisable to propose this particular dataset as a standard
benchmark dataset. It is important to note, nonetheless, that even
in the intelligent human process of labeling data, disagreements
occurred. This means, firstly, that it is apparently difficult even
for humans to assign comments to an unambiguous stance, and
secondly, that it is even more difficult for computers to predict
these manually classified comments if human coders cannot get
it right.

6. Conclusion

The present study has been one of the first attempts to thor-
oughly measure opinion-based homogeneity in the context of
three conspiracy theories on YouTube. To this end, we com-
bined a text classification approach with BERT and a network
analysis to compute the E-I index to measure the homogene-
ity and heterogeneity of the network based on user comments.
This study showed that for three conspiracy theories users who
express support for those conspiracy beliefs are more likely to
interact in homogeneous networks than are users who oppose
those beliefs. This pattern found within discussion networks on
YouTube offers new insights for the debate on the fragmenta-
tion of social groups in online communication by specifying the
(topical) circumstances under which homogeneity and potential
segregation are likely to emerge. These findings have practical
implications for platform providers who—by employing this me-
thodical combination—could: (a) Detect particular sub-networks
in which conspiracy beliefs are discussed and spread without
any contradiction or correction, and (b) disseminate fact-checking
messages in those sub-communities to counteract this ostensible
legitimization of misinformation. Such an approach could help
to strategically reach groups susceptible to believing in conspir-
acy theories in order to prevent them from becoming caught in
homogeneous bubbles.

Software information

We used a Python code (Version 3.6.7) for the analysis of the
YouTube comments in order to sample our datasets and train
BERT models; specifically, we used the Python packages: pandas,
numpy, sqlalchemy, json, requests, pickle, re, string, datetime,
random, scipy, nltk, matplotlib, seaborn, itertools, scipy, sklearn,
keras, tensorflow, tensorflow-hub.

For the process of network analysis and the calculation of
opinion-based homogeneity, we used an R-Script (Version 3.6.2)
with the following packages: igraph, tidyverse, dplyr, xlsx, com-
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ABSTRACT
The use of social media to disseminate extreme political content on
the web, especially right-wing populist propaganda, is no longer a
rarity in today’s life. Recommendation systems of social platforms,
which provide personalized �ltering of content, can contribute to
users forming homogeneous cocoons around themselves. This study
investigates YouTube’s recommendations system based on 1,663
German political videos in order to analyze the homogeneity of the
related content. After examining two datasets (right-wing populist
and politically neutral videos), each consisting of ten initial videos
and their �rst and second level recommendations, we show that
there is a high degree of homogeneity of right-wing populist and
neutral political content in the recommendation network. These
�ndings o�er preliminary evidence on the role of YouTube rec-
ommendations in fueling the creation of ideologically like-minded
information spaces.
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• Information systems; • World Wide Web; • Web searching
and information discovery; • Social recommendation;
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ACM Reference Format:
Daniel Röchert, Muriel Weitzel, and Björn Ross. 2020. The homogeneity of
right-wing populist and radical content in YouTube recommendations. In
International Conference on Social Media and Society (SMSociety ’20), July
22–24, 2020, Toronto, ON, Canada. ACM, New York, NY, USA, 10 pages.
https://doi.org/10.1145/3400806.3400835

1 INTRODUCTION
In view of the constantly growing amount of user data, social media
platforms provide personalized information for each user and �lter
it according to his or her individual characteristics. This can also
mean that users are mostly or always shown content that corre-
sponds to their interests and opinions. Especially when it comes

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior speci�c permission
and/or a fee. Request permissions from permissions@acm.org.
SMSociety ’20, July 22–24, 2020, Toronto, ON, Canada
© 2020 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-7688-4/20/07. . . $15.00
https://doi.org/10.1145/3400806.3400835

to gauging opinion trends, social media are often used to serve as
the voice of the people in populist movements [12]. Literature has
proposed that this �ltered consumption of information online could
result in distorted perceptions of public opinion [25] and even the
ideological fragmentation of society [37].

The challenge is to gain a deeper understanding of the trans-
parency of these recommendation systems. Current research dis-
agrees on the existence of �lter bubbles caused by recommendation
systems. While some studies �nd evidence and argue for the ex-
istence of �lter bubbles on social platforms [1, 26], there are also
empirical works speaking against the existence of ideologically
one-sided �lter bubbles in online media [6, 14, 40].

The video platform YouTube is one of the most frequently used
social media sites. According to a recent study, it is used by 73
percent of Americans [30]. On YouTube, users are shown a list of
recommended videos next to the video they are watching. This
list is generated by an algorithm whose details are proprietary and
therefore not published. In a recent paper [38], Google employees
describe their two key objectives as engagement and satisfaction,
where engagement is measured as the time a user spends watching
recommended videos. In other words, YouTube’s recommendation
system is designed to users keep watching more videos. When a
user is watching one of the recommended videos, this video comes
with its own recommendations. We refer to these as second level
recommendations.

In the light of this, it seems plausible that YouTube’s recom-
mendation system might constitute a �lter bubble. Users consume
political news on YouTube, and unlike in traditional journalism, a
balanced presentation of di�erent political viewpoints is not among
the goals of the algorithm’s developers. It is therefore necessary to
question the extent to which these algorithms connect politically
neutral and extreme videos and whether the induced recommen-
dation networks are ideologically homogeneous or heterogeneous.
No previous research, to our knowledge, has compared recommen-
dations of right-wing populist and politically neutral videos on
YouTube and examined their ideological homogeneity with net-
work analysis techniques such as the E-I index.

Since there are already various studies on recommendation sys-
tems, a detailed analysis is required, which should include (a) an
assessment of the political context of the videos and (b) a calcula-
tion of the homophily of the content in relation to the associated
content. This work investigates how right-wing populist videos
and politically neutral news videos are connected by the YouTube
recommendation algorithm and the extent to which this leads to the
creation of homogeneous networks. We applied network analysis
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techniques to two datasets in order to ask how the recommenda-
tions at the �rst and second levels di�er from the initial videos in
their content (right-wing populist or neutral).

2 THEORY
2.1 Personalized recommendation algorithms

and their e�ect
Personalized algorithms on social media platforms aim to automat-
ically provide users with personalized content that they are most
likely to consume based on search history, click behavior or current
location. This means that information that is not recommended
by the algorithm is not displayed to the user. According to the
"�lter bubble" theory [29], social media users are more likely to
be confronted with homogeneous content that is consistent with
their opinions and values than with cross-cutting opinions. In other
words, information that is not in line with one’s point of view is
�ltered out of one’s information feed, e�ectively capturing users
in closed and like-minded “�lter bubbles”. Particularly when politi-
cal and ideological opinions in the network are concerned, these
�lter bubbles can be seen as a threat to democracies through their
selection of information, since people are only provided with infor-
mation that corresponds to their interests or supports their current
opinion [40], narrowing the political horizon of the discussion. Ad-
ditionally, personalized �ltering can limit users’ autonomy and
information choice [4].

The potential existence of �lter bubbles and recommendation
systems has already been investigated on various platforms such as
Facebook, YouTube or Google Search. Bakshy et al. [3] analyzed 10
million Facebook newsfeeds from US citizens who reported political
a�liations in their pro�les to investigate the ideological diversity
of news and opinions. Their �ndings showed that the Facebook
algorithm is less likely to display cross-cutting content, leaving
the users themselves primarily responsible, since they select con-
tent that corresponds to their political beliefs. The video platform
YouTube with its recommendation system for related videos serves
as the main mechanism of encouraging users to view new videos
and discover new content [11, 39]. Indeed, 81 percent of Americans
occasionally watch videos suggested by the platform’s recommen-
dation algorithm [36]. Furthermore, the YouTube recommendation
system is mainly responsible for users being exposed to new con-
tent and staying on YouTube for longer periods of time. Findings
have revealed that after the �rst recommended video, the average
length of a video increased by around three minutes, while at a rec-
ommendation level of �ve (i.e., �ve successive recommendations),
the average length of a video was 15 minutes more than the original
video.

In addition to general results about the recommendation system
on YouTube, some studies also focus on the recommendation of
videos that espouse extreme political views. A recent study [21]
used around 800 YouTube channels to investigate whether the rec-
ommendation algorithm has an impact on users and suggests more
radicalized content to them. According to their results, radicalized
users are not encouraged by the algorithm to encounter more ex-
treme content. Conversely, O’Callaghan et al. [26] analyzed English
and German-language extreme right-wing YouTube channels that

are propagated by extreme right-wing Twitter accounts. Their re-
sults showed that users who click on a right-wing extremist video
are very likely to get recommendations for further right-wing ex-
tremist videos.

Ottoni et al. [27] performed a content analysis to identify charac-
teristics in YouTube captions and YouTube comments on alt-right
channels based on one speci�c channel (“The Alex Jones Channel”)
and his 12 featured channels. According to their results, these chan-
nels used words such as "war", "terrorism" or "bombing" more often
in their titles than those in a baseline dataset, while comments on
these videos were more likely to refer to words like "Ebola", "radi-
ation" and "virus". In general, these channels used words related
to negative feelings more often than the study’s baseline channels,
which tended to use more positively associated words. This might
be especially dangerous for the consumption of right-wing populist
content on social platforms.

2.2 Right-wing radicalism on social media
In recent years, right-wing populists have become increasingly
powerful in national and international politics. This can, inter alia,
be seen in the latest European Parliament elections in May 2019.
EU-critical and nationalist parties achieved 68 of 751 seats in the
European Parliament [23].

Another example for the ongoing rise of right-wing populism is
the rise of the Alternative für Deutschland (AfD) since its founda-
tion in 2013 [35]. The original aim of the AfD was to abolish the
Euro as a shared currency but since the refugee crisis in 2014, their
language has drifted further towards the extreme political right.
In Germany’s federal elections in 2017, AfD achieved 12.6 percent
of the vote, up from 4.7 percent four years earlier [8]. It should be
emphasized in this context that AfD’s popularity is in no small part
due to their online presence [35].

In Germany, right-wing populism and radicalism are politi-
cal ideologies with the following characteristics. Primarily right-
wing radicals try to create homogeneity within national borders,
and further, to exclude people or groups outside of these bor-
ders [33]. Salzborn [[33], p.21-23] also mentions further important
characteristics such as a völkisch ideology of ethno-nationalism,
racism, anti-authoritarianism (refusal to accept any ruling elite),
homogeneity-orientation (focus on a collective to which every in-
dividual has to subordinate him- or herself), sexism, anti-semitism,
anti-Americanism, historical revisionism, militarism and anti-
rationalism. Researchers do not agree on a universal de�nition
of right-wing extremism. It is also di�cult to delimit the concepts
of right-wing populism and right-wing extremism because bound-
aries between these terms are unclear. This is due to the fact that
some characteristics can be attributed to right-wing extremism as
well as populism.

In the course of technological progress, the Internet enables a
special form of participation for right-wing extremists and pop-
ulists. To understand why social media platforms such as YouTube
may o�er easy access to an audience for them, it is necessary to
understand the principle of gatekeeping in the context of news
dissemination. Since the early years of the 20th century, journalists
have seen themselves as professionals with special expertise and
a sense of responsibility towards society. Their role in �ltering
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information became known as the gatekeeper model [17]. In estab-
lished, traditional media such as newspapers, published content
has to overcome this hurdle to be shown to a wider audience [28].
In the case of social media, however, the hurdle of gatekeeping is
removed because content is not selected by journalists, but rather
by algorithms that are based on user behavior. To be more pre-
cise, instead of being reviewed by journalists who weigh ethical
concerns for each issue, it is the users themselves who decide if
content is worth sharing [19]. This shift has helped to spread and
normalize extremist engagement because content published on so-
cial media is not monitored with an eye to objective ethical and
political concerns [13]. Recent research has shown the in�uence
of the interrelatedness between counter-messages and extremist
content based on the YouTube recommendations and videos [34].
Two counter-message campaigns (#WhatIS and ExitUSA) were ex-
amined using network analysis. The results showed that there is
a certain probability that users will encounter extremist messages
because they are related to counter-messages. Medina Serrano [35]
also explain how Germany’s right-wing populist party AfD uses
social media platforms, revealing their knowledge and leveraging
of these circumstances. In this case, the party utilizes the fact that
most supporters of populism tend to distrust traditional media
platforms. Their study focused on alternative media such as social
media platforms. Another important aspect is that hate can spread
faster in social media, which leads to AfD using a more negative
and aggressive rhetoric in their social media channels. The third
strategy the authors mentioned is the use of social bots which try
to manipulate trends in the interests of AfD.

Since overall there is little research on right-wing radical or
populist �lter bubbles on YouTube, we question the impact of the
YouTube algorithm on the selection of political videos (right-wing
populist and neutral) and their recommendations. Therefore, our
research questions are:

RQ1: Do users receive recommendations for right-wing populist
/ neutral videos after watching a right-wing populist / neutral
video?

RQ2: Do the recommendations following the consumption of
right-wing populist videos also predominantly link to right-wing
populist videos?

RQ3: What is the homogeneity of recommendations in the net-
work of neutral and right-wing populist videos?

3 METHODS
3.1 Dataset
To investigate the recommendation behavior of YouTube regarding
German political content, we concentrated on ten videos each with
neutral political content and right-wing populist content, which
used as the set of initial videos. The initial right-wing populist
videos were selected through detailed research, and included videos
from channels that were identi�ed as belonging to the extreme
right-wing spectrum. To determine which video creators spread
extreme-right content we searched for reliable indicators. One of
the initial videos, for instance, was created by the “Identitäre Bewe-
gung Deutschland” (IBD), which the German Federal O�ce for the
Protection of the Constitution describes as a political movement
that infringes on human dignity and the concept of democracy [7].

Figure 1: Simpli�ed example of video recommendation con-
nections.

We also chose a video made by the “Junge Freiheit” (JF). Founded
as a student newspaper in 1986, the O�ce for the Protection of the
Constitution of North Rhine-Westphalia has monitored the JF since
1994 and describes it as a “hinge between the spectrum of democ-
racy and right-wing extremism” [[5], p.9-11 & p.59]. As another
example of a right-wing video creator, we chose the “Deutsche
Stimme”, the party magazine of the “Nationaldemokratische Partei
Deutschland”, which spreads right-wing radical and neo-Nazi com-
ments, according to the O�ce for the Protection of the Constitution
of Baden-Wurttemberg [15].

For the initial ten videos in the neutral dataset, only videos
from public broadcasters were chosen. These are characterized by a
degree of independence from governments and �nancial interests,
the professional requirement for objectivity in journalism, and
equal representation of di�erent viewpoints [2].

On July 3, 2019, we performed an automatic data collection via
the YouTube API to get information about the initial videos and
their �rst- and second level recommendations. In particular, we
used the "relatedToVideoId" parameter, which returns a list of recom-
mendations that are related to the original video.1 Figure 1 shows
the relationships between the videos. To avoid any misinterpre-
tation, it is necessary to clarify that not all of the videos in the
right-wing populist dataset are right-wing populist videos. Instead,
the dataset consists of the ten initial videos, all of which are right-
wing populist, and their �rst- and second level recommendations
(which themselves are not necessarily right-wing populist).

Data collection via the YouTube API ensured that no personal,
local, geographic or other variable a�ected the data collection of the

1https://developers.google.com/youtube/v3/docs/search/list
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Table 1: Indicators of the total dataset (including duplicates).

Dataset Total views Total likes Total dislikes Total comments Total videos

Right-wing populist 425,242,090 5,464,155 863,008 1,171,123 1,118
Neutral 956,529,409 9,089,595 1,006,244 1,385,725 1,076

recommendations. These recommendations lead back to YouTube’s
algorithm, which suggests videos to the user based on their per-
sonal viewing behavior. Based on ten politically neutral videos, 100
recommendations at the �rst level and 966 recommendations at
the second level were collected. The ten populist right-wing videos
lead to 100 videos at the �rst and 1,008 recommendations at the
second level. The following shows the total popularity indicators
of the videos from the initial sets and the recommendations.

3.2 Annotation of the videos
Unfortunately, the data collected via the API does not reveal
whether recommended videos are right-wing populist, politically
neutral or something else, so we proceeded to encode the data man-
ually. Following a �xed coding scheme, we annotated the YouTube
videos according to three di�erent classes. The data were labelled
with one of three classes: “right-wing populist”, “politically neu-
tral” and “others”. Table 2 shows the classes of videos with their
descriptions and characteristics.

Videos were categorized as right-wing populist when they con-
tained populist or radical content and implied hostility toward
women, foreigners or the LGBTQ community. The class neutral
was assigned to those videos that reported on politics objectively.
This is characterized by showcasing several points of view, and
various opinions being presented alongside one another, such as in
documentaries and journalistic reports. Videos were categorized
as others if they did not have a clear political reference and, for
example, were more for entertainment purposes, such as gameplay
videos and lifestyle blogs. Left-wing videos were also included in
the category others, due to the fact that only a limited number of
these videos were present in the dataset and they were therefore
not relevant for further analysis or to our research questions.

According to YouTube’s guidelines2, channels or individual
videos are banned if they contain an incitement to hatred or vio-
lence against speci�c individuals or groups. The guidelines explic-
itly mention characteristics such as ethnic origin, gender identity,
nationality, religion or gender. In the period between retrieving and
annotating the dataset, some videos had been removed by YouTube,
which means it was not possible to watch them anymore. Most of
the deletions were because of hate speech. In cases where channel
owners decided to restrict videos to a private audience, they were
categorized using the video’s metadata provided by the API (caption
and video description). During the annotation, two videos were
removed because they were not in German. Furthermore, there
were inconsistencies between the �rst level and second level of
the right-wing populist dataset. For this reason, the a�ected videos
(seven in the �rst level and 70 in the second level) were removed
from the dataset. To quantify the quality of the annotations and

2YouTube guidelines: https://www.youtube.com/about/policies/#community-
guidelines

coding scheme, we performed a reliability test with a randomly gen-
erated dataset at each level with 26 videos, which was then coded by
another annotator. The inter-coder reliability was measured using
Cohens kappa [10]. For both datasets it showed moderate level of
agreement (0.505 for the right-wing populist dataset, 0.454 for the
neutral dataset).

3.3 Building a recommendation network on
YouTube

To build a network structure from the collected YouTube data, it
was necessary to �rst transform it into a video recommendation
network. We created a separate network for each dataset. It must be
noted that the number of nodes does not correspond to the absolute
number of videos in the two samples, since duplicate video IDs are
combined in the course of data processing. The network properties
for each of the two networks are illustrated in Table 3

3.3.1 Recommendation Behavior using random walk. To simulate
the behavior of a user in the network and how he or she transitions
from the main videos to other recommended videos, a simulation
was performed using a random walk. The nature of video recom-
mendations in the political context of right-wing populist videos
can be better understood by using such a simulation. This mathe-
matical method uses random steps to retrace the behavior of a user
who continues to watch videos by following recommendations. The
term random walk refers to a process in which a random sequence
of nodes is generated as a result of following edges in the graph at
random. In an unweighted graph, the edge to be followed is selected
uniformly from all outgoing links at each step, while in a weighted
graph the probabilities of the outgoing links are proportional to
the link weights. Random walks are used in studying many aspects
of online social networks, such as community detection [22, 31],
fake account detection [9, 18] and the study of recommendation
systems [16, 24]. Recent work has also been done in applying ran-
dom walks on YouTube to analyze its recommendation engine [36].
This study’s �ndings, based on 14,509 popular English-language
channels, indicate that YouTube tends to recommend longer and
more popular content to users, regardless of the rating, relevance,
date or number of views of the video.

Our simulation was run on the annotated dataset that coded the
videos for their political content. In this process, we assume that
the user starts with the initial right-wing populist or neutral videos
and his or her viewing continues by visiting one video from among
the recommendations, until the last recommended video ends. The
random walk works as follows:

• 1. Start with a video from the list of ten initial videos.
• 2. Randomly select a related video (one out of ten). At each
step, the walker only follows direct edges and chooses an
edge from the current node’s neighbors uniformly at random.
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Table 2: Coding scheme for YouTube videos.

Class Explanation

Right-wing populist Right-wing populist or radical content
Polemical and polarizing speech
Lack of evidence of the assumptions made or unrealistic assumptions (e.g. protagonist shows xenophobia and
misogyny, hostility towards the LGBTQ+ scene and political opponents)
Rejection/agitation against a certain group, political opponents (esp. the left) (e.g. right-wing extremists, Nazi
symbols in the video)
One-sided presentation of conspiracy theories as facts; denial of anthropogenic climate change

Neutral Politically unbiased reporting such as documentaries or reports on political issues
No clear right- or left-wing bias in reporting
Highlighting di�erent aspects of the content
Editorially prepared contents
Protagonist takes an unbiased position, illuminates several sides

Others Content without political reference such as blogs, vlogs, beauty, lifestyle and gameplay
Left-wing content

Table 3: Network parameters.

Network parameter Initial neutral political videos Initial right-wing videos

Nodes 852 811
Edges 1064 1029
Avg. degree 1.25 1.27
Diameter 7 5
Density 0.0015 0.0016
Max in-degree 10 9
Max out-degree 10 20

• 3. After selecting the related video from the initial video,
continue by selecting the next related video randomly (one
out of ten).

• 4. Store the sequence of nodes and their attributes for each
run.

• 5. Repeat this process 5000 times for each initial video, until
all initial videos have been passed.

Since the various recommendations at the �rst and second levels
generate new interconnections between each other, this process is
di�erent from only looking at the �rst and second levels.We decided
to set the maximum number of walk steps until the algorithm
determines to a value of 2.

3.3.2 Measuring video content homogeneity. In order to measure
the homogeneity of the network and to determine to what extent
videos in the same political class are recommended for further
videos, we used the E-I index introduced by Krackhardt and Stern in
1988 [20]. Thus, it was possible to determine the direct connections
from the individual nodes to their recommendations based on the
class. The formula of the global E-I Index is de�ned as:

EI =
E � I

E + I

where E is the number of external links, whereas I is the number of
internal links to a node. The E-I index takes values between -1 and
1, where a value of 1 indicates a heterogeneous network and a value

of -1 indicates a homogeneous network. An E-I index of 0 indicates
a network in which there are as many connections between the
groups as there are within the groups. However, when groups are
di�erent sizes, an E-I index di�erent from 0 is to be expected even
in the absence of homophily, when nodes are connected randomly
to other nodes ignoring group membership. This is because the
probability that a recommended video is from the same group is
inherently higher the larger the group is, even when the video is
chosen purely at random.

Therefore, a permutation test was used that measures whether
the observed E-I index di�ers signi�cantly from the one expected
under the null hypothesis that the nodes are connected randomly
(and that the recommendation system therefore does not favor
videos of one political persuasion over another). The sampling
distribution was obtained by rewiring the edges while preserving
the graph’s degree distribution.

Recent studies already applied the index to discussion networks
on YouTube to compute the homogeneity analysis of user-generated
messages [32]. Bruns [6] suggests that the investigation of �lter
bubbles and echo chambers should focus on network analysis tech-
niques such as the usage of the E-I index in order to analyze the
communication structure of the information between the individual
users. Especially in the online, connected world we live in today,
where algorithms are not transparently communicated by compa-
nies, it is important to investigate and compare the behavior of this
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Figure 2: Recommendation network of the initial neutral dataset. The ten initial videos are identi�ed by the size of the vertex
and the red border.

recommendation system with respect to the political context and
especially to right-wing populist content in the network.

4 RESULTS
The following Figure 2 and Figure 3 demonstrate the recommen-
dation networks of videos which had ten populist right-wing and
ten neutral political videos as a starting point, and which include
their recommendations at the �rst and second level. The nodes of
the network are the individual YouTube videos. They are colored
according to their content: white for neutral, blue for “others” and
black for populist right-wing content.

Regarding RQ1, more than half (53.76 percent) of recommenda-
tions received after watching one of the initial right-wing populist
videos were other right-wing populist videos. However, more than
a third (36.56 percent) of recommended videos were politically neu-
tral. Less than one in ten (9.68 percent) recommendations belonged
to the category others. In contrast, when the initial video is politi-
cally neutral, only two percent of recommendations are right-wing
populist videos, while 73 percent are neutral themselves and 25
percent belong to the others category.

Addressing RQ2, the results show the recommendations of videos
di�er between the �rst and second recommendation levels. In the
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Figure 3: Recommendation network of the initial right-wing dataset. The ten initial videos are identi�ed by the size of the
vertex and the red border.

right-wing dataset, only 37.71 percent of recommendations at the
second level are right-wing videos, while the share of neutral (42.2
percent) and others (20.09 percent) videos increases. Comparing
the second and �rst recommendation levels, the frequency of right-
wing populist videos decreases. Thus, fewer right-wing populist
videos are found at a higher recommendation level. In the neutral
dataset 55.5 percent of recommendations are neutral and 41.91
percent are others, whereas only 2.59 percent of recommendations
are right-wing populist videos.

In addition to the real networks and their actual class probabil-
ities in Figure 3, it is relevant to determine whether and at what

frequency a user comes into contact with these di�erent political
videos. We assume that the user has previously visited one of the
initial politically neutral or right-wing populist videos. Looking at
the two networks individually, a noticeable trend can be seen.

In the neutral network, walkers mainly encounter neutral (65.73
percent) and other (32.53 percent) videos, while right-wing populist
(1.74 percent) videos are not frequently visited. Comparing the
walker’s steps with the videos the user has visited, these right-wing
populist videos are mainly watched immediately after the initial
video or as a following second level recommendation. These results
are in line with the measured probabilities.
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Figure 4: Relative frequency of videos on di�erent recom-
mendation levels on YouTube.
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Figure 5: Relative frequency of the randomwalk simulation.

When the initial videos are right-wing populist, however, it be-
comes clear that subsequently, right-wing populist videos (45.7
percent) are most frequently visited by the walkers, followed by
neutral (39.3 percent) and other (15 percent) videos. When looking
at the individual steps, it is seen that immediately after the �rst
video, the probability of watching a right-wing populist video is
highest. In the second recommendation level, however, the neutral
videos are visited most often. Right-wing populist videos are en-
countered less frequently. The results of the random walk for both
networks are in line with the actual probabilities in Figure 4 and
can therefore realistically represent the behavior of the user in the
network. Figure 5 shows a summary of the results of the random
walk.

Regarding the homogeneity of the network, we found that both
networks are indicated with a negative E-I index, which means that
the network has more like-minded than cross-cutting connections.

The global E-I index for initial right-wing populist videos was -
0.337, which is calculated from the 341 external and 688 internal
links. The results of the network with neutral political videos show
an even more negative E-I index of -0.508. It is calculated from the
262 external and 802 internal connections.

The results of the permutation tests show that a negative E-I
index is to be expected given the di�erences in the sizes of the three
groups. However, the observed E-I index is signi�cantly closer to
the theoretical extreme of -1 than what would be expected under
the null hypothesis.

The right-wing populism network shows that a separate isolated
community of right-wing populist videos has formed within the net-
work, which is not connected to the other videos. This is alarming
because it could lead to a spiral of like-minded video consumption
if users follow these recommendations. The YouTube recommenda-
tion algorithm partially paves the way for staying on the politically
extreme path, especially if the user has had the impulse to visit
something politically extreme from the beginning.

5 DISCUSSION
5.1 Filter bubbles on YouTube
The goal of this research was to examine whether YouTube’s rec-
ommendation algorithm contributes to creating a “�lter bubble”
regarding political ideology, especially German right-wing populist
content.

The collected data allows us to answer the research questions
posed earlier. Regarding RQ1, viewers of right-wing populist videos
are indeed much more likely to be shown recommendation for
more right-wing populist content (53.76 percent) than recommen-
dations for politically neutral videos. However, more than a third
(36.56 percent) of recommendations were still politically neutral
videos. Viewers of politically neutral videos, on the other hand, are
very unlikely (2 percent) to be recommended right-wing populist
content. RQ2 asked whether the recommendations next to these
recommended videos (i.e., depth 2) are also predominantly right-
wing populist videos. At this level, viewers who initially start with
a right-wing populist video are actually more likely to be recom-
mended a neutral video than a third right-wing populist one. The
analysis for RQ3 showed that the network of recommendations is
signi�cantly more homogeneous than what would be expected if
the recommendations were random, in other words, if they were
blind to the political viewpoints that are espoused in the videos.
In summary, the recommendations showed a tendency in favor of
showing users more of the political content that they had already
watched, but the random walk showed that it would be inaccurate
to say that they were led down rabbit holes that are impossible to
escape.

From YouTube’s point of view, these results probably indicate
that the recommendation system works as intended. It should be
emphasized that our results do not suggest that the recommenda-
tion algorithm explicitly takes the political views in a video into
account. The observed phenomena can simply be explained by the
fact that these algorithms are designed to maximize user engage-
ment and user satisfaction. Just as it learns that users who watch
gaming videos are more likely to continue watching if they are rec-
ommended more gaming videos as opposed to, for example, music
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Table 4: Results of the E-I index based on the permutation test with 5000 iterations.

Dataset E-I index Min Avg. E-I Max SD p

Right-wing populist -0.337 0.133 0.237 0.328 0.028 <0.001
Neutral -0.508 -0.145 -0.057 0.021 0.025 <0.001

videos, the system has probably decided, based on the available
data, that people who consume right-wing populist content are
more likely to continue watching if they are recommended more
populist content.

However, there is a fundamental di�erence between political
content and many of the other types of content that can be found on
YouTube. People form political opinions and voting intentions based
on the political news they consume. In the past, journalists acted as
gatekeepers for the information presented to the public, for better
or worse. This is no longer the case. Truthfulness, independence
and accountability are core values in traditional journalism ethics.
By contrast, the unhindered spread (e.g., on social media) of misin-
formation from dubious sources, who may have political intentions
of their own, has been theorized to be a threat to democracy.

Changing the status quo raises countless questions about al-
gorithm design, transparency, and regulation. Pro-populist “bias”
we have demonstrated in the recommendation algorithm has been
learned from the data, just like the anti-populist “bias” for users who
prefer to consume politically neutral videos. It might be possible
for developers to encode a distinction between hobbies and leisure
activities, and political content, thereby stopping the system from
applying the same heuristics to these two distinct realms. This may
yield results that are less optimal in terms of predicted engagement
and user satisfaction, but perhaps better in terms of the journalistic
quality of the news selection or some other, ideally quanti�able
measure. Certainly, such a decision would need to be conscious
and be made by software designers or lawmakers. If social media
platforms begin implementing systems that allow the spread of
some political views but contain or stop the spread of others, how
do we draw the line between desirable views and undesirable ones?
Who ensures that such a system is not abused in authoritarian
states to stop the views of the political opposition from spreading?
One can imagine that over-regulation could have unintended side
e�ects.

As a result of our data collection method, the YouTube recom-
mendation algorithm only had access to the previously watched
video to calculate its recommendations. This allowed us to study the
e�ect of the previously watched video in isolation. In a real setting,
recommendations are likely to be in�uenced by a wide range of
other factors, such as a user’s watch history, search history, and
other data. Characteristics of videos are also likely to play a role,
for example the total number of views and likes.

5.2 Limitations
The present work is subject to certain limitations. The �rst limita-
tion of this study is that the data was collected under the controlled
conditions of the YouTube API. This has the advantage that the rec-
ommendations are not tailored based on personal information such
as videos viewed in the past in a browser, which would endanger

the generalizability of the results. However, the data collection does
not re�ect an “average” user who has a stored history of keyword
searches and watched videos. Under real conditions, users’ previous
viewing behavior and other factors will also in�uence the recom-
mendations made by the algorithm. For this reason, a long-term
study involving several users with the same search history and
criteria, in which the algorithm’s �ltering and recommendation
levels are investigated, would be relevant to compare the results
with each other.

Secondly, we only investigated two recommendation levels with
ten initial videos each. A larger dataset would help to analyze an
even more interconnected network structure and to gain further
insights into deeper recommendation levels.

Another limitation of the study is related to the annotation. By
the time the data annotation was complete, some of the videos col-
lected from YouTube had been deleted due to the platforms guide-
lines on violations (e.g. due to hate speech). The fact that some
videos were blocked by YouTube nevertheless implies something
important: YouTube’s enforcement of hate speech policies against
channel operators indicates that the threat posed by right-wing
populist and radical contributions to the platform is recognized by
the company. In future work, researchers will need to endeavor to
keep the time lag between data collection and subsequent anno-
tation as short as possible, to ensure that the data is not “lost” for
further analysis.

As a further limitation of the work it should be mentioned that
only one additional annotator was used for the computation of
the inter-coder reliability. A higher number of annotators would
therefore increase the quality of the results and allow for a more
detailed examination.

6 CONCLUSION & FURTHERWORK
This study investigated political content on YouTube and how it is
linked in a recommendation network to evaluate the �lter bubble
hypothesis. We labeled the videos as belonging to one of three cate-
gories and examined two levels of recommendations in more detail.
We found that when a user begins by watching a right-wing video,
right-wing populist videos are more frequently suggested at the
�rst recommendation level than at the second level. Politically neu-
tral videos predominantly link to other neutral or “others” videos.
Furthermore, we used the E-I Index to investigate the homogeneity
in the network. Results indicate that the recommendation network
shows a highly homogeneous behavior of the examined classes.

Our research examined the YouTube recommendation network
and how right-wing populist and neutral political videos are linked.
Further research could investigate user reactions in the form of
user-generated comments to these videos to analyze the political
opinions of users and thus the opinion climate. This analysis would
reveal the extent to which comments indicate a focus on the active
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behavior of users (in contrast to passive consumer behavior). An-
other issue that was not addressed in this study was the intensity of
the content (e.g., how extreme are the political videos in a video?).
Based on this information, future studies could determine whether
users are confronted with increasingly radical political content,
which would be a di�erent manifestation of the �lter bubble to the
one researched in this study.
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Abstract
Opinion leaders (OLs) are becoming increasingly relevant on social networking 
sites as their visibility can help to shape their followers’ attitudes toward a variety 
of issues. While earlier research provided initial evidence on the effect of OLs using 
agent-based modeling, it remains unclear how OLs affect their network environ-
ment and, therefore, the opinion climate when: (a) they publicly hold ambivalent 
attitudes, and (b) they not only express support for their own stance but also dis-
credit or ‘debunk’ the opposing side. This paper presents an agent-based model that 
determines the influence of OLs in social networks in relation to ambivalence and 
discreditation. The model draws on theoretical foundations of OLs as well as attitu-
dinal ambivalence and was implemented using two network topologies. Results indi-
cate that OLs have significant influence on the opinion climate and that an unequal 
number of OLs of different opinion camps lead to an imbalance in the opinion cli-
mate only in certain situations. Furthermore, OLs can dominate the opinion climate 
and turn their stance into a majority opinion more effectively when discrediting the 
opposing side. Ambivalent OLs, on the other hand, can contribute to greater balance 
in the opinion climate. These findings provide a more nuanced analysis of OLs in 
social networks by pointing to potential amplifications as well as boundaries of their 
influence. Implications are discussed with a focus on human and artificial key actors 
in online networks and their efficacy therein.

Keywords Opinion leader · Agent-based modeling · Ambivalence · Simulation · 
Network analysis
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Introduction

The rise of digital communication platforms such as social networking sites has 
been posing new challenges in terms of understanding processes of opinion forma-
tion. The connectedness between users and the exchange of political information 
provides vast possibilities of mutual social influence. On social networking sites, 
opinion leaders (OLs) play a key role, as they can have a disproportionate influ-
ence on the opinions in their environments and thus the prevailing opinion climate. 
OLs are characterized by their high connectedness in networks, which enables 
them to steer the diffusion of information in a certain direction [1, 2]. However, on 
social networking sites, the influence of OLs is embedded in complex communica-
tion settings. For instance, OLs and other individuals do not always hold opinions 
that clearly favor one side. Instead, they can hold and express ambivalent opinions 
that equally favor both sides [3]. When it comes to OLs, public service broadcast-
ers and non-partisan journalists may be considered ambivalent as they are bound 
to balanced reporting. Furthermore, public opinion or a network as a whole can be 
ambivalent when opinions on a political question vary between citizens (“network 
ambivalence” [4]). However, previous research has conceptualized opinion dynam-
ics in social networks as the likelihood of expressing the valence of one’s opinion 
(i.e., to be in favor or against a political decision) without accounting for compelling 
social psychological evidence that indicates that individuals’ opinions are often not 
purely supporting or opposing an issue but can be ambivalent [5]–[7]. On social 
networking sites, the factual argumentation of statements is not always in the fore-
ground, but instead, vulgarities and "dirty tricks" oftentimes characterize communi-
cation [8]. Public advocates of one viewpoint do not only talk about their stance, but 
also make references to “the other side,” be it in the form of counterarguing, provid-
ing substantial arguments, or even discrediting the credibility (e.g., the expertise and 
trustworthiness) of opponents and their views [9].

These two observations (i.e., the ambivalent and discrediting expressions of 
members of a network) have implications for how opinion climates evolve on social 
networking sites. Despite growing knowledge gained through agent-based modeling 
on the mechanisms that drive changes in opinion climates [10, 11], the observation 
that opinions (even those propagated by OLs) can be ambivalent or that key agents 
can discredit “the other side” have not been implemented in agent-based modeling 
to date. Taking these into account appears to be of pivotal relevance when it comes 
to explaining complex dynamics in online discussion networks. OLs may not nec-
essarily advocate a clear and one-sided stance (e.g., spreaders of partisan media 
content), but instead convey equilibrated, i.e., ambivalent stances (e.g., spreaders 
of mainstream media or public service broadcasters). Including these aspects in the 
simulation of opinion formation processes allows for the modeling of more com-
plex and realistic processes in large social networks. To our knowledge, there are 
no agent-based models to date in which attitude ambivalence is applied to OLs and 
users in networks. Agent-based models are best suitable to address social phenom-
ena by simulating individual behavior and observing its impact on a group/network 
level [12].



 
 

160 

 

1 3

Journal of Computational Social Science 

Against this background, the present study is intended to use virtual simulations 
to: (1) include ambivalent opinions in the modeling of complex social influence 
processes in social networks; (2) implement ambivalence also in OLs’ expression 
behavior; and (3) take into account not only supportive expressions of viewpoints by 
OLs, but also discrediting utterances.

With that said, our work first acknowledges that OLs can be present simultane-
ously for different opinion camps. Still, it is yet to be understood whether variations 
in the number of OLs in different factions can make a difference in the ultimate out-
come of the opinion climate. Therefore, we ask:

RQ 1: How does the opinion climate respond to a varying ratio of OLs in each 
group?
Second, we are interested in testing the effects of OLs on their network when they 

not only express one exclusive stance but also convey ambivalence in their utter-
ances. While related work has shown that a like-minded social network environment 
can lead to a strengthening of users’ opinions [13] and underlines the important role 
of OLs in the process of diffusion [14], little is known on the impact of ambivalent 
opinions conveyed by OLs. Therefore, we aim to compare effects of univalent and 
ambivalent OLs on the network level and ask:

RQ 2: How does the opinion climate respond to OLs who advocate fully in 
favor of their stance, are fully ambivalent, or partly in favor of the opponents’ 
stance?
Third, we also intend to examine the situation in which an OL not only presents 

support for a stance but also actively discredits or debunks the opposing side:
RQ3: How does the opinion climate respond to OLs of one side who advocate 
fully in favor of their stance and discredit the opponents’ stance?

Theoretical background

In this section, we outline the theoretical background of OLs and how they have 
already been implemented in agent-based models. Furthermore, we discuss the the-
ory behind attitudinal ambivalence as well as how related psychological processes 
can be applied to the model of OLs.

Opinion leaders in social networks

The networking of individuals in social networking sites facilitates not only rapid 
communication among users, but also exposure to a variety of information and dif-
ferent opinions. OLs can play a key role in this process, as they are not only con-
nected to numerous users in the network, but also have a strong influence on other 
users’ opinions. “Generally, opinion leader is obviously the critical node with a 
higher centrality in social networks, and it is bound to affect public opinion assimi-
lation, integration, and separation, but his/her influence on opinion evolution is 
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obviously different from that of ordinary individual […]” [15, p. 3]. Lazarsfeld et al. 
[16] introduced the notion of OLs while studying US presidential elections. They 
investigated electoral behavior and proposed a two-step flow model: mass media 
indirectly influence the general public by first providing information to OLs who, in 
turn, pass this information on to individuals [16, 17].

Due to the fact that the use of social networking sites has been increasing in 
recent decades, research has started to study how OLs and their influence mani-
fest themselves in social networking platforms. Studies have shown that OLs play 
a major and central role in the dissemination of information in online discussions 
[14], having influence on individuals [18] even if they are politically uninterested 
[19]. A recent study based on the social media debate on climate change showed 
that political actors are highly qualified to fulfill the position of OLs, as they have a 
significant impact on the flow of information, as characterized by the fact that they 
posted a higher volume of tweets and were also more frequently mentioned by other 
users [20].

The concept of OLs is often associated with information diffusion, which 
describes the process of how information is spread within the network. Based on 
results focusing on OLs and diffusion processes, research showed that the presence 
of only a few OLs can have an impact on how quickly information is spread in online 
networks [21, 22]. Simulation studies have identified that OLs with high “sociality” 
(i.e., the total strength of ties of an entity) are best placed to rapidly disseminate 
information. However, OLs only influence the diffusion process if the percentage of 
first-time addressees reaches a critical mass [22]. Previous studies have shown that 
the proportion of OLs varies and depends on the object of investigation. While Choi 
[23] identified a proportion of only 4% of OLs in a study on Twitter-based discus-
sion groups in South Korea, previous surveys on offline OLs identified 23%–30% of 
respondents as OLs [24]. A similar distribution was also used in an agent-based sim-
ulation [25, p. 201]. Finally, a detailed examination by Weeks [2] identified 12.5% of 
users as OLs.

While these findings imply that the number of OLs varies, little is known on the 
impact that different proportions of OLs might have on the dynamics of opinion for-
mation and resulting opinion climates in online networks.

Influence: conceptual issues

Related work on processes of opinion formation and influence through influential 
players (i.e., OLs) used different concepts and operationalizations. For instance, 
Bakshy et al. [26] studied influence among Twitter users based on network diffusion. 
Accordingly, influence is understood as the degree to which a piece of information 
is spread through the network. The wider a piece of information is spread (i.e., the 
larger the size of the “diffusion tree”), the more influential its sender. According to 
this view, influence is something that can be directly observed through the extent 
of information diffusion [20], which makes OLs influential players, since informa-
tion stemming from them is of relatively high reach. The present work addresses 
influence mainly on the level of opinions or attitudes toward a specific issue (e.g., 
a controversial policy), i.e., on the level of internal psychological processes. On the 
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network level, influence is thus characterized by the degree to which a user’s opin-
ion is impacted by opinions represented in their environment. Consequently, OLs 
are influential, since opinions propagated by them have a relatively high impact on 
neighboring opinions [2]. This concept of influence most closely resembles models 
of opinion formation (in particular, the two-step flow model, see [13, 14, 22]) and 
psychological models of social influence (e.g., [27, 28]), which refer to the role of 
influential single actors (i.e., OLs) and groups (e.g., a local environment within a 
social network) in processes of opinion formation, respectively.

Agent-based modeling of opinion dynamics

With a focus on the actual communication process, there is already a vast body of 
research that employs agent-based modeling to address the dynamics of opinion 
formation processes in social networks [29, 30]. The use of agent-based modeling 
offers the advantage that models can be used to simulate “how individuals and the 
environmental variables influencing them vary over space, time or other dimen-
sions” [31, p. 11]. Thus, by generating models that represent agents and their inter-
actions with a certain phenomenon under realistic conditions, it is possible to test 
even those theories that could otherwise only be addressed with very extensive 
empirical studies in which social interactions are observed in the long run [32]–[34]. 
It has been noted that there is a gap between the micro- (i.e., individual actions) and 
macro- (i.e., societal dynamics) level when it comes to investigating social phenom-
ena [32, 35, 36].

Agent-based modeling studies also demonstrated the influence of OLs on the for-
mation of opinions of individuals in their networks [25, 37, 38]. In a recent agent-
based model, Borowski and colleagues [37] showed that the number of OLs and 
their ability to maximize information diffusion depends solely on the network struc-
ture. These results are in line with the study by van Eck and colleagues [25], who 
analyzed the influence of OLs and demonstrated that the velocity at which informa-
tion is transmitted depends strongly on the network position of the OLs.

While these studies have corroborated the key role OLs play in social networks, 
they all modeled OLs as advocates for a certain stance who, in turn, were embed-
ded in networks in which individuals were either supporting or opposing a political 
stance. However, social psychological research has consistently shown that holding 
an opinion on a political question can be more complex than just assuming a pro or 
contra stance [5]–[7].

Attitudinal ambivalence

Intuitively, most individuals would likely describe an opinion as something that can 
be roughly divided into the dichotomy of ‘in favor’ and ‘against.’ Similarly, research 
into political attitudes has, more or less implicitly, been conceiving of attitudes as 
one-dimensional constructs and measured them on scales that usually range between 
the two poles of ‘completely against’ and ‘completely in favor.’ One problem with 
this type of measurement is that responses often scatter closely around the scale’s 
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midpoint, and researchers have been interpreting this as a ‘neutral’ attitude [3, 39]. 
However, this interpretation may not be valid, since attitudes are oftentimes more 
complex. The concept of ‘attitudinal ambivalence’ accounts for this complexity and 
describes attitudes as two-dimensional, i.e., it does not conceive of positive and 
negative evaluations of an attitudinal object as endpoints of one and the same con-
tinuum, but instead as two independent dimensions [3, 6, 40].

Accordingly, an ambivalent attitude simultaneously entails favorable and unfa-
vorable evaluations toward an attitudinal object. As a consequence, a response on the 
scale midpoint may not only indicate neutrality, but instead be the result of an ‘inter-
nal averaging’ of the positive and negative evaluations [39]. Ambivalent attitudes are 
different from neutral attitudes or indifference (i.e., weak attitudes), since they entail 
equally strong evaluations of opposing poles [3]. In line with this, Thompson and 
colleagues [40] characterize ambivalent attitudes as being linked to equally strong 
positive and negative evaluations of at least moderate size. To determine the degree 
of ambivalence then, one simply needs to subtract the two attitude components from 
each other: the closer the resulting value is to 0, the higher the ambivalence toward 
the object (for a similar procedure, see [41]). Even though the inconsistency induced 
by ambivalence can be linked to aversive affective states in some cases [42], it is 
likely that ambivalent attitudes are, in general, very common: they have been found 
with regard to many different attitudinal objects, among them political issues (see 
[3, 43]). However, due to the widespread use of one-dimensional attitude concep-
tions in research on political opinions, they have likely been neglected in much of 
the extant work [39]. Ambivalent attitudes can promote conflicting intentions and 
thereby undermine the execution of behaviors linked to the attitudinal object (e.g., 
voicing an opinion in public; [44, 45]).

When it comes to discussions on social networking sites, those users who have 
an ambivalent attitude toward an issue may hence be less likely to express a clear 
stance toward that issue (and more likely to express balanced views). At the same 
time, ambivalence may result from exposure to political information in the first place 
[39, 45]. For instance, an individual might have a non-ambivalent attitude toward 
the COVID-19 policies but then get exposed to information supporting the contrary, 
thereby changing the overall evaluation of COVID-19 policies toward an ambivalent 
attitude. In short, attitudinal ambivalence can both shape the structure of an online 
discussion network and result from network effects. The present study takes both 
aspects into account and addresses the dynamics of mutual social influence in dis-
cussion networks that include the expression of ambivalent attitudes.

Psychological processes underlying attitudinal ambivalence

The observation that people’s attitudes do not always fit into a unidimensional 
framework in the sense of being exclusively in favor or fully against something 
raises the question of how the prevalence of attitudinal ambivalence affects social 
influence dynamics in public opinion [4]. Being exposed to critical claims that 
oppose one’s own is key to building mutual understanding and shared knowledge, 
as well as to fostering education for the effective functioning of democratic systems 
[46]. Following this logic, ambivalence may be desirable not only on a collective 
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(i.e., an ambivalent opinion climate among citizens) but also on an individual level 
(e.g., a person holding diametrical views on a certain political decision). Therefore, 
the present work focuses on the situation of being exposed to ambivalent rather than 
uniformly opposing views, the effects of which on political communication behavior 
is yet to be examined.

The missing link between ambivalence and political behavior prompts research to 
shed light on how attitudinal ambivalence manifests itself. Following the notion of 
the value pluralism model [47], scholars have proposed that attitudinal ambivalence 
should be associated with an “integrative complexity” or “balanced judgment,” that 
is, individuals are capable of evaluating issues based on diverse and even contra-
dictory information [48, 49]. While this state of ambivalence was found to evoke 
more thorough processing of newly incoming information [41, 50], ambivalent atti-
tudes are more likely to increase uncertainty and induce more moderate attitudes 
[49]. Visser and Mirabile [51] demonstrated that people to whom individuals are 
directly connected, that is, in terms of their social networks, can be responsible for 
an individual’s increasing attitudinal ambivalence. They argue that individuals com-
pare their own attitudes with those of people around them and, in cases where they 
assess a conflict, they experience not only an intrapsychic tension due to the con-
flicting attitudes, but also “interpersonal conflictive tension” due to the connection 
to the person. Their findings show that attitudinally heterogeneous social networks 
(i.e., networks consisting of people with whom one agrees but also disagrees) foster 
individuals’ attitudinal ambivalence and, therefore, decrease the strength of these 
attitudes. The power of the social environment and its influence on people’s atti-
tude, strength, and ambivalence has been emphasized and revealed by further stud-
ies [39, 52]. However, it remained unclear what role univalent and ambivalent key 
actors in networks—OLs—might play in the social influence process. So far, work 
on the effectiveness of influencers suggested that influential players in the network 
can have a significant impact on other users [53].

Method

Based on the outlined theoretical foundations and empirical evidence, we developed 
an agent-based model to examine our research questions (model, data, and results 
can be found in the repository of the Open Scien ce Frame work). For the implemen-
tation, we used NetLogo [54], which works in conjunction with the package RNet-
Logo [55].

Opinion domain

There are numerous models regarding the investigation of the evolution of opinions, 
and these models can be differentiated between discrete (Voter model: Clifford & 
Sudbury [56], Holley & Liggett [57], Sznajd model [58]) and continuous models 
(DeGroot [59], Deffuant-Weisbuch [60], Hegselmann-Krause [61]). While in the 
discrete models, the agents’ value space is binary, in continuous models, it can be in 
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a continuous value interval. In continuous models, we can distinguish between those 
in which agents have their opinions influenced based on like-minded neighbors 
(bounded confidence) and those in which opinions are updated based on a weighted 
average of neighbor’s opinions. In addition to these classical models, there are spe-
cific models that, although not developed primarily for opinion dynamics processes, 
are still suitable for this kind of dynamics process. The SIR (Susceptible, Infec-
tious, or Recovered) model was first used to forecast the spread of diseases based 
on mathematical equations [62] and was also applied to opinion dynamics problems 
[63–65]. However, due to the different phases of this model, problems arise in the 
opinion consensus of the group, which is why further models for opinion dynam-
ics processes were developed [66]. Furthermore, it was found that individual key 
nodes with a higher degree do not have a higher influence on the neighboring nodes 
[67]; these effects make the SIR model not further applicable for our consideration 
of OLs.

Our model, as specified below, is related to the DeGroot model, which follows 
the principle of social influence and assumes that the adjacent neighbors of an 
individual have an influence on opinion formation. In general, the DeGroot model 
implies that the agents strive for a common consensus, which is mainly achieved by 
the individual weighting of the agents, where this is constant and thus static over the 
entire course of the process. In the DeGroot model, the individual’s updated opin-
ion is simultaneously determined based on the confidence weights of the edges in 
the network and thus as a weighted average of their own current opinion and that 
of their neighbors [59]. One of the reasons we decided to focus on the DeGroot 
model is that it has been already used for numerous studies in the field of opinion 
dynamic due to its simple mechanism of updating opinions and its ease of exten-
sion, which allows researchers to customize the model according to their individ-
ual circumstances and specifically to their object of study. In our case, using the 
DeGroot model, we can directly represent the social influence of an agent in its net-
work environment by measuring the perceived opinion climate of nodes based on 
their connected neighbors to update the opinions of the agent in a two-dimensional 
spectrum. Therefore, the use of the DeGroot model fits well to answer our research 
questions, as social influence and the related opinion dynamics can be considered 
in a social network. This is based on an iterative averaging model, in which agents’ 
opinions are linked to neighboring nodes and thus considered to determine a kind 
of "opinion climate." This aspect of social influence is especially relevant for opin-
ion leaders, as they operate in social network structures and can influence followers 
through their opinions. Since the DeGroot model is based on graph theory, the con-
nections of nodes are enabled by means of edges and can be used for complex com-
putations. Just as important as in the DeGroot model, the consideration of opinions 
from neighboring nodes has a major contribution in our implementation of the ABM 
to compute the perceived opinion climate and determine their update function. How-
ever, there are two major dissimilarities from the original DeGroot model that are 
manifested in our model. In our model, we have extended the DeGroot model to 
a two-dimensional opinion spectrum (an agent has a red opinion and a blue opin-
ion), which are in competition with each other and allow agents to exhibit ambiva-
lent behavior. By realizing the two-dimensional opinion observation, more complex 
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mechanisms can be captured. Previous studies have also shown that the results from 
a two-dimensional opinion range lead to the same results as in a one-dimensional 
model [68, 69] Therefore, we assume that our results of a two-dimensional vector 
compared to a one-dimensional vector might be similar for the first research ques-
tion. Another difference to the original DeGroot model is the update function. Since 
this is static in the initial DeGroot model and does not change for the individual 
agents, we have introduced a dynamic gradation which depends on the individual 
opinion of the agent and the strength of the perceived opinion climate. This update 
function is applied to the two-dimensional opinion image of the individual agents 
and can change continuously as it progresses through the perceived opinion climate. 
To represent a detailed and transparent illustration of our model, we have depicted 
the sequential flow of our applied model in Fig. 1 below.

Figure  1 can be viewed in combination with the pseudocode from Table  1, 
which is responsible for the process of initializing the model, and Table 2, which 
contains the update function of the model. The graphical representation as well as 

Fig. 1  Graphical representation 
of the model and its function-
alities



 
 
167 

 
 

 Journal of Computational Social Science

1 3

Table 1  Mechanism and sequence of initialization of the model in pseudocode
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the pseudocode provide a deeper understanding to provide a more comprehensive 
understanding of the processes and their functionality. In the further course of the 
paper, the following sections implicitly refer to the description and explanation of 
the individual processes and how they are defined in detail.

Table 2  Mechanism and sequence of the update function of the model in pseudocode

deg(α)

deg(α)
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Interaction direction and symmetry

We decided to represent the connection between individual agents and OLs in a net-
work topology to guarantee the flow of opinions and their communication landscape. 
This means that the modeling is based on the principles of graph theory, where a 
graph G is defined as an ordered pair G = (V ,E) , where V  is a set of agents and E 
is a set of edges. We have adopted an undirected network, as this allows a bidirec-
tional communication flow between agents, thereby ensuring that the agents not only 
express their own opinion but also come into direct contact with other opinions (thus 
resembling communication processes on social networking sites). Based on the the-
oretical background outlined earlier, we opted to apply two types of network topolo-
gies ᙅ for our modeling: (a) the Barabási–Albert preferential attachment model [70] 
and (b) the Watts–Strogatz model [71]. Including both network topologies allowed 
us to test the robustness of the individual network structures. Since we build on a 
two-dimensional opinion model in our setup, we do not predict specific weights of 
the edges, but have used a predefined scheme to determine different thresholds that 
symmetrically update and adjust the two different opinions in the network.

Network models according to Barabási–Albert and Watts–Strogatz

Our investigated network structures have already been used in the literature based on 
opinion dynamics to explain specific use cases or social phenomena [34, 72]–[74]. 
In addition, the character properties emanating from the two network topologies are 
a crucial reason why we implemented them in our modeling in the context of opin-
ion leadership. Here, the power law property is a key point, which is found not only 
in scale-free networks but has also been demonstrated in real social networks [75]. It 
was found that this distribution exists in both YouTube [76, 77] and Facebook [78] 
networks, where some users were also characterized with a very high degree. Based 
on our definition of OLs, we assume that social networking sites such as YouTube 
and Facebook provide a means for individuals to get in touch with other people and 
exchange opinions among themselves (for example, in the form of comments). In 
this process, OLs that have a significant impact on and influence the opinions of 
other users in the network can emerge. Furthermore, since this aspect in particular 
reflects the preferential attachment model, we decided to include the Watts–Strogatz 
model as a comparison in our analysis. Both network topologies are well-established 
models in different fields of science to explain complex structures and dynamic pro-
cesses of networks in the real world and still have significant relevance to expand 
the understanding of network science today [79]. While the Watts–Strogatz model is 
based on a kind of friendship network, where friends are connected to other friends 
(clustered connectivity), the Preferential Attachment Model aims rather at the for-
mation of individual hubs, which have more relationships to other nodes because 
they appear more attractive (heterogeneous connectivity). Furthermore, Hein et al. 
point out that network topologies may have an influence on the outcome of simula-
tion studies, which makes it even more important to investigate different topologies 
[80]. Accordingly, examining these two network topologies in relation to opinion 
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leaders might reveal a way to infer statements about opinion dynamics and their 
influence on neighboring agents.

The Watts–Strogatz model is a randomized network belonging to the family of 
small-world networks that is more common in reality and is characterized by proper-
ties such as high clustering coefficients and short average path length [71]. Studies 
that have looked at information dissemination have also found that Watts–Strogatz 
networks perform similarly to scale-free networks [81, 82]. For these aforemen-
tioned reasons and our definition of OLs, we decided to use these two network 
topologies in the further course of our modeling. We describe the individual net-
work models in more detail below:

The preferential attachment model by Barabási and Albert produces networks 
that are scale-free, i.e., have a power law degree distribution [70]. The actual func-
tionality of network generation is that new nodes are preferentially connected to 
nodes with a high degree of connectivity, which ensures that an older node has many 
connections. Scale-free networks are based on the principle of preferential attach-
ment and thus automatically provide a dynamic network structure, i.e., the addition 
of new nodes to an already well-connected node [37]. The equation of the preferen-
tial mechanism is defined by

where P is the probability to link a newly connected node to node i , which is 
dependent on the degree ki of node i . This mechanism results in a power law distri-
bution and thus the principle "the rich get richer,” where nodes with a high degree 
are preferred. Due to its natural ability to generate networks with power-level degree 
distributions, the Barabási–Albert model is generally deemed a good choice for 
modeling social networks.

Rewiring edges

To ensure that we fitted the definitions of OLs with numerous connections and 
greater influence on the opinion climate in the network, we decided to consider and 
apply the basic idea of randomly adding further edges to random OLs after the net-
work had been created, whereby a low degree value was observed. The parameter 
( ! ) can be enabled or disabled and assigns the number of edges that randomly con-
nect from an agent to a random OL ( !blue,!red,!ambivalent ). This rewiring makes it pos-
sible to create different distributions of OLs, where, for example, one faction has 
fewer OLs, but is very strongly connected, while the other faction is less strongly 
connected but has more OLs. Figure 2 shows the generated network topologies with 
connected agents and OLs.

P(ki) =
ki∑
j

kj
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Interacting agents

In our model, each agent ! holds a two-dimensional opinion, i.e., a “red” opinion r(t) , 
and a “blue” opinion b(t) , which represents a stance contrary to r(t) on the same issue. 
Opinions are represented by real values in the [0, 1] interval and change in several 
time intervals t . Values represent the extent to which a person is for (r) or against (b) 
a certain issue. It is important that this value is randomly assigned between 0 and 1, 
so that no bias occurs. To avoid very long decimal numbers, we round the value to 
the first decimal place. The value between 0 and 1 can be interpreted to some extent 
as possible arguments for the respective opinion. More precisely, if ! has the initiali-
zation value of r(0) = 0.4 and b(0) = 0.2 , it could be interpreted that it has four argu-
ments in favor of the red stance, while it has only two arguments favoring the blue 
stance. These two values determine the attitude of each agent for the classification in 
a certain opinion camp as well as for the presentation in the network.

Thus, if the value of r(t) is higher than the value of b(t) , this means that there are more 
arguments from the red opinion than from the blue opinion, and thus, the agent is 
inclined to favor the red opinion. If both opinions hold the same value, the agent holds 
an ambivalent opinion and is marked as a white node in the network. The color !color(t) 
represents the agent’s opinions over time and is controlled in the model with the follow-
ing rule:

!color(t) =

⎧
⎪
⎨
⎪⎩

red, if r(t) > b(t)
blue, if r(t) < b(t)
white, if r(t) = b(t)

Fig. 2  Network topologies: (a) Barabási–Albert, (b) Watts–Strogatz
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These values constantly change in the course of the simulation and, therefore, the 
properties of the agent in the network also change.

To determine the perceived neighboring opinion climate Ω of connected nodes 
from ! , it is essential to identify r̂(t) and b̂(t) of the neighborhood N() . The neighbor-
hood of an agent ! ∈ V(G) is the set of all nodes that are adjacent to ! and defined 
as  N(!) = {y ∈ V(G) ∶ {!, y} ∈ E(G)} . Starting with one agent, we calculate the 
neighborhood and determine the sum of r̂(t) and b̂(t) of all connected agents in the net-
work. The sum of this is the perceived neighboring opinion climate of a single agent! . 
To include the number of connected nodes in the calculation of the perceived neigh-
boring opinion, this is divided by the degree of alpha deg(!) . The degree is defined as 
the number of nodes adjacent to ! and therefore the size of the neighborhood of ! , that 
is, deg(!) = |N(!)| . The following equations show the perceived neighboring opinion 
climate of a specific agent and their neighboring opinions r̂(t) and b̂(t):

With the newly computed factor of the perceived neighboring opinion climate Ωred 
and Ωblue , the difference !red(t) and !blue(t) to the outgoing single agent opinions r(t) and 
b(t) is then determined. This value is rounded to the third decimal place and allows for a 
more fine-grained view of opinions and the further course. This computation is neces-
sary, since it ensures that the existing opinion climate of an agent is directly referenced 
with their own opinion, thus taking into account the effect of the network and its nodes.

Updating function

If the value of the differential is positive, a negative adjustment factor Θnegative is added 
to the current opinion, while for a negative value of the differential, a positive adjust-
ment factor Θpositive is updated to the current opinion. Thus, we ensure with the follow-
ing formulas, r(t) ± Θ and b(t) ± Θ , that the two opinions are recalculated per tick to 
guarantee a constant adaptation of the model. Finally, we also round the value of the 
newly computed opinion to the second decimal place, since the implementation of an 
ambivalent opinion space ( r(t)== b(t)) is otherwise not feasible due to an extremely 
small probability and doing so also improves the performance within our model for the 
further course. We have chosen the following adjustment values Θ for specific inter-
vals, so that even in a more strongly represented opinion climate, the adaptation of the 

Ωred =

∑
n=N(!)

r̂(t)

deg(!)

Ωblue =

∑
n=N(!)

b̂(t)

deg(!)

!red(t) = r(t) − Ωred

!blue(t) = b(t) − Ωblue
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individual agent manifests itself in a stronger form. To be more precise, if δ is greater 
than the agent’s opinion, this means that the agent adapts their opinion to the climate 
of opinion. The stronger δ, and thus the perceived climate of opinion, the stronger the 
agent adapts to this opinion—and likewise, even if the perceived climate of opinion is 
represented as weaker than the current opinion. Here, the value of the opinions is then 
corrected downward, since the agent feels no influence of their environment.

This approach to modeling conceives of influence as a linear function of opin-
ions within the social environment, as found in various accounts of opinion forma-
tion and social influence [27, 28, 83] and as previously found in large-scale social 
network data [17]. While work on psychological reactance and so-called “backfire 
effects” [84, 85] would suggest a more complex process that includes the possibil-
ity of non-linear adaptions (e.g., opinion change in the opposite direction of opin-
ions represented within the network environment), the present work models opinion 
dynamics based on accounts that are more parsimonious (yet empirically well-
founded) and which allow our model to remain more simple.

Interacting opinion leaders

In our model, OLs ! have the same characteristics as other agents (i.e., users), but 
they differ in their position in the network and in the constant opinion values with 
which they influence the opinions of connected agents. Since the position of OLs 
is a key factor for the diffusion of information in the network [25], we adhered to 
the results of previous research in our modeling. There are different approaches in 
terms of centrality measures (degree, betweenness, and closeness) to determine 
these nodes of OLs in networks. Xiao and colleagues [15] also used an agent-
based model to investigate the dynamic processes of OLs in networks and found 
that the detection of the three types of centralities (degree centrality, betweenness 
centrality, and closeness centrality) have a similar influence on opinion formation 
and thus differ only marginally. As previous research has demonstrated, OLs in net-
works are characterized by the fact that they hold a higher in-degree centrality in the 
network and therefore have more influence on individuals [15]. Other studies have 
also taken the measurement of degree centrality as a criterion for detecting OLs in 
real-world social networks ([86, 87]) and defined this as an indicator of local OLs 
[88, 89]. Once the network had been generated and each agent had been initialized, 
we characterized OLs on the basis of degree centrality. Degree centrality measures 

Θpositive =

⎧
⎪
⎨
⎪⎩

0.1,

0.2,

0.3,

if ! < 0 and ! ≥ −0.3
if ! < −0.3 and ! ≥ −0.7
if ! < −0.7

Θnegative =

⎧
⎪
⎨
⎪⎩

−0.1,
−0.2,
−0.3,

if ! > 0 and ! ≤ 0.3

if ! > 0.3 and ! ≤ 0.7

if ! > 0.7
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the number of connections of nodes connected to a particular node; the higher the 
degree centrality of a node, the more influence it has in the network. The calculation 
of degree centrality is defined as follows:

At this point, we only know which nodes have greater influence in the network; how-
ever, these OLs are not yet assigned to an opinion camp. The next step is to randomly 
assign the OLs; to ensure this, we compute the sum of the requested OLs across all 
opinion camps to filter and select only nodes characterized with the Nth highest degree 
centrality. Once we had identified the nodes with the highest degree centralities, the 
OLs were randomly assigned to the red and blue opinion according to the highest 
degree centrality of each node. The randomization process ensures that the distribution 
of the opinion camp is equitably distributed and that we do not create bias in the posi-
tioning of OLs in the network. This procedure also applies to the ambivalent OLs.

Univalent and ambivalent OLs

We distinguish between univalent and ambivalent OLs that are able to influence the 
opinions of the agents in the network. For the univalent OLs the values are different 
(i.e., !red ∶ r = 1 and b = 0, or, !blue ∶ r = 0 and b = 1) to model a strong univalent influ-
ence on the opinions. For ambivalent OLs, the values are identical and moderate (i.e., 
!ambivalent ∶ r = 0.5 and b = 0.5) or high (i.e., r = 1 and b = 1). Consequently, OLs can 
equally influence both opinions of the agents they are connected with. Additionally, our 
modeling allows us to vary the total number of OLs in the network and thus to split the 
distribution specifically. Different distributions of OLs can be simulated in the model 
with regard to the number of ambivalent, red, or blue OLs present in the network.

Discrediting OLs

In addition to the functionality of the OLs, we have also considered the case of OLs 
that discredit their opponent’s position. The functionality of discrediting Ψ can be 
switched on and off depending on the configuration of the model, where on the one 
hand the quantity of discrediting OLs −! and on the other hand the intensity of the 
discrediting ! toward the opposing opinion camp can be determined. The intensity 
of the discrediting ! has been implemented in our model by a negative value of [–0.1 
to –1] for the opposite opinion, so that, e.g., an OL in the red opinion camp has the 
values r = 1, b = !blue , !blue = –0.5. The negative values have a direct influence on the 
temporal course of the modeling, since OLs in this case not only increase neighbor-
ing agents’ values with regard to one camp (e.g., r(t) ), but also decrease their values 
regarding the stance toward the opposing camp (e.g., b(t)).

Figure 3 shows the mechanism of the influence of an OL and how the opinion cli-
mate changes. It can be seen that the blue OL has a strong influence on the ambivalent 
node as well as on the directly connected red node. Consequently, the OL has succeeded 
in influencing agents in their direct environment toward a majority of blue nodes.

CDi =
∑
j

aij
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Figure 4 shows three examples of our generated networks of how the opinion cli-
mate regarding four OLs changes over several ticks.

Validation of the agent-based model

The validation of our agent-based model was carried out with a sensitivity analysis, 
i.e., a variation of different dimensions of input/output parameters, to determine how 
the parameter settings affect the behavior of the model. With the help of a sensitiv-
ity analysis, the different parameters of a model can be examined to increase the 
accuracy of the model, reduce the output variance, and simplify the model [90]. The 
various parameter spaces for our three scenarios to answer the three research ques-
tions are shown in Table 3. Here, the distribution of opinion leaders for the differ-
ent opinion camps is particularly relevant. In combination with the total number of 
nodes including the number of opinion leaders in the network, we have adopted the 
divergent outcomes from the previous studies [2, 24] in our modeling and therefore 
implemented varying distributions of OLs in the network. We decided to consider 21 
different distributions of opinion leaders, where in some distributions, a maximum 
of 20% of opinion leaders at 500 nodes and 10% of opinion leaders at 1000 nodes 
are investigated. Due to the variation in the distribution of OLs, the direct compari-
son between the ratio of opinion leaders from the different camps allows us to draw 
conclusions about the extent of influence on opinion formation in the network. Here, 
the two networks used can also ensure further conclusions about the topology in the 
network. Using the additional option of edge matching by means of a fixed number 
of randomized edges to the opinion leaders, we can clearly match the general defini-
tion of OLs, since they interact as a hub and are connected to many other agents in 
the network. The stepwise values for opinion leaders who take a discrediting opinion 
toward the other camp were chosen for the reason to be able to identify and compare 
possible tendencies of the opinion distribution more easily. 

Furthermore, we applied the one-parameter-at-a-time (OAT) method to isolate 
each of the individual parameters and model it with different variations of other 
parameters. According to Lee et  al. [91], this method increases the robustness of 

Fig. 4  Example of opinion formation by four opinion leaders: (a) at the beginning with ( γblue = 61 , 
γred = 46 , γwhite = 8 ), (b) after eight ticks ( γblue = 91 , γred = 16 , γwhite = 8 ), and (c) after 29 ticks 
( γblue = 102 , γred = 8 , γwhite = 5)
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the model with repeated iterations. For our modeling, we set a value of 1000 for the 
iteration of each parameter space. As Waldherr & Wettstein [32] suggest, we deter-
mined an average result based on multiple iterations of the same parameter space. 
The variously applied parameter settings are not only intended to make the model 
realistic and to test it in this respect, but also to identify how the model behaves, for 
example at extreme values. We decided to set the number of agents in both networks 
based on previous studies that used agent-based modeling to investigate different 
social science theories such as the spiral of silence theory [10, 73], opinion leaders 
[15, 92], or general opinion dynamics [93, 94].

Results and simulation experiments

To address our research questions, we generated an agent-based approach with 21 
different distributions of OLs (see Table 3), varying with regard to the representa-
tion of the two opinion groups. Based on the different distributions, we can deter-
mine the ways in which the overall opinion climate is affected (e.g., the circum-
stances under which one OL gains a majority).

RQ1 asked how the opinion climate responds to a varying ratio of OLs who pro-
mote opposing stances on the same issue. To address RQ1, we first tested the sce-
nario in which no OLs are present. Due to the fact that the modeling for the vari-
ous parameter settings was performed on 1000 iterations, the results are considered 
on the averaged final state shown in Table 4. Here, on average, based on both net-
work topologies, 5.48% of the nodes are ambivalent, 23.07% belong to the minor-
ity group, and slightly more than 71.44% are in the majority group. However, the 
subdivision of the two network topologies reveals differences in the distribution of 
the opinion climate. The most pronounced differences with regard to the applied 
network topology appear in the distribution of the ambivalent nodes when zero OLs 
are present in the network: while in the preferential attachment topology, 17.48% of 
nodes are ambivalent, this is the case for only 3.2% in the Watts–Strogatz network. 
Similarly, differences can be found in the minority group when there are no OLs: 
while this proportion is 31.53% in the preferential attachment network, it is 42.66% 
in the Watts–Strogatz network. The results for the majority group differ only slightly 
(50.99% preferential attachment, 54.14% Watts–Strogatz). However, the results for a 
strongly unbalanced distribution of OLs (i.e., 0 vs. 12 and 0 vs. 25, 0 vs. 50) demon-
strate that in both network topologies, the majority group has a 93% win rate. Fur-
thermore, when a critical mass of OLs is reached (at least 12 in each group), the fact 
that one opinion has twice as many OLs leads to further changes in the distribution 
of opinion climate.

To make further statements about RQ1 with respect to the ambivalent nodes and 
changes in the opinion climate, we compared the initial and final shares of ambiv-
alent nodes present in the network. This allows us to make a statement about the 
number of ambivalent nodes at the initialization of the network and at the end of 
the modeling. Interestingly, there were also differences in the ratios of the prefer-
ential attachment and Watts–Strogatz models when no OLs are present (see Fig. 5). 
In a state without OLs, the findings show that in a preferential attachment network, 
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Table 4  Results of the modeling with different opinion leader (OL) distribution and network topologies 
to evaluate the opinion distribution
OL distribution Network 

topology
% Majority % Minority % Ambivalent

0 PA 50.99
CI [510.57, 51.4]

31.53
CI [31.21, 31.85]

17.48
CI [17.12, 17.85]

WS 54.14
CI [54.34, 54.94]

42.66
CI [42.46, 42.86]

3.2
CI [3.13, 3.27]

0 vs. 1 PA 74.37
CI [74.08, 74.66]

18.01
CI [17.81, 18.22]

7.62
CI [7.48, 7.75]

WS 75.64
CI [75.45, 75.83]

21.55
CI [21.37, 21.73]

2.81
CI [2.79, 2.84]

0 vs. 5 PA 90.12
CI [90.02, 90.21]

8.24
CI [8.17, 8.32]

1.64
CI [1.61, 1.67]

WS 89.97
CI [89.88, 90.05]

8.39
CI [8.32, 8.46]

1.64
CI [1.62, 1.66]

0 vs. 12 PA 93.07
CI [93.02, 93.13]

6.14
CI [6.09, 6.18]

0.79
CI [0.78, 0.81]

WS 92.8
CI [92.75, 92.86]

6.18
CI [6.14, 6.23]

1.01
CI [1, 1.03]

0 vs. 25 PA 93.24
CI [93.19, 93.29]

6.03
CI [5.98, 6.07]

0.74
CI [0.72, 0.75]

WS 92.89
CI [92.84, 92.94]

6.13
CI [6.09, 6.18]

0.98
CI [0.97, 1]

0 vs. 50 PA 93.36
CI [93.31, 93.41]

5.97
CI [5.93, 6.01]

0.67
CI [0.66, 0.68]

WS 92.99
CI [92.94, 93.04]

6.07
CI [6.03, 6.11]

0.94
CI [0.93, 0.96]

1 vs. 1 PA 48.5
CI [48.35, 48.66]

40.47
CI [40.33, 40.62]

11.02
CI [10.89, 11.16]

WS 49.27
CI [49.18, 49.36]

44.07
CI [43.98, 44.16]

6.66
CI [6.59, 6.73]

1 vs. 5 PA 78.41
CI [78.32, 78.5]

16.78
CI [16.7, 16.86]

4.81
CI [4.77, 4.85]

WS 78.63
CI [78.53, 78.73]

16.51
CI [16.42, 16.59]

4.86
CI [4.84, 4.89]

1 vs. 12 PA 88.09
CI [88.03, 88.16]

9.54
CI [9.48, 9.6]

2.37
CI [2.34, 2.39]

WS 87.8
CI [87.72, 87.87]

9.42
CI [9.36, 9.48]

2.78
CI [2.76, 2.81]

1 vs. 25 PA 88.64
CI [88.58, 88.71]

9.18
CI [9.12, 9.23]

2.18
CI [2.16, 2.2]

WS 88.16
CI [88.08, 88.23]

9.17
CI [9.11, 9.23]

2.68
CI [2.66, 2.7]

1 vs. 50 PA 89.04
CI [88.98, 89.1]

8.91
CI [8.86, 8.96]

2.05
CI [2.03, 2.07]

WS 88.63
CI [88.56, 88.7]

8.88
CI [8.82, 8.94]

2.49
CI [2.52, 2.47]
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Table 4  (continued)
OL distribution Network 

topology
% Majority % Minority % Ambivalent

5 vs. 5 PA 46.97
CI [46.9, 47.03]

43.75
CI [43.69, 43.81]

9.29
CI [9.22, 9.35]

WS 46.78
CI [46.72, 46.84]

43.71
CI [43.65, 43.77]

9.51
CI [9.44, 9.57]

5 vs. 12 PA 67.47
CI [67.4, 67.54]

25.14
CI [25.07, 25.2]

7.39
CI [7.36, 7.43]

WS 65.55
CI [65.48, 65.61]

26.05
CI [25.98, 26.13]

8.4
CI [8.36, 8.44]

5 vs. 25 PA 69.88
CI [69.81, 69.95]

23.33
CI [23.27, 23.4]

6.79
CI [6.76, 6.82]

WS 67.02
CI [66.95, 67.1]

24.97
CI [24.89, 25.04]

8.01
CI [7.98, 8.04]

5 vs. 50 PA 71.65
CI [71.58, 71.73]

21.98
CI [21.92, 22.05]

6.36
CI [6.33, 6.4]

WS 69
CI [68.91, 69.08]

23.52
CI [23.44, 23.6]

7.48
CI [7.45, 7.51]

12 vs. 12 PA 46.86
CI [46.8, 46.92]

43.7
CI [43.64, 43.76]

9.44
CI [9.38, 9.5]

WS 46.17
CI [46.11, 46.22]

43.32
CI [43.26, 43.38]

10.51
CI [10.45, 10.57]

12 vs. 25 PA 49.05
CI [48.98, 49.11]

41.97
CI [41.9, 42.03]

8.99
CI [8.95, 9.03]

WS 47.31
CI [47.26, 47.36]

42.65
CI [42.59, 42.7]

10.04
CI [10, 10.08]

12 vs. 50 PA 52.2
CI [52.13, 52.27]

39.37
CI [39.3, 39.43]

8.44
CI [8.4, 8.47]

WS 50.11
CI [50.05, 50.18]

40.39
CI [40.32, 40.46]

9.49
CI [9.46, 9.53]

25 vs. 25 PA 47.68
CI [47.61, 47.75]

43.82
CI [43.75, 43.89]

8.5
CI [8.45, 8.55]

WS 46.52
CI [46.46, 46.57]

43.82
CI [43.76, 43.87]

9.67
CI [9,61, 9.72]

25 vs. 50 PA 49.22
CI [49.16, 49.29]

42.73
CI [42.66, 42.79]

8.05
CI [8.02, 8.09]

WS 48.23
CI [48.17, 48.28]

42.64
CI [42.58, 42.69]

9.14
CI [9.1, 9.17]

50 vs. 50 PA 48.06
CI [48, 48.13]

44.32
CI [44.26, 44.39]

7.61
CI [7.57, 7.66]

WS 47.02
CI [46.97, 47.07]

44.37
CI [44.32, 44.42]

8.61
CI [8.56, 8.66]

Average Both 71.44
CI [71.35, 71.54]

23.07
CI [22.99, 23.15]

5.48
CI [5.46, 5.50]
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the number of ambivalent nodes in the network increases [from 9.49% CI (9.44%, 
9.54%) to 17.48% CI (17.12%, 17.85%)], while in the Watts–Strogatz architecture, 
the number of ambivalent nodes decreases [from 9.46% CI (9.41%, 9.51%) to 3.20% 
CI (3.13%, 3.27%)]. However, this scenario without any OLs is relatively unlikely. 
Furthermore, it again appears that with a critical mass of OLs present in the net-
work, the share of ambivalent opinions differs only by a minimal percentage. Our 
findings show that the number of ambivalent nodes remains comparatively constant 
over time, unless there is a strong imbalance in OLs (0:5, 0:12, 0:25 or 0:50).

As soon as an imbalance arises (0:12 or 0:25), the opinion camp with the higher num-
ber of OLs always wins. As soon as there are at least 12 OLs in both camps, the number 
of OLs does not matter, and the opinion climate becomes more balanced again. Figure 6 
demonstrates the normalized opinion distribution of ambivalent agents at the initial state 
of the model and after the termination of the model and is clustered based on the two 
network topologies. The percentage distribution of ambivalent opinions can be seen on 
the y-axis, while the x-axis considers different distributions of OLs in the network.

RQ2 asked how the distribution of opinion climate responds to OLs who advocate 
in favor of one stance (univalent OLs) compared to ambivalent OLs. To this end, we 
ran a further model, this time including a varying number of ambivalent OLs (0, 1, 12, 
20, 25, 50). This scenario thus includes OLs who advocate for the two opposing stances 
r and b with equal strength (i.e., r = 0.5 and b = 0.5 or r = 1 and b = 1). Furthermore, to 
increase the realism of the model, we decided to additionally include univalent OLs who 
represent the red or blue opinion camp. For this reason, we have included different num-
bers of OLs in the model over several iterations. Figure 7 shows a normalized opinion 
distribution based on the grouping of the ambivalent opinion values (0.5 vs. 0.5; 1 vs. 
1), which include OLs and the resulting percentage distribution of the opinion climate 
(y-axis), separately for the two network topologies. The x-axis shows the number of OLs 
in the network (the results are averaged over multiple iterations).

When OLs are ambivalent, the results show that the number of agents with ambivalent 
opinions increases in the network. The difference between the two network topologies is 
very small and differs only marginally. The greatest effect is revealed when ambivalent 
moderate opinion strength with equally strong opinions of red and blue opinions (0.5 vs 
0.5) is expressed in the network; an average percentage value of ambivalent agents of 
11.40% CI [11.38%, 11.42%] after the end of the modeling results. Furthermore, in this 
context, it is noticeable that 1 OL and 12 OLs in the preferential attachment network have 
a percentage of 7.03% CI [6.98%, 7.08%] and 12.59% CI [12.52%, 12.65%] ambivalent 
agents, while 20, 25, and 50 OLs have a percentage of 13.32% CI [13.25%, 13.38%], 
13.72% CI [13.66%, 13.79%], and 15.68% CI [15.62%, 15.74%] ambivalent agents. 
However, with a distribution of 1 versus 1, the average value of the climate of opinion in 
relation to the ambivalent nodes is lower at a value of 8.79% CI [8.78%, 8.80%]. Having 
said that, it is also shown that with an increase in OLs, the climate of opinion becomes 
more ambivalent. For example, the value is 10.87% CI [10.84%, 10.90%] for 12 OLs 
and rises to 14.11% CI [14.09%, 14.14%] for 50 OLs.
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In addition to the pure number of ambivalent OLs and their influence, the interac-
tion between the different OLs is a key point to better understanding the dynamics 
of opinion formation. For this reason, we took a closer look at the climate of opinion 
on the different combinations of OLs in the network. More precisely, we examined 
the interaction and thus also the influence of the ambivalent OLs in relation to other 
OLs belonging to a certain opinion camp. In our model, as well as in the considera-
tion of the results, we assume different distributions of the OLs (red OLs vs. blue 
OLs vs. ambivalent OLs). As an example, the following distribution would mean 
that there are no OLs in the red and blue opinion camps, but only 12 ambivalent 
OLs. Figure 8 shows this interaction between the different OLs of the opinion camps 
and the resulting distribution of opinion climate.

We exclusively focused on these ambivalent opinion values in the analysis, since, 
according to our definition, only the ambivalent OLs are considered to obtain further 
information.

The results show that in a distribution with only ambivalent OLs and a value of 
r = 0.5 and b = 0.5 for the opinions, the climate of opinion becomes balanced (35%). 
In this case, the climate of opinion of red and blue agents in the network is identical. 
With stronger opinion values of r = 1 and b = 1, ambivalent opinions in the network 
tend to decrease, and instead, red and blue opinions are more present in the network 
(42%). The results also show that if there is an imbalance of OLs in one opinion 
camp (0 vs. 12 vs. 25), it is not possible for those who are ambivalent OLs to create 
a balanced opinion climate. In Table 5, only a small percentage of ambivalent opin-
ions (5–10%) and minority opinions (red, 8–11%) is shown, while the blue camp 
with the 12 OLs reaches a share of 79–87% in the network. The results in Table 5 
show that, compared to the distribution of 12 versus 12 versus 12, there is still a rel-
atively similar number of ambivalent agents. In particular, the distribution of agents 
in the blue opinion camp is then   43% for the preferential attachment and for the 
Watts–Strogatz model.

With regard to RQ2, it can be summarized that ambivalent OLs can ensure that 
the opinion climate concerning red and blue opinion is relatively stabilized and thus 
ultimately contribute to the existence of more ambivalent agents. Ambivalent OLs 
have the greatest influence when there are no other OLs from specific opinion camps 
in the network.

RQ 3 asked how the distribution of opinion climate responds to univalent OLs 
who discredit their opponent’s stance. To investigate the effect of discrediting OLs, 
we investigated five different distributions of OLs (1 vs. 1, 5 vs. 5, 12 vs.12, 25 
vs. 25, and 50 vs. 50) in each camp r and b, since this scenario from the above 
findings leads to a stable opinion climate in which the two opinion camps are rela-
tively equally distributed. Furthermore, we decided to increase the negative discredit 
value by –0.2 steps until the value of –1 was reached. In this scenario, we assumed 
that only OLs in the red camp may take on the role of discrediting the blue camp 
to have a clear comparative value. Regarding RQ3, the results in Fig. 9 show that 
the stronger the discrediting expression of an OL, the higher the probability that 
the opinion climate tips over in favor of the OL’s camp, in contrast to which sup-
porters of the other party shrink to a minority. These findings can be found in both 
networks, the preferential attachment and the Watts–Strogatz network architecture. 
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Table 5  Results of ambivalent opinion leaders interconnected with univalent opinion leaders
OL distribution Network Ambivalent value % Blue % Red % Ambivalence

0 vs. 0 vs. 12 PA r = 0.5, b = 0.5 33.84
CI [33.61, 34.08]

33.82
CI [33.58, 34.05]

32.34
CI [32.16, 32.52]

WS r = 0.5, b = 0.5 35.31
CI [35.14, 35.47]

35.11
CI [34.94, 35.28] 

29.58 
CI [29.46, 29.71]

PA r = 1, b = 1 42.35
CI [42.03, 42.68]

42.04
CI [41.72, 42.36]

15.61
CI [15.47, 15.75]

WS r = 1, b = 1 42.21
CI [42.02, 42.40]

42.24
CI [42.05, 42.43]

15.55
CI [15.45, 15.64]

0 vs. 5 vs. 20 PA r = 0.5, b = 0.5 65.5
CI [65.34, 65.66]

18.25
CI [18.13, 18.38]

16.25
CI [16.16, 16.34]

WS r = 0.5, b = 0.5 68.64
CI [68.52, 68.76]

16.82
CI [16.72, 16.91]

14.54
CI [14.47, 14.62]

PA r = 1, b = 1 75.45
CI [75.29, 75.61]

16.82
CI [16.68, 16.96]

7.73
CI [7.67, 7.79]

WS r = 1, b = 1 78.59
CI [78.47, 78.72]

14.49
CI [14.38, 14.6]

6.92
CI [6.87, 6.97]

0 vs. 5 vs. 50 PA r = 0.5, b = 0.5 62.98
CI [62.82, 63.14]

18.39
CI [18.26, 18.52]

18.63
CI [18.54, 18.72]

WS r = 0.5, b = 0.5 65.78
CI [65.65, 65.90]

17.06
CI [16.95, 17.16]

17.17
CI [17.09, 17.24]

PA r = 1, b = 1 72.39
CI [72.24, 72.54]

17.03
CI [16.89, 17.16]

10.58
CI [10.52, 10.64]

WS r = 1, b = 1 75.27
CI [75.15, 75.39]

14.86
CI [14.75, 14.96]

9.88
CI [9.83, 9.93]

0 vs. 12 vs. 25 PA r = 0.5, b = 0.5 79.20
CI [79.08, 79.32]

11.29
CI [11.20, 11.38]

9.51
CI [9.44, 9.57]

WS r = 0.5, b = 0.5 80.01  
CI [79.91, 80.11]

10.84 
CI [10.76, 10.92]

9.15  
CI [9.10, 9.20]

PA r = 1, b = 1 85.67
CI [85.57, 85.78]

9.51
CI [9.42, 9.59]

4.82
CI [4.78, 4.86]

WS r = 1, b = 1 86.9
CI [86.82, 86.99]

8.38
CI [8.31, 8.45]

4.72
CI [4.69, 4.75]

1 vs. 5 vs. 1 PA r = 0.5, b = 0.5 73.8
CI [73.63, 73.96]

19.41
CI [19.27, 19.55]

6.79
CI [6.71., 6.87]

WS r = 0.5, b = 0.5 74.51
CI [74.40, 74.63]

19.1
CI [18.99, 19.2]

6.39
CI [6.33, 6.44]

PA r = 1, b = 1 75.75
CI [75.58, 75.92]

18.84
CI [18.70, 18.98]

5.41
CI [5.33, 5.48]

WS r = 1, b = 1 75.98
CI [75.86, 76.1]

18.83
CI [18.72, 18.94]

5.19
CI [5.15, 5.24]

5 vs. 5 vs. 1 PA r = 0.5, b = 0.5 45.31
CI [45.19, 45.44]

45.29
CI [45.17, 45.42]

9.39
CI [9.32, 9.47]

WS r = 0.5, b = 0.5 45.13
CI [45.02, 45.24]

45.3
CI [45.19, 45.41]

9.57
CI [9.51, 9.64]

PA r = 1, b = 1 45.29
CI [45.16, 45.42]

45.53
CI [45.41, 45.66]

9.18
CI [9.10, 9.25]

WS r = 1, b = 1 45.32
CI [45.20, 45.43]

45.65
CI [45.54, 45.77]

9.03
CI [8.97, 9.09]
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Compared to baseline (discreditation value: 0), where no discrediting takes place 
and the climate of opinion is symmetrical, the blue and red camps have across all 
distributions value of 49.26% CI [49.24%, 49.29%] for the preferential attachment 
and 49.46% CI [49.44%, 49.49%] for the Watts–Strogatz network. With an extreme 
discreditation value of –1, the size of the red opinion camp across all distributions 
has risen to 54.33% CI [54.23%, 54.43%] for the preferential attachment and 55.03% 

PA, preferential attachment; WS, Watts–Strogatz

Table 5  (continued)
OL distribution Network Ambivalent value % Blue % Red % Ambivalence

5 vs. 5 vs. 25 PA r = 0.5, b = 0.5 42.08
CI [41.97, 42.19]

42.14
CI [42.03, 42.25]

15.78
CI [15.7, 15.86]

WS r = 0.5, b = 0.5 41.82
CI [41.71, 41.93]

42.04
CI [41.93, 42.15]

16.14
CI [16.07, 16.21]

PA r = 1, b = 1 43.34
CI [43.23, 43.46]

43.50
CI [43.38, 43.61]

13.16
CI [13.08, 13.24]

WS r = 1, b = 1 43.41
CI [43.30, 43.51]

43.6
CI [43.49, 43.7]

13
CI [12.93, 13.06]

12 vs. 12 vs. 12 PA r = 0.5, b = 0.5 43.74
CI [43.63, 43.85]

43.90
CI [43.79, 44.02]

12.36
CI [12.29, 12.43]

WS r = 0.5, b = 0.5 43.21
CI [43.11, 43.30]

43.30
CI [43.08, 43.27]

13.62
CI [13.55, 13.68]

PA r = 1, b = 1 43.19
CI [43.08, 43.29]

43.30
CI [43.20, 43.41]

13.51
CI [13.44, 13.58]

WS r = 1, b = 1 43.51 
CI [43.42, 43.6]

43.41
CI [43.32, 43.5]

13.08
CI [13.02, 13.14]

12 vs. 12 vs. 50 PA r = 0.5, b = 0.5 42.32
CI [42.22, 42.43]

42.45
CI [42.35, 42.56]

15.22
CI [15.16, 15.29]

WS r = 0.5, b = 0.5 41.76
CI [41.66, 41.86]

41.82
CI [41.72, 41.92]

16.42
CI [16.36, 16.49]

PA r = 1, b = 1 41.64
CI [41.53, 41.74]

41.76
CI [41.66, 41.86]

16.61
CI [16.54, 16.67]

WS r = 1, b = 1 41.93
CI [41.84, 42.03]

41.94
CI [41.84, 42.03]

16.13
CI [16.07, 16.19]

12 vs. 25 vs. 25 PA r = 0.5, b = 0.5 46.57
CI [46.45, 46.69]

40.61
CI [40.49, 40.72]

12.83
CI [12.77, 12.89]

WS r = 0.5, b = 0.5 44.16
CI [44.06, 44.26]

41.58
CI [41.48, 41.68]

14.26
CI [14.20, 14.32]

PA r = 1, b = 1 46.12
CI [46.01, 46.24]

39.5
CI [39.39, 39.61]

14.38
CI [14.31, 14.44]

WS r = 1, b = 1 44.53
CI [44.43, 44.62]

41.57
CI [41.48, 41.67]

13.9
CI [13.83, 13.96]

25 vs. 25 vs. 20 PA r = 0.5, b = 0.5 43.92
CI [43.79, 44.05]

44.07
CI [43.93, 44.20]

12.01
CI [11.95, 12.07]

WS r = 0.5, b = 0.5 43.29
CI [43.20, 43.39]

43.18
CI [43.08, 43.27]

13.53
CI [13.47, 13.59]

PA r = 1, b = 1 43.13
CI [42.99, 43.26]

43.17
CI [43.03, 43.30]

13.71
CI [13.64, 13.77]

WS r = 1, b = 1 43.36
CI [43.26, 43.46]

43.43
CI [43.34, 43.53]

13.21
CI [13.14, 13.27]
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CI [54.92%, 55.13%] for the Watts–Strogatz network, while the blue camp has 
decreased to 38.31% CI [38.23%, 38.39%] and 38.13% CI [38.05%, 38.22%]. Inter-
estingly, there were also differences in the ratios of ambivalent agents when increas-
ing the discrediting value. The percentage of ambivalent opinions decreased in the 
preferential attachment model from 9.18% CI [9.16%, 9.20%] to 7.36% CI [7.33%, 
Table 6  Results of the modeling with different opinion leader (OL) distribution and network topologies 
to evaluate the opinion distribution
OL distribution Network Rabble

value
% Blue % Red % Ambivalence

1 vs. 1 PA r = 0 44.46
CI [44.35, 44.58]

44.52
CI [44.4, 44.64]

11.02
CI [10.95, 11.09]

r = − 0.2 43.55
CI [43.43, 43.67]

45.74
CI [45.62, 45.87]

10.7
CI [10.63, 10.77]

r = − 0.4 43.01
CI [42.89, 43.13]

46.6
CI [46.48. 46.73]

10.38
CI [10.31, 10.45]

r = − 0.6 42.36
CI [42.24, 42.48]

47.39
CI [47.26, 47.53]

10.25
CI [10.18, 10.31]

r = − 0.8 41.73
CI [41.6, 41.86]

48.22
CI [48.08, 48.36]

10.05
CI [9.98, 10.12]

r = − 1 41.34
CI [41.21, 41.47]

48.71
CI [48.57, 48.86]

9.94
CI [9.87, 10.01]

WS r = 0 46.67
CI [46.59, 46.74]

46.65
CI [46.58, 46.73]

6.68
CI [6.65, 6.71]

r = − 0.2 45.87
CI [45.8, 45.95]

47.58
CI [47.5, 47.65]

6.55
CI [6.51, 6–58]

r = − 0.4 45.25
CI [45.17, 45.33]

48.34
CI [48.25, 48.42]

6.41
CI [6.38, 6.44]

r = − 0.6 44.76
CI [44.67, 44.84]

48.92
CI [48.83, 49.01]

6.32
CI [6.29, 6.36]

r = − 0.8 44.34
CI [44.25, 44.43]

49.42
CI [49.33, 49.52]

6.24
CI [6.21, 6.27]

r = − 1 43.98
CI [43.89, 44.08]

49.84
CI [49.74, 49.94]

6.18
CI [6.14, 6.21]

5 vs. 5 PA r = 0 45.23
CI [45.18, 45.28]

45.5
CI [45.45, 45.55]

9.27
CI [9.24, 9.31]

r = − 0.2 43.61
CI [43.55, 43.67]

48.11
CI [48.04, 48.19]

8.28
CI [8.24, 8.32]

r = − 0.4 42.05
CI [41.96, 42.14]

49.81
CI [49.7, 49.92]

8.14
CI [8.1, 8.18]

r = − 0.6 40.76
CI [40.65, 40.88]

51.77
CI [51.62, 51.92]

7.47
CI [7.42, 7.52]

r = − 0.8 39.73
CI [39.59, 39.86]

53.05
CI [52.87, 53.23]

7.22
CI [7.17, 7.28]

r = − 1 38.94
CI [38.78, 39.09]

54.02
CI [53.82, 54.21]

7.05
CI [6.99, 7.11]
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Table 6  (continued)
OL distribution Network Rabble

value
% Blue % Red % Ambivalence

WS r = 0 45.05
CI [45, 45.09]

45.38
CI [45.33, 45.42]

9.58
CI [9.54, 9.61]

r = − 0.2 43.15
CI [43.09, 43.21]

48
CI [47.92, 48.07]

8.85
CI [8.82, 8.89]

r = − 0.4 41.45
CI [41.36, 41.55]

49.97
CI [49.86, 50.09]

8.58
CI [8.54, 8.61]

r = − 0.6 40.07
CI [39.94, 40.19]

51.8
CI [51.62, 51.96]

8.13
CI [8.09, 8.17]

r = − 0.8 38.75
CI [38.6, 38.9]

53.53
CI [53.34, 53.72]

7.72
CI [7.67,7.77]

r = − 1 37.75
CI [37.58, 37.92]

54.88
CI [54.66, 55.1]

7.37
CI [7.32, 7.43]

12 vs. 12 PA r = 0 45.17
CI [45.13, 45.22]

45.38
CI [45.33,45.42]

9.45
CI [9.42, 9.48]

r = − 0.2 42.84
CI [42.77, 42.91]

48.84
CI [48.75, 48.93]

8.32
CI [8.29, 8.36]

r = − 0.4 40.81
CI [40.71, 40.92]

51.01
CI [50.87, 51.14]

8.18
CI [8.14, 8.22]

r = − 0.6 38.84
CI [38.69, 38.99]

53.8
CI [53.61, 53.99]

7.36
CI [7.31, 7.42]

r = − 0.8 37.32
CI [37.14, 37.5]

55.59
CI [55.36, 55.83]

7.09
CI [7.03, 7.15]

r = − 1 36.13
CI [35.92, 36.34]

56.8
CI [56.55, 57.06]

7.07
CI [7.01, 7.12]

WS r = 0 44.79
CI [44.75, 44.84]

44.77
CI [44.73, 44.81]

10.43
CI [10.4, 10.46]

r = − 0.2 42.35
CI [42.29, 42.42]

48.3
CI [48.21,48.39]

9.34
CI [9.31, 9.38]

r = − 0.4 39.99
CI [39.88, 40.11]

50.92
CI [50.78, 51.06]

9.09
CI [9.05, 9.13]

r = − 0.6 38.13
CI [37.98, 38.28]

53.45
CI [53.25, 53.64]

8.42
CI [8.38, 8.47]

r = − 0.8 36.55
CI [36.37, 36.74]

55.56
CI [55.31, 55.8

7.89
CI [7.83, 7.95]

r = − 1 35.32
CI [35.11, 35.54]

57.23
CI [56.95, 57.51]

7.45
CI [7.38, 7.52]
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Table 6  (continued)
OL distribution Network Rabble

value
% Blue % Red % Ambivalence

25 vs. 25 PA r = 0 45.78
CI [45.72, 45.83]

45.69
CI [45.64, 45.75]

8.53
CI [8.51, 8.56]

r = − 0.2 43.57
CI [43.5, 43.65]

48.94
CI [48.85, 49.03]

7.49
CI [7.45, 7.52]

r = − 0.4 41.6
CI [41.49, 41.7]

51
CI [50.87, 51.13]

7.4
CI [7.37, 7.44]

r = − 0.6 39.63
CI [39.48, 39.77]

53.72
CI [53.54, 53.9]

6.65
CI [6.61, 6.7]

r = − 0.8 38.08
CI [37.9, 38.25]

55.49
CI [55.27, 55.71]

6.44
CI [6.39, 6.49]

r = − 1 36.95
CI [36.75, 3715]

56.41
CI [56.17, 56.66]

6.63
CI [6.59, 6.68]

WS r = 0 45.14
CI [45.1, 45.18]

45.2
CI [45.16, 45.24]

9.66
CI [9.63, 9.69]

r = − 0.2 42.83
CI [42.76, 42.89]

48.45
CI [48.37, 48.53]

8.72
CI [8.68, 8.75]

r = − 0.4 40.61
CI [40.5, 40.72]

50.94
CI [50.81, 51.08]

8.45
CI [8.41, 8.48]

r = − 0.6 38.84
CI [38.69, 38.98]

53.32
CI [53.14, 53.51]

7.84
CI [7.79, 7.89]

r = − 0.8 37.33
CI [37.15, 37.51]

55.31
CI [55.08, 55.54]

7.36
CI [7.3, 7.41]

r = − 1 36.17
CI [35.97,36.38]

56.88
CI [56.62, 57.14]

6.94
CI [6.88, 7.01]

50 vs. 50 PA r = 0 46.16
CI [46.11, 46.21]

46.2
CI [46.15, 46.26]

7.64
CI [7.62, 7.66]

r = − 0.2 44.25
CI [44.18, 44.31]

49.19
CI [49.1, 49.27]

6.57
CI [6.53, 6.6]

r = − 0.4 42.62
CI [42.52, 42.71]

50.77
CI [50.65, 50.88]

6.62
CI [6.59, 6.65]

r = − 0.6 40.68
CI [40.55, 40.81]

53.44
CI [53.27,53.61]

5.88
CI [5.83, 5.92]

r = − 0.8 39.29
CI [39.13, 39.45]

54.93
CI [54.73, 54.13]

5.78
CI [5.73, 5.82]

r = − 1 38.2
CI [38.02, 38.38]

55.69
CI [55.48, 55.91]

6.1
CI [6.07, 6.14]
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7.39%] and in the Watts–Strogatz model from 8.99% CI [8.98%, 9.01%] to 6.84% 
CI [6.82%, 6.87%]. Thus, discrediting not only diminishes the discredited camp, but 
also the number of ambivalent nodes. To see a more detailed view about the differ-
ent distributions, they can be seen in Table 6. Furthermore, the results have shown 
that the distribution of 12 vs. 12 OLs ensures that the opinion climate in the prefer-
ential attachment (51.90% CI [51.82%, 51.98%]), as well as in the Watts–Strogatz 
network (51.70% CI [51.62%, 51.79%]), develops most strongly in favor of the red 
camp across all negative discredit values.

Discussion

Applying agent-based modeling, this study investigated how OLs affect the opin-
ion climate in online networks focusing on: (a) the impact of varying numbers of 
OLs in different opinion camps, (b) what influence ambivalent OLs exert in the net-
work, and (c) how the opinion climate changes when OLs discredit the opposing 
opinion camp. Doing justice to the current state of knowledge in social psychology, 
these questions were examined in an opinion landscape in which individuals can 
have ambivalent opinions toward a certain issue. These scenarios are particularly 
relevant in the context of political communication, since OLs can spread their politi-
cal stance (being univalent, ambivalent, or discrediting) in their network.

Addressing RQ1, we can state that an unequal distribution of OLs ensures that 
the opinion camp including the larger number of OLs—on average— “wins” over 
the opinion climate, i.e., the stance of the dominating OL is adopted by a majority of 
users in the network. Interestingly, however, even in the complete absence of OLs, 
the general opinion climate tips over time in favor of one side.

Table 6  (continued)
OL distribution Network Rabble

value
% Blue % Red % Ambivalence

WS r = 0 45.68
CI [45.64, 45.71]

45.7
CI [45.66, 45.74]

8.63
CI [8.6, 8.65]

r = − 0.2 43.54
CI [43.48, 43.6]

48.63
CI [48.55, 48.7]

7.84
CI [7.81, 7.86]

r = − 0.4 41.47
CI [41.37, 41.58]

50.96
CI [50.83, 51.08]

7.57
CI [7.54, 7.6]

r = − 0.6 39.89
CI [39.76, 40.03]

53.14
CI [52.98, 53.31]

6.96
CI [6.92, 7.01]

r = − 0.8 38.51
CI [38.35, 38.67]

54.93
CI [54.73, 55.14]

6.56
CI [6.51, 6.61]

r = − 1 37.44
CI [37.25, 37.63]

56.29
CI [56.06, 56.53]

6.27
CI [6.21, 6.32]

PA preferential attachment model, WS Watts–Strogatz, CI 95% confidence interval
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As our findings on RQ1 show, the numerically overrepresented group of OLs 
only dominates the general opinion climate when the other opinion camp is not rep-
resented by any OL. As soon as both reach a numerically critical mass (i.e., at least 
12 OLs in each opinion camp), the advantage of the overrepresented camp disap-
pears. This is in line with the previous findings that a few OLs can have a strong 
influence in the network and are responsible for the diffusion of opinions [21, 22, 
95]. The finding can be explained by processes of complex contagion [96], i.e., the 
presence of multiple sources of influence within a complex social network struc-
ture. In such a structure, non-linear processes of influence often emerge. At the same 
time, the results show a "saturation effect," which reveals that at a certain point, 
an increasing number of OLs do not make a difference in how the opinion climate 
evolves. This observation may be explained by the idea of the "hard cores," that is, 
those who stick to their opinions in disregard of the external confirmations of other 
opinions, the conformity pressure exerted by others, and the potential social isola-
tion that could be a consequence from being deviant from the majority [83, 97].

Our results also point to the boundaries of OL influence in complex and dynami-
cally evolving social networks. These findings challenge the somewhat simplistic 
notion that OLs are primarily responsible for the formation of public opinion [1, 
14], but rather put emphasis on the dynamically evolving social influence processes 
between “regular” users. In contrast to earlier findings (see [38]), our study shows 
that continuous increases in the number of OLs in a network only appear to impact 
public opinion under certain circumstances, i.e., when there is an extreme imbalance 
between OLs from opposing political camps. Furthermore, the impact of different 
shares of OLs who represent opposing stances appears to be dependent only to a 
limited extent on the network structure, with a somewhat higher amount of ambiva-
lent users resulting in the preferential attachment network when no OLs are pre-
sent at all (see [37]). Finally, network ambivalence (in terms of the share of attitu-
dinally ambivalent users in the network) substantially decreases when there are only 
OLs advocating for one stance and remains largely unchanged when at least some 
OLs on each side are present. On one hand, this indicates that a network with an 
extreme imbalance of OLs from different opinion camps (e.g., within highly seg-
regated networks) may foster further polarization over time [98], but on the other 
hand this shows that even a small number of opposing OLs may prevent a network 
from further segregation. These results are in line with the social psychological find-
ing that consistently propagated minority views can have the potential to decrease 
majority influence [99] and emphasize that only some perseverant advocates of a 
minority stance can prevent a communication network from polarization.

In particular, when no opinion leader is represented, a difference between the two 
network topologies regarding the proportion of final ambivalent nodes was observ-
able. A possible explanation of these results might be related to the strength of 
the weak ties in the different topologies [100]. Thus, it seems conceivable that the 
agents in the Watts–Strogatz network without opinion leaders and thus without a 
central hub are more weakly connected to each other in the network (weak ties), and 
thus, it is more difficult to come to a consensus of ambivalent opinions, since here 
the majority opinions of blue or red opinions have an advantage due to the ties. The 
preferential attachment model, on the other hand, has the characteristic that it has a 
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heterogeneous attachment and has already formed hubs, which allows strong ties to 
emerge, where ambivalent nodes in a continuous loop can also hear other continu-
ous opinions, even if these are associated with majority opinions.

Regarding RQ2, it can be concluded that the greater the number of ambiva-
lent OLs in the network, the more likely it is that opposing opinion camps will be 
equally represented. Previous research documented that when OLs hold a particu-
lar stance, they can affect the network in favor of their stance [101, 102]. However, 
as addressed in the present study, it seems conceivable that OLs can also represent 
two-sidedness, e.g., by arguing simultaneously in favor and against a certain issue. 
When this situation occurs, it is more likely that the overall opinion climate is more 
balanced and also that more individuals in the network hold ambivalent attitudes 
themselves. Interestingly, the presence of moderately ambivalent OLs appears to 
lead to somewhat higher levels of network ambivalence compared to highly ambiva-
lent OLs. While this appears to be independent of the specific network topology, 
moderate strength of OLs’ ambivalence may trigger just enough dynamic changes 
in the network to increase overall network ambivalence. Too many dynamic changes 
(caused by strongly ambivalent OLs), in contrast, lead to a somewhat lower network 
ambivalence. The degree of network ambivalence does not seem to increase with 
higher numbers of ambivalent OLs, but instead remains relatively stable when a cer-
tain threshold of OLs is reached. Again, this “saturation effect,” here on the ambiva-
lence level, might be explainable by the notion that “hard cores” might believe in 
the correctness of their opinion and are less susceptible to influence by other net-
work members [83, 97] These findings indicate that social influence may not only 
be exerted by key network actors promoting one particular stance, but also by those 
who promote ambivalence and thereby increase the “integrative complexity” of their 
network [51]. Our simulation implies that political discussion networks (e.g., on 
social media) that are characterized by a polarized opinion climate (with most indi-
viduals clearly favoring one of two opposing issue stances or attitudes) may already 
benefit when only some influential actors (e.g., journalists and politicians) advo-
cate for balanced views. However, while these actors may foster depolarization by 
increasing ambivalent attitudes in the whole network, the low magnitude of effects 
suggests that their influence is comparatively limited. From a normative perspective, 
this insight is particularly interesting, since it points to potential boundaries of the 
impact that unbiased or mainstream media and public players have on public opin-
ion (see Lau et al., 2017 [103]).

With regard to RQ3, the results showed that OLs publishing discrediting mes-
sages are more likely to win over the opinion climate than if they solely advocated in 
favor of their stance (without discrediting the other side). The findings of this study 
also imply that the more vigorously an OL discredits or argues against the opposing 
side, the more likely they are to shape majorities in a network. These findings reflect 
the ideals proposed by public sphere theory [104, 105]: when individuals promote 
their own stance and debate by “debunking” the arguments of the other side, they 
may succeed in reaching a consensus within a network.

In terms of theoretical implications for OL research,  the present study allows 
insights into the distribution of OLs and what effect ambivalent and discrediting OLs 
can have on the climate of opinion in the network. As Newman [106] points out, 



 
 

196 

1 3

Journal of Computational Social Science 

understanding processes and behaviors in networks can help us understand complex 
phenomena that were previously difficult to explain. Our network analytic approach 
that modeled individual behavior as a function of external influence not only corrob-
orates assumptions made by social psychology, predicting that one’s social ties that 
hold divergent attitudes can increase one’s personal attitudinal ambivalence [48, 50]. 
It also uncovered under which circumstances ambivalence can become a significant 
share within a network itself. While the ratio of opinion leaders and network topolo-
gies seem to be characteristics that shape the diffusion of ambivalence in a network, 
we also observed emergent phenomena such as the saturation effect of opinion lead-
ers, potentially indicating that some actors are not susceptible to influence no matter 
how many hubs are present in a network. Implementation on a network level allows 
a consideration that is similar to social platforms such as Facebook or YouTube and 
thus takes into account the dynamic processes of the two-dimensional opinions of 
individuals, OLs, and their roles to measure their influence. Research on OLs usu-
ally focuses on their identification in networks [88, 107] and their specific charac-
teristics [108]. Our results are intended to represent a theoretical basis for future 
research—integrating real-world data—to examine the relativizing effect of express-
ing ambivalent attitudes on the evolution of opinion climates. In particular, this 
research could serve to develop hypotheses in the field of political communication 
(e.g., in the context of election campaigns).

In terms of practical implications, results could play an important role in politi-
cal and economic spheres. Political debates in online environments often appear to 
be clearly polarized and one-sided. Following the ideals of public sphere theory, it 
seems advisable to deal with the complexity, that is, the ambivalence of political 
attitudes and related arguments. Our research addresses this scenario and applies 
it to the existence of ambivalent OLs: based on our results, it appears that these 
ambivalent OLs can provide regulation of the opinion climate even when the pro-
portions of OLs from two camps are different.

The findings regarding discrediting opinion leaders also reveal a practical impli-
cation in relation to contemporary journalism and news dissemination of informa-
tion. The COVID-19 pandemic has once again highlighted the problematic presence 
of misinformation and its rapid spread on social media. Although the news reports 
on the scientific findings of the Coronavirus and their successes in the fight against 
the virus, misinformation still manages to get through to a portion of the population. 
Through social networks, discrediting opinion leaders who, for example, claim that 
the virus is harmless or that the government wants to control us with vaccination, 
can have an impact on their followers. To prevent this misinformation from influ-
encing a wide proportion of the population, the government could implement coun-
termeasures [109]. For example, journalists, public news houses, and influencers 
could  serve as opinion leaders with a certain reach in their network and discredit 
counterarguments in order to fight misinformation.

Furthermore, the results can be used for specific business cases in the field of 
influencer marketing to promote product placements of opinion leaders more effec-
tively and thus to identify and forecast the spread of opinions and future climates of 
opinion. This would allow companies to select which influencers are better suited 



 
 
197 

 Journal of Computational Social Science

1 3

for product placement to have an advantage over competing products and to promote 
them to the most appropriate networks.

In terms of implications for future research, our model can be extended to include 
other factors to analyze other theories besides OLs such as the spiral of silence the-
ory, in which a person’s opinion expression behavior is influenced by their envi-
ronment. The integration of OLs in this model could also shed light on the point 
at which certain individuals no longer influence the opinions of others. Our work 
extends previous research by focusing on opinion leadership in networks by repre-
senting opinions two-dimensionally and, in particular, analyzing the functionality of 
ambivalent and discrediting OLs. As a key point for further research, we believe that 
our model can be carried out with real network data from social platforms to vali-
date the results of our simulations [34].

Limitations and further work

Our agent-based model solely represented two different camps of opinion, which can 
be compared, for example, to the political system in the United States, where Demo-
crats and Republicans made up the lion’s share of the opinion landscape. However, 
there are other political systems in which multiple parties exist, and therefore, more 
than two camps could be represented. Thus, future research could extend the existing 
binary modeling of opinions to include multiple opinions to study a more complex 
climate of opinion. In addition to the two applied network topologies, Watts–Stro-
gatz and preferential attachment, other topologies could also be considered to make 
more specific statements on the role of network structure. In this context, we think 
that the investigation of the stochastic block models, which have the ability to form 
communities in graphs and to explicitly define their symmetric density, is particu-
larly important. Using this model, findings showed that a low density in commu-
nities can lead to a reduction in the diversity of opinions [110]. In addition to the 
aspect of network topology, consideration could also be given to different central-
ity calculations, comparing the characteristics of OLs and the extent to which these 
change the climate of opinion. Besides the classic methods (closeness, betweenness) 
for identifying OLs, methods from game theoretical approaches might also be used.

Furthermore, future research could simulate the dynamics of opinion climates 
and the influence of OLs using real network data from platforms such as Facebook, 
YouTube, and Twitter. Here, a hybrid approach of sentiment analysis, network anal-
ysis, and agent-based modeling could be aimed at, in which a realistic representa-
tion of the opinion climate on different topics might be presented. One approach 
might be initially determining the opinions of users by means of an automatic senti-
ment analysis and filtering the individual topics on the basis of the thematic focuses. 
Next, the communication patterns (interactions) of the users with their calculated 
sentiment scores could be transformed into a network, which then serves as the basis 
for agent-based modeling. This could prove problematic in some cases, since the 
real data do not always fit 100% to the conditions of the network or vice versa. For 
example, although network data from social platforms show the flow of communi-
cation, a manual verification by humans would be required to ensure that opinions 
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are exchanged on topics and establish whether they are for or against  something. 
Likewise, the input to the models may require parameters that are not reflected in the 
real data, such as OLs who have been shown to influence individuals in the network. 
Finally, in our modeling, specific numbers of opinion leaders (0, 12, and 25) were 
included. Even though these were based on empirical knowledge of the prevalence 
of OLs on social networking sites, future research could make use of a more fine-
grained distinction with smaller increments in the number of OLs.

Conclusion

This study developed an agent-based model that deals with the phenomenon of opin-
ion leadership and takes into account the ambivalence of different opinion camps 
on the basis of pertinent theoretical and empirical knowledge. The findings of this 
study show that OLs have an influence on the opinion climate, but that in particu-
lar, an extremely unequal distribution of OLs from different opinion camps leads to 
major adjustments (toward the dominating OL fraction) in the distribution of opin-
ion climate on the network level. However, there appears to be a threshold value at 
which the imbalance of opposing OLs in the network no longer has any effect on the 
climate of opinion. This may indicate that in networks, social influence on the level 
of political opinions is subject to non-linear processes, where the global distribu-
tion of opinions changes in response to a critical number of opinion leaders from a 
political camp. To our knowledge, this is the first study that simulates processes of 
public deliberation and includes not only advocates of exclusively one viewpoint but 
also holders of ambivalent attitudes. We provide evidence that influential ambivalent 
players can increase ambivalence in individual users and counter processes of opin-
ion polarization to a limited extent. Finally, we show that, when opinion leaders not 
only advocate for one side but also against the other side, the former opinion camp 
becomes more dominant within the network. Further research should model multi-
ple attitude objects (i.e., more than one political issue) and systematically take the 
network structure and its dynamic changes into account (e.g., with regard to evolv-
ing clusters of like-minded users).
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Abstract
Social media has become important in shaping the public discourse on controversial 
topics. Many businesses therefore monitor different social media channels and try 
to react adequately to a potentially harmful opinion climate. Still, little is known 
about how opinions form in an increasingly connected world. The spiral of silence 
theory provides a way of explaining deviations between the perceived opinion cli-
mate and true beliefs of the public. However, the emergence of a spiral of silence 
on social media is hard to observe because only the thoughts of those who express 
their opinions are evident there. Recent research has therefore focused on modelling 
the processes behind the spiral of silence. A particular characteristic of social media 
networks is the presence of communities. Members of a community tend to be con-
nected more with other members of the same community than with outsiders. Natu-
rally, this might affect the development of public opinion. In the present article we 
investigate how the number of communities in a network and connectivity between 
them affects the perceived opinion climate. We find that higher connectivity between 
communities makes it more likely for a global spiral of silence to appear. Moreover, 
a network fragmented into more, smaller communities seems to provide more “safe 
spaces” for a minority opinion to prevail.
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1 Introduction

Businesses are influenced in many ways by the discussions that take place on 
social media. Sometimes, these take the form of short-lived social media storms 
that may threaten a company’s reputation, for example in the case of a faulty 
product or claims of employee abuse, but they can also blow over quickly. At 
other times, these discussions can have serious long-term implications for indi-
vidual businesses or for entire industries, with potential ripple effects throughout 
their supply chains. Current examples include debates on the carbon emissions 
of the various forms of private and public transport, such as cars and aeroplanes. 
These debates on social media do not only reflect the social norms around the 
usage of specific modes of transport, but they also shape them.

In order to make informed strategic decisions, it is essential for companies to 
understand the underlying processes shaping public opinion. One specific aspect 
of these processes is described by the spiral of silence theory (Noelle-Neumann 
1974). It applies to controversial issues on which there are two opposing view-
points, and it assumes that people’s willingness to express their opinion (for 
example, for or against a new policy) depends on the opinions expressed by those 
around them. If they sense that their peers agree with them, they become more 
likely to voice their own opinion and the reverse. Over time, the theory posits, 
this behaviour can spiral into a situation in which a clear majority of publicly 
expressed opinions are in favour of one of the two viewpoints, and a consensus 
is established. A central point of the spiral of silence theory is that this apparent 
consensus opinion does not actually need to be held by the majority. The minor-
ity that espouses it might simply be more confident in their opinion and therefore 
more vocal.

This theory has been shown to apply to social media settings, to some extent. 
Recent simulation approaches show how individual decisions to spread one’s 
opinion or not translate, on a macro level, into group dynamics that establish 
social norms (Ross et al. 2019). However, a key aspect of social media commu-
nication that has not been addressed in previous research, is that it often takes 
place in communities which are sometimes well-connected to other communities, 
but might also be more or less isolated. A real-life example of this would be a 
company that sells its products in various geographic markets, or to different seg-
ments of the population. This paper, therefore, explores how the development of 
a (perceived) public opinion, following the spiral of silence theory, is affected 
when the network is more or less subdivided into communities.

To form a better view of the spiral of silence process within and between 
online communities, we developed a new network model that is able to express 
various forms of community structure, and otherwise applied the same agent 
behaviour, regarding the spiral of silence, as in the work published by Ross et al. 
(2019). We use this model to investigate the influence of two key parameters: the 
size and number of communities (that is, whether the overall network is divided 
into many small ones or into few large ones), and the interconnectedness of the 
communities (that is, how many edges there are between communities, relative 
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to how many there could be). In network terminology, the first aspect relates to 
the distribution of nodes, the second to the distribution of edges. In the business 
context, the first question reflects how segmented the market is, while the second 
question reflects how close the markets or segments are to each other.

The paper makes the following contributions to the literature. Compared to pre-
vious studies on the spiral of silence, it clarifies how community structure affects 
this process. The more fragmented the network is into smaller communities, the less 
likely it is that one opinion is silenced entirely. The more interconnected the net-
work, the more likely a global spiral of silence is to emerge in which only the sup-
porters of one opinion are willing to express it. While previous studies on opinion 
dynamics in social networks that show community structure came to similar conclu-
sions, these other studies were not based on the spiral of silence theory. Our work 
therefore shows that the assumptions of the spiral of silence can serve as an alterna-
tive explanation for this phenomenon. At the same time, it demonstrates the useful-
ness of agent-based modelling as a simulation technique.

The following section explains the necessary background information on how 
online opinion formation may impact business success, the role community structure 
plays in online social networks, and the spiral of silence theory. Section 3 describes 
the method, that is, the agent-based model and how it was validated. The results are 
shown in Sect. 4 and discussed in Sect. 5, with emphasis on their implications for 
research and for businesses.

2  Background

2.1  The impact of public opinion formation online on business success

In order to reduce uncertainty about their own decisions, customers often rely on 
information shared by others (Bikhchandani et  al. 1992). Social media enhances 
the information exchange of product information and ratings by providing low-cost 
functionalities to reach a large audience and easily establish connections to other 
people. Thus, the formation of public opinion online has become even more impor-
tant in the context of business success.

Research suggests that marketing managers observe public discourse to identify 
users’ complaints and needs. This might lead to an improvement in the company’s 
image. Likewise, the enhancement of a brand image could be due to the fact that the 
feelings and needs of customers are perceived and taken into account by the compa-
ny’s decision-makers (Kaiser et al. 2011). However, it is crucial to detect upcoming 
negative opinions towards a product, brand or person before they spread in the net-
work or community. The detection and counteraction are particularly important due 
to the finding that customers’ opinions could be influenced by the opinions of others 
(Sunder et al. 2019). In general, customers adapt their reviews or ratings of prod-
ucts to the general opinion of the crowd (Muchnik et al. 2013; Jiang and Wu 2017). 
Furthermore, if two reference groups have distinct opinions, experienced users rely 
more on their friends’ opinions than on the crowd. In contrast, new or inexperienced 
users, who have had less time to establish strong connections to others, rely more on 
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the crowd than on new friends on social media (Sunder et al. 2019). In this context, 
people might weigh their connection to others such as the crowd, media outlets, or 
opinion leaders, that is, users who are likely to influence other users within their 
personal network (Jiang and Wu 2017; Watts and Dodds 2007; Katz and Lazarsfeld 
1955).

2.2  Community structure in online social networks

The possibility to get in contact with people across temporal and spatial distances 
and to communicate with them is omnipresent. Social online platforms such as 
Twitter, Facebook or YouTube provide opportunities for networking and community 
formation. In this context, the term community describes a group of nodes (that is, 
users or accounts) that are more strongly connected to each other than to the rest of 
the network.

The investigation of political communities in terms of their participation has 
already been the goal of many studies (Grace-Farfaglia et al. 2006; Oser et al. 2013; 
Velasquez 2012). Similarly, studies found that national cultures also differ in their 
active participation in online political communities, according to the findings, 13.7% 
of Americans participate in political communities, compared to 7.45% in the Neth-
erlands and 6.1% in South Korea (Grace-Farfaglia et al. 2006).

In addition, there are various reasons and motives for people to join communi-
ties, e.g., information and social friendship building (Ridings et al. 2006) or gain-
ing a deeper understanding of the opinions and attitudes of others (Herring 1996). 
The exchange of political or ideological opinions, in which the individual’s point of 
view is reinforced, can lead to the emergence of virtually homogeneous spaces, so-
called “echo chambers”, wherein like-minded people interact only with each other 
(Boutyline and Willer 2017). It is also argued that such self-reinforcing “echo cham-
bers” can be seen as a danger to society, as they are particularly associated with 
polarisation and radicalisation because users are more extreme in their views (Prior 
2007). Seen in this way, homophily, that is, “the principle that a contact between 
similar people occurs at a higher rate than among dissimilar people” (McPherson 
et al. 2001, p. 416), could also be a reason for the formation of communities.

Political or opinion-based homogeneous discussion areas have already been 
examined on Facebook (Bakshy et  al. 2015), YouTube (Röchert et  al. 2020) and 
Twitter (Barberá et al. 2015), but the aspect of the individual communities within the 
network has largely been ignored. Williams et al. (2015) analysed the Twitter com-
munication network on climate change using a network analysis and found that there 
is a strong homogeneity in the interactions between like-minded communities of cli-
mate change activists and climate sceptics. More specifically, climate change activ-
ists expressed positive opinions with each other, while climate sceptics expressed 
negative opinions among themselves. Furthermore, the authors were able to identify 
mixed communities, which were characterized by a balanced and polarized content. 
The results of homogeneous communities are in line with the results of Conover 
et  al. (2011), who found that the retweet network for political communication on 
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Twitter during the 2010 U.S. midterm elections was very polarized, with only few 
connections between left- and right-leaning users.

2.3  The spiral of silence

The spiral of silence theory (Noelle-Neumann 1974) explains changes in people’s 
willingness to express their opinion as the result of a fear of being socially isolated. 
People sense the opinions on controversial topics of those around them and modify 
their public behaviour accordingly. Over time, this results in the formation of a con-
sensus, the establishment of a social norm. Crucially, this consensus opinion does 
not even need to be held by the majority. It could simply be the case that the minor-
ity that holds this opinion is especially vocal about it, or is using especially effective 
communication channels to reach many people, leading the actual majority to not 
express their opinion openly. The assumptions of this theory have been the subject 
of much empirical research. In the realm of social media, it has been shown that 
individuals are (slightly) affected in their assessment of the overall opinion distribu-
tion by what they see online (Neubaum and Krämer 2017).

Although it has frequently been applied to attitudes towards political questions 
such as capital punishment, the spiral of silence theory in the original conceptuali-
sation has always applied to a wide range of social norms including, for example, 
homeowners shovelling snow from their share of the sidewalk (Noelle-Neumann 
1974). If they affect consumption decisions, the social pressures and group norms 
explained by this theory can have long-term strategic implications for businesses 
and entire industries.

A recent example is the Swedish concept of “flygskam” (flying shame or flight 
shame). Aware of the impact of air travel on carbon emissions, the environmentally 
conscious switch to other modes of transport (Weston et al. 2019). This choice is 
often communicated publicly, for example on social media. Climate activist Greta 
Thunberg’s decision to sail to the UN climate summit by yacht instead of flying was 
widely and controversially discussed in traditional and social media (Parker, 2019). 
Although empirical evidence does not yet indicate that those with a higher aware-
ness of climate change have lower greenhouse gas emissions from flights—if any-
thing, the opposite is the case (Czepkiewicz et al. 2019)—and although its reach is 
geographically limited, with many markets for air travel, such as the Asia–Pacific 
Region, experiencing unprecedented growth (IATA 2018), if this movement grows 
it might threaten air travel as a leisure activity. According to news reports, airline 
executives were already worried in 2019 (Rucinski et al. 2019). In 2020–2021, the 
COVID-19 pandemic severely hit the airline industry. Although at the time of writ-
ing, its permanent effects are still hard to predict, it seems likely that some peer 
groups will exert additional social pressure against long-distance travel to avoid 
spreading the disease.

A related example is that of choosing to drive a car and choosing which car to 
drive. In a study by Hopkins (2016) in New Zealand, the Generation Y interviewees 
were highly aware of the environmental impact of cars, especially to commute, and 
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some participants decided not to drive for environmental reasons despite owning a 
driver’s license.

A guilty conscience due to the perceived negative effects of transport choice 
would not in itself be enough to meet the theoretical assumptions of the spiral of 
silence. The theory does not predict changes in people’s privately held opinions, but 
in the expressions of these opinions. The individuals in question would need to fear 
being socially isolated as a result of their choices. Indeed, previous research has at 
least surmised a link between social status and environmentally conscious consump-
tion choices. Kahn (2007) showed a difference between environmentally indifferent 
“brown” communities and green ones where “the group norm is to live a sustain-
able lifestyle … driving a Prius would increase one’s status while driving a Hummer 
would have the opposite effect”. In making this link, we assume that the commu-
nication of one’s opinion does not necessarily need to happen verbally, since the 
choice to buy and drive a car is an equally public display of one’s attitudes.

2.4  Related work on simulating opinion dynamics

Complex communication processes such as the spiral of silence are challenging to 
investigate due to the complexity of empirical test procedures, as they require many 
resources, such as long-term observations of experiments and also the need for a 
large number of participants (Waldherr and Wettstein 2019). With the help of agent-
based modelling, it is possible to investigate social phenomena of micro-level find-
ings at the macro level (Epstein 2006; Klein et al. 2018), such as the dynamic pro-
cesses within a network and how the interactions within the agents develop (Bruch 
and Atwell 2015).

In the literature on opinion dynamics, a variety of different methods based on 
mathematical and physical rules exist to simulate the mechanisms of interaction 
and their influence on opinions (Castellano et  al. 2009). However, because there 
are many different modelling decisions to make, research questions to answer and 
results to focus on, a comprehensive overview of the field of opinion dynamics 
would be out of scope here. The following paragraphs, therefore, each focus on a 
different aspect of the research, namely the different types of interactions between 
opinions used in different models, the effect of communities and existing models 
studying the spiral of silence.

Models simulating opinion dynamics can broadly be split into those modelling 
opinions as discrete values [the Voter model (Clifford and Sudbury 1973; Holley 
and Liggett 1975), Snajzd model (Sznajd-Weron and Sznajd 2000)] and those using 
some form of continuous representation of opinions. The main difference between 
these two categories is the range of opinions that the agents in the models can 
assume. Discrete models often have binary opinions (i.e., in favour, against), while 
in continuous models, opinions are scalars, often bounded by an interval of values.

A well-studied class of continuous models are so-called bounded confidence 
models (Deffuant et al. 2000; Hegselmann and Krause 2002). These models consist 
of a set of agents, each of which is assigned an opinion, modelled as a real value 
in the interval [0,1]. The difference between these models lies in their view of how 
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they implement the communication between individuals. In the Deffuant model, the 
dynamic is based on the interaction of two individuals randomly connected to each 
other in the network, while the HK model considers the interactions of individuals 
in larger groups. The opinion values change over time depending on the values of 
the other agents, and the strength of the connections between the agents. The non-
linearity and “boundedness” of the models is introduced by the fact that an agent 
only considers opinions that deviate up to a bound from its own opinion value. Inter-
estingly, depending on the initial configuration and model parameters, the formation 
of clusters of agents with similar opinions can be observed (Lorenz 2006). Another 
classical continuous model, the DeGroot model, can be classified in the category 
of averaging models, in which agents determine their opinion based on the aver-
age of their neighbours’ opinions (DeGroot 1974). This model has been used as the 
foundation for other models, such as the Friedkin-Johnsen model, which takes into 
account the aspect of stubbornness, so that individuals hold on to their original opin-
ion to a certain level (Friedkin and Johnsen 1990). In a study in the area of interper-
sonal social influence, Ye et  al. (2019) explicitly distinguish between private and 
expressed opinions in order to identify how they can deviate from another over time. 
Here, they used a strongly connected, aperiodic directed network to show that the 
combination of the network’s strong interconnectedness, the individual’s pressure to 
conform, and the individual’s stubbornness have an impact on the discrepancy.

While the previously mentioned articles focus mainly on the different ways opin-
ion interaction can be modelled, other research modelling opinion dynamics has 
specifically focused on studying the effects of community structure. The non-linear 
model of Banisch and Olbrich (2019), based on reinforcement learning (Q-learn-
ing), addresses the question of how bi-polarised opinion distributions can emerge 
and persist. In their model, the individual agents learn of and adapt to the opinions 
of their neighbours. To model the social structure, a random geometric graph was 
used in which agents communicate with those they are physically close to. The pres-
ence of communities and structural holes is a key aspect that allows the formation of 
a stable polarised opinion climate: in dense, less modular networks, polarisation dis-
appears in favour of a global consensus. In a recent study by Stern and Livan (2021), 
the DeGroot and Friedkin-Johnsen models were used and extended to investigate the 
diversity of opinions in networks. Here, the network structure used was a stochastic 
block model; their results showed that the diversity of opinions decreases due to 
closed communities and thus it is more difficult to come to a common consensus.

There are already models specifically focussed on simulating the circumstances 
around the spiral of silence theory. In an article by Wu et al. (2015), an agent-based 
model is proposed where each agent is initialized holding one of two opinions. Then, 
a single agent is selected (the “first speaker”) who expresses its opinion and triggers 
its neighbours to either also express their opinion, or stay silenced, depending on 
an “opinion pressure” which is based on the network topology around the agents 
and their neighbours opinions. Agents that have either expressed their opinion or 
stayed silent become “immune” and can’t be triggered again. This process contin-
ues until no agents are left that could trigger a response. This model was then used 
to study the global opinion distribution based on different network topologies. The 
spiral of silence was also examined in a setting of more complex agent behaviour by 
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Sohn and Geidner (2016). Here, the agents randomly move around on a two-dimen-
sional plane and express their opinion (if they are confident enough to do so) only 
to those agents that are physically close to them. In the model by Ross et al. (2019), 
inspired by the agent behaviour used by Sohn and Geidner (2016), the agents’ influ-
ence is determined by a small-world, scale-free network that is more representative 
of online social networks and a world with internet-based communication. A recent 
study by Ma and Zhang (2021) used agent-based simulation for a model of opinion 
expression dynamics inspired by the spiral of silence theory in that people’s willing-
ness to express their opinion depends on perceived peer support for that opinion. 
Since their goal was to model a social media chat group where every user sees every 
other user’s posts, their simulation assumed a fully connected network.

The spiral of silence networks studied by Sohn and Geidner (2016), Ross et al. 
(2019), and Ma and Zhang (2021) do not exhibit a community structure. However, 
real social networks exhibit varying amounts of modularity (Guerra et al. 2013), and 
a good simulation model for the discussed cases should therefore directly take into 
account community structure.

3  Methods

To test the effects of community structure on the spiral of silence process, we used 
an agent-based simulation model. Agent-based models are used in a variety of disci-
plines, from physics and biology to the social sciences (Wilensky and Rand 2015). 
Their strength lies in their versatility. The user specifies an environment and agents 
that populate it, including the rules according to which the individual agents act and 
react to their surroundings. It is then possible to observe the model as time passes, to 
pause and inspect the model and to calculate various statistics at any point in time.

This simulation approach has various advantages over other approaches that 
study social media usage. The simulation can be carried out an arbitrary number of 
times and populated with an arbitrary number of agents, unlike laboratory experi-
ments, which are unfeasible for opinion formation processes in very large groups. 
Quasi-experimental studies in which the behaviour of many is manipulated are mor-
ally questionable (Flick 2016). Finally, unlike in large-scale observational studies, it 
is possible to examine the variables of agents, that is, to peer into the minds of those 
who remain silent. Otherwise, if messages such as Facebook posts and tweets are 
examined, the study would be limited to examining the opinions of those who are 
willing to express them. However, a critical challenge when working with agent-
based models is to ensure that they accurately reflect reality. This section describes 
the network model, agent behaviour, and validation measures taken.

The simulation model is largely based on Ross et  al. (2019)’s. The key differ-
ence is that the network model includes subcommunities. We also reimplemented 
the model in C++, as this allows for much faster run times and more flexibility 
compared to the original NetLogo implementation. The ability to perform more 
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simulation runs translates into an increased precision of results. The source code 
is freely available on GitHub https:// github. com/ benca brera/ spiral_ of_ silen ce_ abm.

3.1  Modelling networks with cohesive communities

Networks are at the heart of our agent-based model for simulating the spiral of 
silence. They define the interaction topology of the agents by determining which 
agents another agent considers when gauging the opinion climate. Since the pro-
cess of producing results from an agent-based model involves averaging outcomes 
of many simulations, a network model is needed to randomly generate new instances 
to run the simulations on.

This work differs from Ross et al. (2019) in the network model used. Ross et al. 
(2019) used a preferential attachment model (Albert and Barabási 2002), as it cre-
ates power-law tailed degree distributions typical for social networks (Barabási and 
Albert 1999) and is often considered a good, albeit simple, model of social networks 
in general (Newman 2003). The focus of this work, in contrast, lies on studying the 
effects of network communities on the spiral of silence. It is therefore essential to 
have a method of reliably generating networks containing ground-truth communi-
ties, which the simple preferential attachment models are not capable of.

The following paragraphs contain a brief review of important definitions. First of 
all, we only consider undirected networks, formally characterized by the mathemati-
cal notion of an undirected graph G = (V ,E) , where V  is a set of agents (or nodes) 
and E ⊂ {{u, v} ∶ u, v ∈ V} the set of connections (or edges). This implies that any 
influence between two agents runs both ways. If agent A and agent B are connected 
by an edge, then agent A is influencing B as well as the other way around. The den-
sity ρ of a network is the number of edges in the network divided by the number of 
possible edges, i.e. ! =

2|E|
|V|(|V|−1)

.
A community structure in a network (Wasserman and Faust 1994) can be 

described by partitioning the nodes into multiple subsets Vi ⊂ V  (the communi-
ties) according to some characteristics. While Wasserman and Faust (1994) propose 
different such characteristics, the one most commonly used in empirical network 
analysis (Fortunato 2010) is based on the idea that network communities ought to 
have more connections between members of the same community (intra-community 
edges) than between members of different communities (inter-community edges). 
Analogue to the density, one can also define the intra-community density !in and 
the inter-community density !out as the ratios between the number of intra-/inter-
community edges and the number of all possible edges of the respective type. With 
these definitions in place, we say a node partition actually represents a community 
structure if !in is significantly higher than !out , with the meaning of “significantly” 
depending on the actual case at hand. With the notion of network communities 
defined, it is still unclear how networks with such communities can be generated 
reliably.
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The most common type of network models used to generate networks with 
communities is stochastic block models (SBM). Different variants of stochastic 
block models have been proposed (Abbe 2017). However, generally, they take at 
least three parameters: the total number of nodes n , a partition of the node set into 
r communities, and a r × r matrix P of probabilities, where Pi,j specifies the prob-
ability of connecting nodes from community i with nodes from community j . 
Sometimes the partition into communities is also sampled from a given probabil-
ity distribution (Abbe 2017). The network is then built by randomly deciding for 
every pair of vertices independently if the two vertices should be connected by an 
edge or not, using the P matrix entries as explained before. Note that the diagonal 
values Pi,i characterise the probability of connecting two nodes inside the same 
community i , while the Pi,j for i ≠ j are the probabilities of connecting nodes of 
different communities. This implies that the diagonal values of P are typically 
chosen much larger than the off-diagonal ones, in order to create cohesive com-
munities. Also, for a constant probability matrix Pi,j = c for all 1 <= i, j <= r , the 
model is equal to an Erdös-Renyi model (Erdős and Rényi 1959) with parameter 
c , and therefore no community structure would be visible.

This classic Stochastic Block Model has several drawbacks that lead us to use 
a slightly different model for generating networks. First, networks generated from 
a classic SBM do not exhibit a power-law tailed degree distribution, typical for 
social networks. Instead, in the classic SBM every community is essentially an 
Erdös–Renyi random graph that has a Poisson distribution of the degrees (New-
man 2003). An even bigger problem with a classic SBM is the fact that the gener-
ated networks are not necessarily connected. Especially for the targeted densities, 
Erdös-Renyi graphs tend to break down into many disconnected components, 
which is not desired in an agent-based model that relies on connections for propa-
gating influence to other agents.

To solve these problems, we use a different model for generating networks 
with communities. Again, we take as parameters the partition of n nodes into r 
communities. However, the mechanisms for generating intra- and inter-commu-
nity edges are now different. We generate every community based on the prefer-
ential attachment model by Barabási and Albert (1999), which takes a parameter 
m that defines the number of connections a new node makes to existing nodes 
when added to the network. The inter-community edges are then sampled simi-
larly as before by randomly deciding for every pair of nodes in different commu-
nities if they should be connected by an edge or not. The probability of connect-
ing two nodes of different communities is based on a third parameter !out . It is 
no coincidence that this parameter is called !out , as the inter-community density 
on a network generated by this model will on average be !out . With the described 
model we will almost always generate a connected network (at least for reason-
able values of !out ). Moreover, the network will have a power-law tailed degree 
distribution if the number of communities is significantly lower than the num-
ber of total nodes in the network. The parameter !out has to be chosen with care 
in order to compare different networks with each other because the number of 
communities and their sizes affect the intra-community density and !out has to be 
selected appropriately to match, for example, a targeted density ρ of the network 
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as a whole. Figure 1 shows three networks with three communities each, differing 
only in the connectivity between communities.

3.2  Agent behaviour

While the previous section discussed the model of which agents are influencing 
which other agents, another important decision to make when creating an agent-
based model is how the agents interact with each other. Agents in our model behave 
as they do in the work of Ross et al. (2019). The following section will, therefore, 
only briefly review the model and the empirical research its assumptions are based 
on.

The model simulates a simplified scenario of opinion formation. It is assumed 
that every agent i has an opinion oi with values in {+,−} , representing either a posi-
tive or negative stance regarding a specific topic. Moreover, the opinion is fixed in 
time, that is, for the whole duration of the simulation an agent always has the same 
opinion. The opinion is randomly initialized as uniformly across the population, 
that is, every agent has equal probability of getting + or − as their opinion. This is 
because the model is not used to study how people change their opinions, but rather 
how people can become silenced when they feel that their opinion is not adequately 
represented in the population. The second property of an agent i is its willingness 
to self-censor Φi (Hayes et al. 2005, 2010). It determines whether an agent is eas-
ily silenced or holds their opinion even in the face of overwhelming opposition. It 
is also constant in time, as we assume this to be a relatively stable characteristic of 
a person. In our experiments, the willingness to self-censor is initialized for each 
agent as a uniformly distributed random value in [0,1].

The next property of an agent is its confidence ci(t) . After each step, it is com-
pared to the willingness to self-censor Φi and, if greater, the agent communicates its 
opinion to its surroundings (and is called speaking), whereas if smaller, the agent is 
silenced and does not speak out its opinion. It changes over the course of a simula-
tion depending on the opinion climate surrounding an agent. Accordingly, the 

Fig. 1  Three networks generated with the stochastic block model used in the simulations. All networks 
have 100 nodes and an a-priori (50, 25, 25) partition into communities. Every community is generated 
by the Barabási-Albert model with m = 3 . From left to right, higher inter-community densities !

out
 are 

used. In the left drawing, the three communities are clearly visible. The network in the middle already 
has many inter-community edges, such that the communities start to blend and in the rightmost drawing 
almost no communities are visible
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opinion climate at time t, !i(t) , observed by an agent i , is used to update its confi-
dence. It is defined as !i(t) = ns(i,t)−no(i,t)

ns(i,t)+no(i,t)
 , where ns(i, t) is the number of neighbours 

of agent i openly supporting its opinion, while no(i, t) is the number of neighbours 
openly opposing it. There is no change to an agent’s confidence ( !i(t) = 0 ) when its 
neighborhood is completely silent. Confidence is updated as follows: 
ci(t) = 2 ×

(
1 + e−ĉi(t)

)−1 , where ĉi(t) = max
{
ĉi(t − 1) + "i(t);0

}
 . The value ĉi(t) is 

initialized as a uniformly distributed random value in [0,1]. The transformation into 
ci(t) ensures that it stays within this range. As a result of these definitions, if there 
are more agents in the neighborhood of an agent i expressing their support for the 
opinion of i than there are agents opposing it, then !i will be positive and agent i ’s 
confidence increases. Similarly, !i is negative if there is more opposition than sup-
port in the neighbourhood of agent i and its confidence will drop. It should also be 
emphasised that only non-silenced neighbours are considered when computing !i(t) . 
Silenced agents have no influence on the opinion climate, which is also why an 
agent becoming silenced can trigger a cascade of multiple agents becoming silenced 
or speaking again. In line with previous empirical research, agents with low confi-
dence are more strongly influenced than agents who are already confident (cf. Mat-
thes et al. 2010). This relationship is symmetrical: firm opinions are harder to erode, 
which can be argued on the basis of cognitive dissonance (Festinger 1957) and 
selective exposure (Knobloch-Westerwick 2014).

3.3  Experimental design

With the model fixed, it can now be connected to our research questions of how 
communities affect opinion expression and the formation of a spiral of silence.

In summary, the model has the following parameters:

1. the total number of agents,
2. a randomized initialization method of the willingness to self-censor Φi for the 

agents,
3. a randomized initialization method of the confidence ĉi(t) for the agents at time 

t = 0,
4. the ratio of agents holding the positive opinion to agents holding the negative 

opinion,
5. the number of communities in the network,
6. the intra- and inter-community density of the communities, controlled by param-

eters m and !out of the network model.

These parameters can be varied to measure how they affect the observable prop-
erties of the model over the course of a simulation. Since we aim to study opinion 
expression, and specifically the emergence of a spiral of silence, we first have to 
define what we consider a spiral of silence in our model. Again, we take inspira-
tion from Ross et al. (2019), where the ratio of agents expressing their opinion to 
silenced agents was examined—unsilenced agents were also distinguished into those 
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belonging to the majority or minority opinion, based on all agents expressing their 
opinion. We say that a spiral of silence occurs in case “most” agents of one of the 
two opinions become silenced whereas the agents with the other opinion are almost 
all expressing their opinion.

The following (virtual) experiments consist of varying the model parameters while 
observing the dependent variables and thus interpreting the relationship between com-
munity structure and opinion expression. Note, however, that only the last two of the six 
model parameters are directly related to community structure while the others are indi-
rect results of the modelling process in the context of the spiral of silence. The param-
eters 1–4 are therefore simply fixed to sensible values, while we make sure that their 
choice does not affect the results we obtain when varying parameters 5 and 6 (see the 
following section). We fix the number of agents to 1000 and initialize the willingness 
to self-censor and confidence by drawing from a uniform distribution in [0,1] indepen-
dently for each agent. Each agent is independently assigned either the positive or the 
negative opinion (with a 50% probability of each). Since the opinion is also assigned 
independently of community membership, the distribution of positive and negative 
opinions is close to equal in each of the communities. While communities in real net-
works often exhibit homophily, and thus agents in the same communities should have 
more similar opinions, we chose not to model this explicitly as it would make it hard 
to identify which results are due to the network structure itself, or due to the fact that 
agents hold more similar opinions if they are in the same community.

Next to decide is how to vary the community-related parameters of the network 
model to study the research questions. Recall that, specifically, the goal is to examine if 
and how the fragmentation of a network into communities leads to an increased resil-
ience against a spiral of silence. This can be investigated by varying the number and 
inter-community density of the communities generated by our network model. Note, 
however, that Ross et al. (2019) found that increasing the density of the networks, lead 
to a stronger spiral of silence effect. To account for this effect and study only the influ-
ence of the different community structures we have to make sure that the overall den-
sity of all generated networks stays constant.

Accordingly, for the first experiment we generate networks with 10 communities 
and vary the inter-community density !out passed to our model. Then we study the rela-
tive size of the minority opinion among all agents expressing their opinions. Increasing 
the inter-community density without also changing the intra-community density, would 
make the overall network denser, leading to a higher synchronisation and a stronger 
spiral of silence. To deal with this problem we do not vary the inter-community den-
sity directly but change the m parameter of the Barabási-Albert model used to generate 
every community. The inter-community density is then chosen as a function of m such 
that the overall density stays constant.

In the second experiment we study the effect of the number and size of communities 
on the ability of a minority to keep expressing their opinion. To this end, we generate 
networks evenly partitioned into a varying number of communities (2–10). The overall 
density of the networks is kept constant by modifying, in this case, the inter-community 
density accordingly.
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3.4  Validation

An important step when working with agent-based models is validation. It is meant 
to guarantee that a model is an accurate representation of the studied real-world pro-
cess. The following validation steps are based on the validation frameworks by Sar-
gent (2013) and Klügl (2008) and include manually assessing visual animations of 
the model, studying degenerate edge cases, ensuring replicability of results in multi-
ple runs, reproducing known results of Ross et al. (2019), and a sensitivity analysis 
of the input parameters.

Since our implementation allows for visual inspection during simulation runs, 
the validation process was started by comparing the agent interactions in very small 
model instances step by step to the expected behaviour, described in Sect. 3.2 (cf. 
Fig. 2). We also studied edge cases such as setting the willingness to self-censor to 
zero and making sure that no agents were ever silenced, or that in a model instance 
where all agents hold the same opinion, agents would over time all be expressing 
their opinion and not be silenced.

The experiments in the following section were always run multiple times to check 
that we had enough runs to get stable statistical results. Since we are relying on 
the agent behaviour described by Ross et al. (2019), we reproduced some of their 
results without bot agents by replacing our SBM network model with a simple Bara-
bási–Albert model.

Fig. 2  Example confidence update visualisation generated using the program for running the simula-
tions. The c and e values represent an agent’s confidence and willingness to self-censor, respectively. 
The colors indicate the current state of an agent. In the example, we see the silenced agent in the middle 
gain confidence because in its neighborhood its opinion (−) is more prevalent than the (+) opinion. As a 
result of the increased confidence, the agent starts expressing its opinion again
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Another means of validation is running a sensitivity analysis, that is, examining if 
small changes in the model input parameters lead to vastly different outcomes. The 
underlying motivation is that the real-world model parameters can typically not be 
quantified perfectly, introducing a variability in the model inputs. This would make 
a very sensitive model less useful for predicting events in the real world. We used 
the one-factor-at-a-time (OFAT) method of sensitivity analysis described in (ten 
Broeke et al. 2016), varying the parameters described in the previous section one at 
a time while holding the other parameters constant, and validated that any variation 
in the outcomes was relatively small and that there were no critical points at which 
the behaviour changed extremely. Naturally, the first parameter, the number of total 
agents in the model, affected the absolute size of the factions (i.e., agents with posi-
tive and negative opinions, speaking or silenced agents). However, the relative sizes 
stayed more or less the same, except for very small instances of 50 agents or less. 
Varying the randomized initialization method for the agents’ willingness to self-cen-
sor and the confidence (e.g., using uniform distributions in [0,2], [0,5] and [0,10], 
or exponential distributions with mean 1, 5 and 10) had almost no effect on the final 
stable state and thus the outcome of the experiments. This seems to be because a few 
steps into a simulation run, the confidence values adapt based on the values of their 
surrounding agents, a behaviour that was also observed by Ross et al. (2019).

The model was most sensitive with respect to changes in the distribution of 
agents’ opinions. As described above, a 50:50 distribution was used in the experi-
ments, where each agent was equally as likely to hold a positive or negative opin-
ion. When we deviated from this equal distribution of opinions in simulations, we 
found that it became much harder for the minority opinion not to be silenced, even 
when there are only loosely connected communities. This is because we initialise 
agents’ opinions independently across the network and so every community would 
also reflect a skewed global distribution making it likely that the more frequent opin-
ion dominates in every community. However, while the size of a speaking minority 
shrinks when the opinion distribution deviates from 50:50, the trend displayed in 
Figs.  3 and 4 is still visible for distributions up to 30:70, after which the size of 
the speaking minority becomes essentially zero. We conclude that the results of our 
model apply in situations where the minority opinion is held by at least roughly 30% 
of people but caution should be exercised before generalising results to situations 
with smaller minorities.

The parameters 5 and 6, related to the community structure of the networks, are 
varied as part of answering the research questions and the results are described in 
the next section.

Finally, note that Ross et al. (2019) observed that the overall density of the net-
work affects the strength of the observed spiral of silence. In a dense network, the 
high connectivity between agents seems to foster quick synchronization and no 
minority opinions are expressed anymore. As a result, and as already mentioned in 
the previous section, the overall network density was held constant when varying the 
community structure of the networks.

The external validity of a model is the ability that model results directly translate 
to scenarios observed in the real-world. In a best-case scenario, external validity can 
be tested by letting the model reproduce known empirical findings in the domain 
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Fig. 3  Visualization of a simulation run of a single model instance. At the top, the model’s state at three 
different points in time is drawn (start, after 8 steps, after the stable state is reached). The stacked area 
plots at the bottom display the distribution of agent states over time

Fig. 4  The effect of inter-community density on the ability of the minority to keep expressing their opin-
ion. The horizontal lines inside the boxes represent the median, while the upper and lower boundaries of 
the boxes are the 25th and 75th percentiles, respectively. The upper and lower whisker extend from the 
top or bottom of the box to the highest or lowest value, respectively, but no further than 1.5 times the box 
height. The points represent outliers
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of interest, this is sometimes called predictive validity (Sargent 2013). To validate 
the present study, however, such empirical research would likely involve a large-
scale survey asking participants for their opinions on a particular topic and asking if 
they are expressing that opinion publicly. Moreover, since we explicitly focus on the 
effect of community structure on the spiral of silence a comparable empirical study 
would also have to study multiple communities, and in the best case also quantify 
their mutual influences. There are various survey studies on the spiral of silence, 
see for example Glynn et  al. (1997) for an overview. However, these are mainly 
concerned with verifying that the main mechanism of the spiral of silence actually 
exists, namely people self-censoring in face of a perceived opposing opinion cli-
mate. While there are some studies on the spiral of silence that explicitly mention 
communities (Salwen et al. 1994; Carter Olson and LaPoe 2017), they mostly focus 
on few, separate communities and not the interaction between multiple of them.

4  Results

Before we present the results of the experiments discussed in the previous sec-
tion, we would like to give a better intuition on how the different modelling deci-
sions work together. To this end, Fig. 3 visualises the simulation of a single model 
instance from time t = 1 to when the stable state is reached. The model consists of 
99 agents uniformly distributed among 3 communities connected to each other only 
by a few connections. Initially, both opinions are expressed more or less equally in 
all communities. Over time, however, in communities “C 2” and “C 3” the negative 
opinion starts to dominate while any agents with positive opinions become silenced. 
In “C 1”, a stable state, with some agents expressing positive and some expressing 
negative opinions, is reached. By the end, more than half of the agents are silenced. 
Because “C 2” and “C 3” are dominated by agents expressing negative opinions, the 
global distribution of expressed opinions is also heavily favoured towards negative 
opinions. The following experiments examine this behaviour for larger instances, 
with varying model properties, and averaged over a large number of runs.

Figure 4 shows the results for the first experiment, where the network contained 
r = 10 equally-sized communities, and the parameter m of the Barabási–Albert 
model was varied in {1, ..., 10} , while keeping the overall density of the networks 
on average constant at ! ≈ 1.8% . This implied the corresponding variation of inter-
community density displayed on the x-axis. The y-axis shows the percentage of 
agents that openly express the minority opinion, i.e., the opinion openly expressed 
by fewer agents compared to the other opinion. The displayed plot visualizes results 
of 500 randomized runs per configuration, 5000 runs overall.

We omit the percentage of agents expressing the majority opinion as well as 
silenced agents because the size of silenced agents stayed relatively constant and 
every increase in the majority opinion is reflected as a decrease in the minority 
opinion.

As expected, the speaking minority is strongest for !out = 0 , with 20% of the 
minority opinion still expressing their opinion. This is unsurprising because for 
!out = 0 the communities are disconnected and the spiral of silence process develops 
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separately for each community. For 10 communities there is a high chance that 
there are communities in which the global minority opinion is dominating and not 
silenced. Since the communities are not connected to each other, such local majori-
ties will not be silenced and are registered as part of the global minority expressing 
their opinion. This effect of completely disconnected communities seems to wear off 
when approaching an inter-community density of 1%. Further increasing the inter-
community density, the ratio of the speaking minority stabilises at 1.5%, a value 
close to the one reported by Ross et al. (2019) for a network without communities 
at approximately m = 6 . This to be expected, as the overall density in our networks 
matches a density in a network without communities generated only by the Bara-
bási–Albert model for m between 5 and 6.

Figure 5 shows the result of the second experiment. Here, the number of equally-
sized communities r was varied in {2, ..., 10} , while keeping the overall density of 
the networks on average constant. The parameter of the Barabási–Albert model was 
fixed at m = 5 . The displayed boxplot visualizes results of 500 randomized runs per 
configuration, 5000 runs overall.

Intuitively a network with fewer, but larger communities should behave more 
similarly to a network without communities than a network fragmented into many 
smaller communities. Random disbalances of the agents’ properties in a community 
can influence the dominating opinion in that community. In case of more communi-
ties, the probability that there will be communities with a differing minority/major-
ity opinion compared to the overall network are higher.

From Fig. 5 it is apparent that a higher fragmentation into more, but smaller com-
munities leads to more agents expressing a minority opinion. In the case of two 
communities, on average only 2.5% of agents belonging to the minority opinion 

Fig. 5  The effect of the number of communities on the ability of a minority to keep expressing their 
opinion. The boxplot representation is the same as in Fig. 3
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were still expressing their opinion at the end of the runs. When the networks consist 
of 10 equally-sized communities, up to 10% of agents holding the minority opinion 
are still openly expressing it. Together with the fact that the overall density of the 
network was kept constant, this seems to indicate that a fragmentation into more, 
smaller communities is beneficial for minorities to keep expressing their opinions 
and not be silenced by the majority.

5  Discussion

The present study examines how community structure affects the formation of pub-
lic opinion, following the assumptions of the spiral of silence theory.

As a first result, we find that a high number of relatively small communities leads 
to a situation in which the minority opinion is still expressed by a larger part of the 
total population, compared to a scenario with a small number of large communities. 
In the former situation, entire subcommunities exist which have “local” majority 
opinions, undeterred by the fact that the global consensus is the opposite. Whether 
one views these small subcommunities in a positive light, as safe spaces in which 
minority opinions are still allowed to flourish, or negatively, as echo chambers of 
radicalisation, is open to interpretation. In the context of market segments, this 
result explains situations in which some markets lose interest in a product, as may 
happen in the airline industry if the flight shame movement continues to grow in the 
Western cultural sphere. Central nodes that are connected to many individuals have 
a greater influence on the opinions of others (van Eck et al. 2011). Furthermore, the 
influence of opinion leaders in a political context could be shown in the study of 
Twitter communities on the 2016 U.S. presidential election of Clinton and Trump, 
where certain opinion leaders led to a political homogeneity of the communication 
of communities (Guo et al. 2020). Thus it can be argued that our results of these 
small communities might be led by opinion leaders and their minority opinions. As 
Wu et al. (2015) reported, the frequency of connections to other nodes can lead to a 
convergence between communities, but this requires a uniform activation of all users 
and not only those users who exist as interfaces between the communities. Due to 
the fact that the connections to the individual communities are dependent on a few 
agents, they may not be in close contact with the opinion leaders and therefore are 
unlikely to be influenced (Liu 2007).

The second key result is that the more interconnected these communities are, 
the more likely a “global” spiral of silence is to emerge again. If the division 
of the network into communities creates “safe spaces” for minority opinions, a 
high degree of interconnectedness negates this effect. In other words, the more 
consumers from different markets communicate with each other, the more likely 
a spiral of silence is to emerge on a global scale. According to a related result 
by Sohn (2019), such a “global” spiral is also likely to occur in the case of mass 
media spreading a homogeneous opinion to a large part of the population. In an 
age of increasing global interconnectedness, in which information technology 
allows consumers to post their opinions on the internet for the entire world to 
see, this result would seem to predict an increasing homogenisation of consumer 
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opinion. However, “global” here refers to a spiral of silence encompassing the 
entire network of, in this case, 1000 actors. As Sohn (2019) points out, a truly 
world-wide spiral of silence is unlikely to occur, since the social network in nei-
ther simulation should be seen as an approximation of the social network of the 
7.7 billion people in the world population, but rather the social network of some 
population of interest.

Several other studies reported results that are comparable to our findings. Wu 
et al. (2015) investigated different network topologies, one of which consisted of 
a network split into two communities. Similar to us, they found that “the number 
of silencers grows as the degree of coupling increases”. However, while we seem 
to replicate some of their results, they used a very different agent behaviour to 
simulate the spiral of silence process. In particular, they chose a single agent as 
the source of the initial opinion propagation then spreading to the rest of the net-
work, and introduced an “immunity” that can keep agents from being silenced. 
The survival of minority opinions in the presence of sufficient modularity (i.e., 
community structure) is also a central result of Banisch and Olbrich (2019)’s 
model. Their approach shares with ours the distinction between opinion and opin-
ion expression and it also relies on a positive/negative feedback mechanism not 
unlike those found in the spiral of silence theory, where agents are reinforced (or 
not) in their opinions by those around them. However, in Banisch and Olbrich’s 
model, agents are selected uniformly at random from the population and forced 
to express their opinions; silence is not an option. Since this is one of the defin-
ing features of the spiral of silence theory, Banisch and Olbrich’s results, while 
similar to ours, are the consequence of fundamentally different assumptions. In 
a direct comparison with both Wu et al. (2015) and Banisch and Olbrich (2019), 
the contribution of our research is to show that our model of the spiral of silence 
theory provides an alternative explanation for similar results.

When interpreting the results, the spiral of silence model needs to be distin-
guished from other models where the similarities are more superficial. The classi-
cal bounded confidence models such as the Deffuant model and the Hegselmann 
and Krause model show how opinions change over time in a continuous opinion 
value, but they do not show how confident agents feel about expressing their opin-
ions and are therefore not convenient for modelling the processes of the spiral of 
silence. In the opinion dynamics model of Ye et al. (2019), which was inspired by 
the Friedkin-Johnsen model, a discussion process is simulated in which individu-
als adjust their private and expressed opinions in the network through the social 
influence of peer pressure. Here, variables such as stubbornness, resilience, indi-
viduals’ opinions are taken into account, which in a very dense network leads to 
quickly reach a "steady-state of persistent disagreement". However, these results 
are difficult to compare with our current study, since communities are not explic-
itly considered and the simulations focus on smaller numbers of agents, in con-
trast to our goal of simulating opinion dynamics in the large-scale online context. 
Although the results of Stern and Livan (2021) do not shed light on the spiral of 
silence, they do provide insights into opinion dynamics and show how opinions 
are distributed among communities in the network when they are created using 
the stochastic block model. The results of the study show that it is more difficult 
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for networks with closed communities to reach a common consensus when many 
different opinions exist, although the conceptualisation of what constitutes an 
opinion is rather different in their model and it lacks the distinction between opin-
ion and opinion expression.

In terms of practical implications, companies can learn from the findings of this 
study. As described in Sect. 2, online opinion formation is a crucial factor for busi-
ness success. Analysing the potential impact of community size, number and inter-
connectedness reveal several implications for strategic decision making within a 
company. For instance, establishing distinct communities for specific target markets, 
such as countries or products, could reduce the danger of fast-spreading negative 
opinions in case of an evolving corporate crisis. The management and interaction 
with customers can be used to establish partnerships with users of distinct commu-
nities, leading to more control on discussed topics on social media (Etter and Vester-
gaard 2015). In this context, the silence of a company on a discussed topic can have 
a negative impact on the opinion climate, and thus, on the business success (Stieg-
litz et al. 2019). Furthermore, the findings suggest that several smaller communities 
could act as a stabiliser for minority opinion expression. In the context of a cor-
porate crisis, the minority expresses a positive opinion. Thus, the companies could 
maintain a positive opinion in those specific target markets. However, the establish-
ment of distinct target markets, and therefore, communities, may not be sufficient 
enough in order to secure business success. Thus, the findings of this study impli-
cate that companies should actively (1) observe and (2) manage, and (3) maintain 
the individual communities. Therefore, online community management may play a 
central role in a company’s marketing planning. As a first step, potential commu-
nities need to be identified and continuously observed. Second, those communities 
should be actively managed, to this end, the company should communicate to cus-
tomers and react to their feedback (e.g., customer co-creation). Third, the company 
should try to maintain a positive online opinion within the community by consider-
ing step two. To this end, the company might place corporate opinion leaders within 
the communities as communicators.

Of course, this study also faces distinct limitations. On the one hand, limitations 
of the spiral of silence theory have to be considered. Thus, the study models changes 
in the willingness to express one’s opinion and not shifts in the held opinions them-
selves. On the other hand, the applied model is suitable for topics on which people 
have already formed their opinion and which do not change so quickly. Since the 
model gives each node in the network a 50% chance of being of the positive opin-
ion, and a 50% chance of the negative opinions, the initial distribution of opinions 
within each community will rarely be exactly 50–50, but approach this in the long 
run. Such an approach is inappropriate to model a setting in which communities 
differ ideologically, such as an online community of car enthusiasts and an online 
community of environmentalists. However, in regard to realms such as general prod-
ucts or brand images, the applied model does allow concrete deductions for research 
and practice. Another limitation of our research is the empirical validation of the 
output of the model, considering that we do not have comparisons of theoretical 
foundations that deal with the spiral of silence theory linked to community struc-
tures. This problem of missing and non-existent data has already been addressed 
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in previous research (Fagiolo et al. 2007; Klügl 2008). For this reason, we took the 
approach of empirical data as input reference (Waldherr and Wettstein 2019), taking 
into account the empirical findings during the development of the model and their 
parameter settings. As Alvarez-Galvez (2016) indicates, using a connection of mul-
tiple techniques and data (real networks, media information, and survey methods), 
these agent-based models might be validated further in future research in order to 
gain a better understanding of the processes of opinion formation and their dynam-
ics at different levels, beyond our validation efforts described in Sect. 3.4.

Analysing the findings provides foundations for several possible areas of future 
research. This could result in further insights about fields of application in which 
communities differ ideologically. Moreover, future research might distinguish 
between different types of actors within the network. Especially in the context of 
business success, actors such as opinion leaders and corporate influencers might 
play a special role. Therefore, the impact of opinion leaders, which may influence 
more or fewer people in relation to other actors, on global and community based 
spiralling effects could be examined.
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