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ABSTRACT 

In recent years, the unprecedented dissemination of misleading or false information on 

social media platforms has become a public concern by posing fundamental threats to 

democratic political systems. The increased dissemination of such misinformation has 

intensified research efforts to understand how psychological mechanisms facilitate this 

misinformation dissemination. One answer comes from motivated reasoning, suggesting that 

information is not always processed evenly but to maintain or protect existing attitudes, beliefs, 

or identities (Kunda, 1990). For the context of misleading or false information, motivated 

reasoning proposes that content confirming a person’s view (congruent) is quickly passed on 

without further questioning, whereas content that contradicts a person’s view (incongruent) is 

more likely to be identified as false.  

This cumulative doctoral dissertation aims to further explore the relationship of 

misinformation on social media with motivated reasoning. To this end, two broader strategies 

are applied: First, the empirical effects of motivated reasoning on misinformation sharing are 

scrutinized. In Study 1, it is tested whether motivated reasoning can explain sharing of hyper-

partisan news content on Twitter. By collecting data directly from Twitter, this observational 

study confirms a sharing process driven by motivated reasoning. Similarly, Study 2 and 3 tested 

whether motivated reasoning can explain users’ perception and engagement with automated 

accounts, so-called social bots, on Twitter. Results of both studies indicated that users’ 

perceptions are, as predicted, biased. Users perceive congruent accounts as more human-like 

and incongruent accounts as more bot-like. In addition, while users mostly ignore incongruent 

accounts, independent whether bot or human-run, congruent accounts that behave like social 

bots are less likely to perceive engagement.  

Consolidating the effects of motivated reasoning through empirical data in the first three 

studies, in a second step, the underlying psychological processes of motivated reasoning are 

investigated in Study 4 and 5. In both studies, an identity-centric model of motivated reasoning 

is examined, focusing on identity threat/affirmation and cooccurring emotional reactions that 

contribute to motivated reasoning. The findings of both studies yield mixed results. While both 

studies show that emotions are involved in identity-protection cognition, clear inferences about 

the precise role of emotions cannot be made. Summarizing all results, a refined model of 

motivated reasoning as identity-protection cognition is introduced.  

Taken together, the results of all five studies extend previous findings of motivated 

reasoning and contribute to a better understanding of how motivated reasoning affects 

misinformation on social media. 
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ZUSAMMENFASSUNG 

Die Verbreitung irreführender oder falscher Informationen auf Social-Media-

Plattformen wurde in den letzten Jahren zunehmen politisch und öffentlich diskutiert, da sie 

demokratische Systeme grundlegend bedroht. Diese zunehmende Verbreitung solcher 

Fehlinformationen hat Forschungsbemühungen intensiviert, die darauf abzielen zu verstehen, 

wie psychologische Mechanismen diese Verbreitung von Fehlinformationen erleichtern. Eine 

Theorie, dies zu erklären, ist motivierte Kognition. Mit motivierter Kognition wird eine 

Informationsverarbeitung bezeichnet, deren Ziel es ist, bestehende Meinungen zu bestätigen, 

anstatt akkurate Schlüsse zu ziehen (Kunda, 1990). Für den Kontext von Fehlinformationen 

bedeutet dies, dass Inhalte, die die Meinung einer Person bestätigen (kongruent), schnell ohne 

weitere Hinterfragung weitergegeben werden, während Inhalte, die der Meinung einer Person 

widersprechen (inkongruent), eher als falsch identifiziert werden. 

Diese kumulative Dissertation hat zum Ziel den Zusammenhang von Fehlinformationen 

in sozialen Medien mit motivierter Kognition zu untersuchen. Zu diesem Zweck wurden zwei 

Strategien verfolgt: Zunächst wurden die Auswirkungen motivierter Kognition auf das Teilen 

von Fehlinformationen auf Social Media untersucht. In Studie 1 wurde getestet, ob motivierte 

Kognition das Teilen von hyper-partisan Nachrichteninhalten auf Twitter erklären kann. Dazu 

wurden Twitter-Daten ausgewertet, die einen Sharing-Prozess angetrieben durch motivierte 

Kognition bestätigen. In Studie 2 und 3 wurde getestet, ob motivierte Kognition die 

Wahrnehmung von und die Interaktion mit automatisierten Accounts, sogenannten Social Bots, 

auf Twitter erklären kann. Die Ergebnisse beider Studien zeigten, dass die Wahrnehmungen der 

Nutzer, wie vorhergesagt, verzerrt sind. Benutzer nehmen kongruente Konten als 

menschenähnlicher und inkongruente Konten als Bot-ähnlicher wahr. Während Benutzer 

inkongruente Konten, unabhängig davon, ob sie von Bots oder Menschen geführt werden, meist 

ignorieren, nehmen kongruente Konten, die sich wie soziale Bots verhalten, weniger 

wahrscheinlich Engagement wahr. 

Durch die empirische Bestätigung des Einflusses von motivierter Kognition der ersten 

drei Studien, wurden in einem zweiten Schritt in Studie 4 und 5 die zugrunde liegenden 

psychologischen Prozesse von motivierter Kognition untersucht. In beiden Studien wird ein 

identitätszentriertes Modell der motivierten Kognition mit Fokus auf Identitätsbedrohung/-

bestätigung und gleichzeitig auftretende emotionale Reaktionen getestet. Die Ergebnisse beider 

Studien führen zu gemischten Ergebnissen. Obwohl beide Studien zeigen, dass Emotionen an 

der Identitätsschutzkognition beteiligt sind, können keine klaren Rückschlüsse auf die genaue 

Rolle von Emotionen gezogen werden. 
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Zusammengenommen erweitern die Ergebnisse aller fünf Studien frühere Erkenntnisse 

über motivierte Kognition und tragen zu einem besseren Verständnis dafür bei, wie motivierte 

Kognition Fehlinformationen in sozialen Medien beeinflusst.
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1. INTRODUCTION 

The digitalization of mediated communication has enabled quicker and broader 

information sharing than ever before. It has also paved the way for unprecedented dissemination 

of misleading or false information, typically described as misinformation (Del Vicario et al., 

2016; Egelhofer & Lecheler, 2019; Lazer et al., 2018). Previous studies specifically highlight 

the role of social media platforms to explain the increased circulation of misinformation (Del 

Vicario et al., 2016; Tucker et al., 2018). On the one hand, social media platforms such as 

Facebook, Twitter, YouTube, Instagram, or Reddit, lack editorial verification and, thereby, 

facilitate the creation of (false) content through “a direct path from producers to consumers of 

content” (Del Vicario et al. 2016, p. 554). On the other hand, social media’s network structures 

allow for rapid dissemination of (false) content (Vosoughi et al., 2018). This increased 

circulation of misinformation has detrimental consequences for individuals (Kim et al., 2020; 

Oyeyemi et al., 2014; Radzikowski et al., 2016). 

Most prominent cases of misinformation and its negative consequences relate to 

political communication (Allcott & Gentzkow, 2017; Bessi & Ferrara, 2016; Schäfer et al., 

2017). In particular, many authors suggest that misinformation and subsequent misperceptions 

pose a fundamental threat to democratic political systems. For example, Zimmermann and 

Kohring (2020) found that misinformation affected the parliamentary election outcomes in 

Germany, 2017. Collecting panel data, the authors found that believing misinformation 

impacted voting choices and corroded trust in news media and politics.  

The increased effects of misinformation on individuals have intensified studies on how 

psychological mechanisms facilitate misinformation dissemination. One promising direction 

refers to motivated reasoning. Motivated reasoning suggests that information is not always 

processed to arrive at an accurate conclusion but to maintain or protect existing attitudes, beliefs 

(Kunda, 1990), or identities (Kahan et al., 2007). In the context of misinformation, motivated 

reasoning hypothesizes that misinformation confirming one’s view (congruent) is quickly 

passed on without further questioning, whereas misinformation that contradicts one’s view 

(incongruent) is more likely to be questioned and scrutinized.  

While previous findings on motivated reasoning could elucidate its effects on public 

opinion formation (Strickland et al., 2011), economic perceptions (Bisgaard, 2015), science 

denial (Washburn & Skitka, 2017), as well as political information seeking and processing 

(Druckman et al., 2016; Peterson & Allamong, 2021; Taber & Lodge, 2006), fewer studies have 

empirically examined the hypothesized effect of motivated reasoning on political 
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misinformation. For instance, Ribeiro et al. (2017) investigated whether partisanship predicted 

how users on Twitter labelled news with tags such as #FakeNews or #AlternativeFacts. In line 

with motivated reasoning, Ribeiro et al. (2017) found that labelling something as #FakeNews 

or #AlternativeFacts was more likely when the news item was incongruent to one’s 

partisanship. Similarly, Anthony and Moulding (2019) found that misinformation that was 

congruent with participants’ political beliefs was more likely to be accepted than 

misinformation that was incongruent. Considering the limited number of empirical studies 

examining motivated reasoning and political misinformation, I address this gap by asking: 

RQ1: How does motivated reasoning affect misinformation on social media? 

To answer RQ1, this thesis examines the contribution of hyper-partisan news outlets 

and automated social media accounts, so-called social bots. In three studies, it was first 

examined whether motivated reasoning can explain hyper-partisan news sharing. Second, it was 

experimentally investigated whether motivated reasoning can affect users’ perceptions and 

engagement with social bots. In applying motivated reasoning to perceptions and behavior on 

social media, theoretical assumptions were tested, and context-specific variables, such as 

previous knowledge about deceptive tools, credibility cues, and interindividual differences, 

were explored. 

While knowing how motivated reasoning affects misinformation on social media and 

how these effects play out, it is also important to examine its underlying psychological 

processes to develop adequate countermeasures. To this end, this thesis examines, firstly, the 

effects of emotions in motivated reasoning. Previous investigations concerning motivated 

reasoning have primarily focused on cognitive and motivational processes driving motivated 

reasoning, and less on the influence of emotions. With being tailored to appeal to specific 

emotions (Bakir & McStay, 2018), emotional processes are, however, particularly relevant in 

the context of misinformation. Secondly, previous research has connected motivated reasoning 

to various constructs such as attitudes, partisanship, and identities but is lacking one unifying 

framework. Consequently, in a second research question, I address both gaps by asking:  

RQ2: How can emotions and identity explain motivated reasoning?   

To this end, I theoretically link the experience of emotion to the experience of identity-

threat and identity-affirmation. In doing so, I connect previous insights on identity-protection 

cognition (Kahan, 2017) with emotional processes. To answer RQ2, I build on and extend 

previous theoretical models of motivated reasoning, which have included cognitive (Lord et al., 

1979; Mercier, 2016; Nickerson, 1998), motivational (Chaiken et al., 1996; Kunda, 1990), and, 

to a limited extent, emotional processes (Suhay & Erisen, 2018; Lodge & Taber, 2000; Weeks, 
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2015), as well as identity-based explanations (Kahan et al., 2011; Kahan, 2017; Van Bavel & 

Pereira, 2018).  

Overall, this thesis contributes to a better understanding of the effects of motivated 

reasoning on misinformation circulation on social media by (1) identifying three specific cases 

in which motivated reasoning affects misinformation circulation and by (2) elucidating the 

underlying psychological processes leading to motivated reasoning, particularly, the 

contribution of emotions related to identity-threat and identity-affirmation. 
 

2. THEORETICAL BACKGROUND 

2.1 Misinformation: A definition 

The term ‘fake news’ has been applied in many contexts and has been associated with 

different phenomena. For example, fake news has been used to describe news satire and 

parody�content low in factuality but produced to entertain and not deceive (Nielsen & Graves, 

2017; Wardle & Derakhshan, 2018). In contrast, fake news has also been used as a derogatory 

buzzword to discredit mainstream media (Egelhofer & Lecheler, 2019). Most commonly, 

however, the term fake news is used to describe content with varying levels of factuality: (1) 

factually correct but misleading information, (2) addition or deletion of information, and (3) 

complete fabrication (Quandt et al., 2019). In addition to low levels of factuality, such fake 

news are also characterized by an attempt to come under the disguise of a journalistic format, 

copying structural elements from mainstream media such as headlines, news text, and pictures 

(Allcott & Gentzkow, 2017; Horne & Adali, 2017; Lazer et al., 2018). To differentiate such 

content of low factuality from satire and a derogatory buzzword, many scholars refer to 

misinformation or disinformation. While the former usually refers to unintentionally false 

content, the latter infers an intention of deceit. Although it is essential to differentiate between 

fabrication and dissemination intentions, for example, from a legal perspective, intentions do 

not affect the consequences of mis- or disinformation. Individuals, who are presented with false 

content, are equally likely to believe unintentionally and intentionally shared misinformation 

which is why I solely refer to misinformation in this thesis. 

With factuality and format constituting misinformation, it is often also related to other 

concepts such as conspiracy theories, rumors, and hyper-partisan media. Conspiracy theories 

allegedly uncover and connect events and public figures to a greater "machination of powerful 

people, who attempt to conceal their role" (Sunstein & Vermeule, 2009, p. 205). In doing so, 

conspiracy theories rely on questionable or unsupported sources and information and use 
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oversimplifications to provide a narrative that explains complex connections. The resulting 

narrative frequently incorporates misinformative content, which allegedly proves the 

conspiracy’s claims. However, some conspiracy theories have also been found to be true. 

In contrast, rumors do not offer a whole narrative but promote information with 

insufficient evidence of its veracity. Rumors are often circulated in events of threat or 

uncertainty and are characterized by rapid social transmission (DiFonzo & Bordia, 2007). 

Similar to conspiracy theories, rumors can turn out to be true.  

Conspiracy theories and rumors are often promoted by fringe or hyper-partisan media 

(Faris et al., 2017). These outlets portrait mainstream journalism as hegemonic and biased, to 

which they provide an alternative news source, arriving at so-called partisan alternative 

journalism (Benkler et al., 2018). Critically, hyper-partisan news often contain at least a kernel 

of truth, decontextualized to the degree that it creates an entirely misleading view of the world 

(Faris et al., 2017) (see more in Chapter 2.4.1).  

Having established a definition of misinformation, the following section connects the 

recent rise of misinformation dissemination with technological advances in mediated 

communication. In doing so, I focus on research connecting misinformation dissemination to 

social media platforms.  

�

2.2 Misinformation and social media   

In 2017, the American Dialect Society1 and Collins Dictionary2 voted ‘fake news’ word 

of the year, signaling "an anecdotal indicator of the general popularization of the term during 

that time" (Quandt et al., 2019, p. 1). With its newly gained popularity, it might be assumed 

that misinformation3 is a modern invention. However, misinformation can be found throughout 

history. To this end, Burkhardt (2017) aptly argues that misinformation has been around “as 

long as humans have lived in groups where power matters” (p. 5). In her essay, she connects 

misinformation to means of communication that have evolved throughout history, ranging from 

early word of mouth, the invention of the printing press to mass media, arriving at today’s 

internet era. Burkhardt (2017) concludes that, while misinformation is not a new phenomenon, 

the recent upsurge of misinformation is attributed to “a vastly increased scale” (p. 6) of 

dissemination through the internet. Similarly, connecting the development of the internet to the 

upsurge of misinformation, Tandoc et al. (2017) argue that "[n]ow that online platforms, 

�
1 https://www.americandialect.org/fake-news-is-2017-american-dialect-society-word-of-the-year 
2 https://blog.collinsdictionary.com/language-lovers/etymology-corner-collins-word-of-the-year-2017/ 
3 While it was the term „fake news” that was included in both dictionaries, I use the term misinformation to 
differentiate misleading content from satire and political smear campaigns (see previous paragraph).  
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particularly social media, are becoming the main sources of news for a growing number of 

individuals, misinformation seems to have found a new channel" (p. 2).  

It is argued that social media’s distinct affordances, such as limited content moderation, 

network structures, and popularity metrics, are catalysts for misinformation (e.g., Tucker et al., 

2018). On social media, anyone with an account can produce and share information. While this 

horizontal communication enabled greater citizen engagement, it also made way for dark 

participation (Quandt, 2018), such as the distribution of misinformation. Because of minimal 

editorial verification and journalistic standards (also called disintermediation, see Del Vicario 

et al., 2016), misinformation can easily be fabricated and made publicly available. While social 

media platforms engage in user-generated content moderation and dispense accounts that share 

misinformation on a large scale to limit the reach of misinformation, media and communication 

scholars argue that these interventions operate “under a complex web of nebulous rules and 

procedural opacity” (Roberts, 2018, Commercial content moderation and the logic of opacity 

section, para.1).  

Moreover, while one side calls for stronger regulations of what can be shared on social 

media, the other side argues for fewer restrictions under the umbrella of freedom of speech. 

However, Roberts (2018) argues that, ultimately, platforms are guided not by political and 

democratic standards but by revenue generation. Therefore, if misinformation is profitable, she 

argues, platforms are less likely to interfere through content moderation.  

In addition to content production without editorial verification, social media’s 

networked structures allow users to share misinformation not only with close ties (direct 

connections) but beyond users’ physical and social proximity (indirect connections). Once 

misinformation is shared by one user, it can spread through the platform’s unique engagement 

options such as likes, shares/retweets, or comments. Depending on an account's connectedness 

(centrality), misinformation can spread far and quickly. Different approaches have been used 

to explain how misinformation spreads through these ties by applying insights from social 

network theory (Borgatti et al., 2009) and diffusion models (Schubert et al., 2021). Vosoughi 

and colleagues (2018), for example, compared the spread of true with false information on 

Twitter. They found that incorrect information spread "farther, faster, deeper, and more broadly 

than the truth" (p. 5). One of the reasons explaining these results is that many misinformation 

stories employ emotional language to generate attention (Bakir & McStay, 2018), which has 

increased content diffusion on social networks (Brady et al., 2017). 

Once information is shared, social media’s popularity metrics such as Facebook’s like 

or Twitter’s retweet functions increase visibility within the network and credibility judgments. 
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For example, Winter and colleagues (2015) found that negative comments decreased the 

persuasive influence of news shared on social media. The authors also found that the effect of 

comments depended on the personal relevance of the topic for an individual. This effect of 

popularity metrics is exacerbated by accounts that are no longer run by a human user but have 

been programmed for specific purposes like content amplification—so-called social bots 

(Howard & Kollanyi, 2016) (see also Chapter 2.4.2). Moreover, it has been argued that the 

personalization of social media platforms, as well as algorithmic curation, amplify the effects 

of misinformation. With social media feeds but also search engines, such as Google, and e-

commerce platforms, such as Amazon, remembering users’ search histories, users can find 

themselves quickly in an amplified misinformation environment (Juneja & Mitra, 2021). 

To sum up, social media’s affordances such as limited content moderation, network 

structures, popularity metrics, and algorithmic curation contribute to the rise of misinformation. 

While these factors promote a misinformation ecosystem, they do not explain why individuals 

accept and share misinformation. To understand why individuals fall prey to misinformation, a 

psychological perspective needs to be taken which is offered in the next section.  

 

2.3 A psychological perspective to misinformation�motivated reasoning  

The previously described increased circulation of misinformation, facilitated by today’s 

new media landscape, has resulted in a proliferation of academic studies trying to understand 

how individuals contribute to the upsurge of misinformation. In particular, many scholars are 

interested in why individuals succumb to misinformation to find ways to implement 

countermeasures.   

Answers to why individuals succumb to misinformation fall into three broader 

categories. First, when reading the news or participating in a conversation, individuals assume 

information to be truthful and relevant unless contextual or content cues like source credibility 

or plausibility evaluations indicate otherwise (Gilbert et al., 1993). In other words, any 

misinformation is generally more likely to be accepted instead of rejected. Previous research 

has connected this initial truth assumption to Bayesian inferences, arguing that most everyday 

life information/situation is more likely to be mundane and true, indicating a higher base rate 

for true events (Brashier & Marsh, 2020). Hence, it is rational to assume truthfulness when 

encountering new information. 

A second approach suggests that misinformation can go unnoticed because of cognitive 

biases such as illusory truth, which refers to empirical findings indicating that repetition of 

statements increased their plausibility and accuracy ratings (Brashier & Marsh, 2020; Dechêne 
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et al., 2010). Explaining empirical findings of illusory truth, previous works point to the effects 

of processing fluency, where “people learn that fluency typically leads to the correct judgment 

in less time than other strategies” (Brashier & Marsh, 2020, p. 504). Because repeated exposure 

to misinformation increases its processing fluency, accuracy ratings increase.  

The third approach follows what the first and second already suggested. While 

credibility and plausibility judgments are decisive when judging the veracity of information, 

the application of these mechanisms can be distorted by biases such as illusory truth. Different 

than illusory truth, some biases include a motivational component which distorts information 

processing. One such bias is described as motivated reasoning which suggests that information 

is not always processed evenly but to maintain or protect existing attitudes, beliefs (Kunda, 

1990), or identities (Kahan et al., 2007). According to motivated reasoning, any incoming 

information that threatens a core attitude or identity is more likely to be rejected. In contrast, 

incoming information that affirms a core attitude or identity is more likely to be accepted. 

Transferring this to why people fall for misinformation, motivated reasoning suggests that 

misinformation confirming one’s view (congruent) is passed on without further questioning, 

whereas misinformation that contradicts one’s view (incongruent) is more likely to be 

questioned and scrutinized.  

In the following two sections, I introduce motivated reasoning as the central theory of 

this thesis, focusing on theoretical milestones leading to today’s conception of motivated 

reasoning. This is followed by a section on empirical results connecting motivated reasoning to 

misinformation.  

2.3.1 What is motivated reasoning? 

The idea that individuals tend to interpret incoming information to maintain prior 

attitudes and beliefs developed from early philosophical understandings to contemporary 

theoretical models and empirical findings. In his famous quote from 1620, Francis Bacon claims 

that “the human understanding, when it has once adopted an opinion (…) draws all things else 

to support and agree with it”. Later empirical findings support his view. For example, Lord et 

al. (1979) found in their seminal study on biased assimilation and attitude polarization that 

arguments in favor or against the death penalty were evaluated depending on the individuals’ 

prior attitude. The authors observed that proponents perceived arguments supporting their view 

as stronger and more credible, whereas opponents evaluated the same arguments as less strong 

and less credible. While relaying on past knowledge and experiences is indispensable to human 

reasoning, Lord et al. (1979) point out that the detrimental effects of biased assimilation arouse 
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from individuals’ “readiness to use evidence already processed in a biased manner to bolster 

the very theory or belief that initially ‘justified’ the processing bias” (p. 2107).  

In an effort to arrive at a theoretical explanation, which summarizes previous 

observations and explains why motivated reasoning can be found, Kunda (1990) suggests an 

interplay of cognitive and motivational processes. She argues that, while any reasoning is 

motivated, the specific reasoning-motivation is decisive for the reasoning outcome. Such 

reasoning-motivations direct reasoning to either pursue an accurate conclusion or a 

preconceived conclusion, which Kunda (1990) coined as accuracy goals and directional goals.  

Given sufficient cognitive capacity and motivation, Chaiken (1987) argues that 

accuracy goals are individuals’ default motivation. Moreover, accuracy goals are commonly 

activated when individuals expect strong negative consequences for being wrong (e.g., personal 

harm) or when being accurate is more attractive (e.g., receiving financial incentives). As a 

consequence of accuracy goals, individuals engage in deeper and more careful task deliberation, 

spend more time to arrive at an accurate conclusion, consider more alternatives (Tetlock & 

Kim, 1987), and overcome cognitive biases such as primacy or anchoring effects (Kruglanski 

& Freund, 1983) and the fundamental attribution error (Tetlock, 1985). However, in some cases, 

accuracy goals can worsen the reasoning outcome as they exacerbate bias. For example, when 

given non-diagnostic information in an inference task, individuals driven by accuracy goals 

were more likely to wrongly include this information (Tetlock & Boettger, 1989). In this case, 

the more complex processing due to accuracy motivations led to a poorer reasoning outcome. 

However, a more prevalent cause for faulty reasoning outcomes are directional goals. 

In contrast to accuracy goals, directional goals are activated when individuals “want to 

arrive at a particular conclusion” (Kunda, 1990, p. 484). In turn, the desire for such a 

preconceived conclusion may arise from perceptions of a threatened identity or attitude (defense 

motivation) or the need to make a desirable impression on others (impression motivation) 

(Chaiken et al., 1996). As a consequence of directional goals, Lord et al. (1979) suggest that 

individuals engage in more peripheral information processing and produce more 

counterarguments or discount disconfirming evidence (Klayman & Ha, 1987). These 

consequences can be worsened by contextual factors that facilitate heuristic processing like 

time pressure, a complex reasoning task (Chaiken et al., 1989), and weak consequences of being 

wrong (Tetlock, 1985). Kunda (1990) concludes that directional motives “influence which 

beliefs and rules are accessed [from memory] and applied on a given occasion” (p. 485). In 

other words, she argues that motivated reasoning is essentially what it claims to be: a 

motivational selection of cognitive reasoning strategies to suit one’s attitude and identity.  
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2.3.2 Previous empirical findings connecting misinformation and motivated reasoning 

Empirical work testing the effects of motivated reasoning on misinformation supports 

the hypothesis that motivated reasoning makes individuals more vulnerable to misinformation 

(Peterson & Iyengar, 2021). Researchers consistently find that misinformation are more likely 

to be believed if they are congruent to participants’ beliefs and preferences (Anthony & 

Moulding, 2019; Ecker et al., 2014; Kahne & Bowyer, 2017; Kuklinski et al., 2000; Nyhan & 

Reifler, 2010). Testing whether these effects can partially be explained by source credibility, 

Clayton et al. (2019) found that source cues contribute less to the observed effects. The authors 

showed participants false and true news originating either from CNN (Democrat congruent; 

Republican incongruent source), FoxNews (Democrat incongruent, Republican congruent), or 

without a source. Unlike previous results on the impact of source congruency (Bolsen et al., 

2014), only the content of the news could explain which news were believed to be false or real, 

whereas the source did not matter. Similarly, the prominence of a source, for example, legacy 

media versus unknown news forums, showed no effect on truth judgments (Clemm von 

Hohenberg, 2019; Tsang 2020). In light of previous findings which indicate that more credible 

sources are generally more likely to be persuasive (e.g., Flanagin & Metzger, 2000), these 

findings might implicate that, in recent years, legacy media has seen a decrease in trust and 

credibility (see also Turcotte et al., 2015). 

Another strand of research investigates how individual differences shape these 

processes. While previous research on motivated reasoning indicates that individuals with 

greater cognitive sophistication skills show greater bias (Taber & Lodge, 2006), newer evidence 

suggests this is not the case. For example, Pennycook and Rand (2019) could show that 

individuals with greater cognitive sophistication skills could better differentiate between false 

and accurate news, leading the authors to suggest that individuals are not biased in their 

perception but are cognitive misers (see in more detail Chapter 2.5.5). Moreover, other research 

suggests that political knowledge and media literacy skills affect how strongly motivated 

reasoning affects truth judgments. For example, Kahne and Bowyer (2017) could show that 

students with greater political knowledge were more biased, and, in contrast, students with 

greater media literacy skills were less biased.  

Psycho-physiological data confirm these results: Moravec and colleagues (2018) tested 

behavioral and neurological reactions towards congruent and incongruent misinformation. 

Their results support the motivated reasoning hypothesis. Through EEG data, they found that, 

when misinformation was congruent with an individual’s opinion, that information received 

increased cognitive attention, making users more likely to fall for misinformation. However, 
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Moravec and colleagues (2018) also point out that incongruent misinformation receives little 

to no attention, suggesting that motivated reasoning protects against misinformation.  

While all results cited above support the hypothesis that motivated reasoning influences 

misinformation, most studies do not go beyond the question of credibility and veracity 

judgments. However, motivated reasoning can affect misinformation beyond the question of 

false or true. For example, Pennycook et al. (2021) asked participants to rate news headlines 

concerning their veracity and asked how likely participants would share these. Results indicate 

that some participants would share news headlines which they perceive as inaccurate. 

Pennycook’s et al. (2021) results stress how important it is to differentiate between veracity 

judgements and the actual news sharing. Hence, I suggest moving one step further, scrutinizing 

the role of individuals in sharing misinformation on social media and how motivated reasoning 

affects this sharing process.  

 

2.4 Motivated reasoning affecting news-sharing, perceptions, and interactions on 
social media  

Once misinformation is created and entered into social media, it can be shared with and 

by other accounts of the network, opening the possibility of misinformation going viral (e.g., 

Tambuscio et al., 2015). These sharing entities can be both human users but also automated 

social media accounts, so-called social bots. In the following two subsections, I discuss how 

both entities contribute to the proliferation of misinformation and suggest how motivated 

reasoning alters these sharing processes.  

2.4.1 Hyper-partisan news-sharing through the lens of motivated reasoning 

Hyper-partisan news media describes news outlets that position themselves outside or 

at the fringes of traditional media systems, offering so-called alternative facts (Figenschou & 

Ihlebæk, 2019). Essential for this thesis, hyper-partisan news media have been identified as a 

central source of misinformation as well as its circulation (Faris et al., 2017). By going further 

than promoting completely fabricated misinformation, hyper-partisan news media have been 

accused of decontextualizing truth, repeating falsehoods, and leaps of logic to create a 

fundamentally misleading view of the world (Faris et al., 2017). Because news stories often 

contain a kernel of truth, debunking hyper-partisan news is more complex than completely 

fabricated claims. Moreover, different hyper-partisan news media act in cross-citation and 

cross-linking networks, creating propaganda networks that amplify and echo misleading 

information, making it even more difficult to retract and debunk information (Faris et al., 2017). 

While conventional news outlets on social media still outnumber hyper-partisan news media, 
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hyper-partisan outlets profit from social media’s platform affordances and increase, especially 

among right-wing partisans in the USA, their readership (Faris et al., 2017).  

With hyper-partisan news as a central medium for the generation and circulation of 

misinformation and misleading information online, in this thesis, the concept of 

shareworthiness is joined with motivated reasoning theory to understand hyper-partisan news 

media dynamics. In doing so, extrinsic content characteristics (shareworthiness factors) that 

influence the share-likelihood are combined with intrinsic user motivations that also influence 

the share-likelihood.  

Shareworthiness extends from the earlier concept of newsworthiness which introduced 

specific news factors that determine which events are most likely to be reported (Galtung & 

Ruge, 1965; Östgaard, 1965). Such factors, like unexpectedness, reference to individuals 

(human interest), proximity, or the presence of a conflict, have been shown to influence 

journalists’ selection of news coverage as well as audience selection and preferences alike 

(Eilders, 2006). Trilling and colleagues (2017) argued that shareworthiness factors drive news-

sharing in online contexts similar to newsworthiness. The authors found that the 

shareworthiness factors geographical and cultural distance, negativity, positivity, and conflict 

predicted sharing on Facebook and Twitter. Similarly, Valenzuela and colleagues (2017) 

successfully applied the concept of shareworthiness to news frames and sharing-likelihoods. 

While shareworthiness research generated valuable insights, it has rarely been applied to hyper-

partisan news sharing. As hyper-partisan news display different features than mainstream news 

and are tailored to a different audience (Holt et al., 2019), it is assumed that a different subset 

of shareworthiness factors should drive hyper-partisan news sharing (see Study 1 in Chapter 

3.1).  

In addition to these extrinsic content features that drive news-sharing, intrinsic user 

motives should also drive online (hyper-partisan) news-sharing. As hyper-partisan news is 

inherently tailored to accustom partisan views and, consequently, individuals who identify with 

a particular partisanship, predictions according to motivated reasoning are suitable. In line with 

motivated reasoning, it is suggested that users are more likely to share news that align with their 

political attitude/identity than to share news that contradict their attitude/identity, intending to 

affirm their views and bolster their partisanship. Partisanship-contradicting news are more 

likely to be perceived as a threat to one’s partisan identity, leading to, for example, defensive 

inattention (Chaiken et al., 1996).  
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2.4.2 Social bots through the lens of motivated reasoning 

Human users generate not all communication on social media platforms. (Semi-) 

automated accounts, so-called social bots, run by computer algorithms, populate social 

networking sites, trying to disguise their automated nature by blending with human activities 

(such as, e.g., “liking” or “retweeting”). Hence, their automated nature can go unnoticed by 

users. Functions of these social bots have been described as copy-paste bots (Schäfer et al., 

2017), amplifier bots that boost particular sources (Howard & Kollanyi, 2016), or fake 

followers which boost popularity (Cresci et al., 2015).  

While these social bot functions are not necessarily harmful, they have also been 

employed for fraudulent purposes and have been connected to malicious activities. The 

resulting detrimental influence of social bots has become public and academic concern, 

especially in the context of political persuasion. Social bots have been found, for example, to 

stir political discussion online to promote misinformation (Wang et al., 2018), to engage in 

political astroturfing (Keller et al. 2020), and to influence election outcomes (Bessi & Ferrara, 

2016; Ferrara, 2017; Schäfer et al., 2017).  

To gauge the harmful influence of social bots, researchers have employed two different 

methodological strategies: social bot detection tools and modeling approaches. Both methods 

make mutually exclusive trade-offs in the two dimensions (1) ecological validity and (2) 

accuracy. Social bot detection tools, which employ machine-learning models to automatically 

detect social bot accounts by scrutinizing an accounts’ behavior, such as the timing of postings 

and social networking structures (see Karata� & �ahin, 2017, for a review of automated 

detection solution), are high in ecological validity as they use data generated on social media 

platforms. However, it has recently been found that such tools are characterized by lower 

accuracy due to false-positive errors (Rauchfleisch & Kaiser, 2020). In contrast, modeling 

approaches simulate social bots’ impact in social networks, frequently employing agent-based 

modeling to understand the impact of social bots on a network (Keijzer & Mäs, 2021; Ross et 

al., 2019). Such an agent-based model clearly defines which accounts are social bots and which 

are human users (scoring high in accuracy). Likewise, the model determines connectedness and 

similarity between users/bots and the number of users/bots in a network. Nevertheless, neither 

are all network characteristics known and translated into a set of rules nor is there sufficient 

data to describe how users interact with social bots, reducing a model’s ecological validity. For 

example, Ross et al. (2019) implemented two different agent-based models to understand the 

impact of social bots on the spiral of silence. The author state that bots “had equal influence on 

the confidence of their neighbours. In reality, bots might be perceived differently from humans” 
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(p. 14). While Ross et al. (2019) drew meaningful conclusions from both models, uncertainty 

remains.  

To better inform modeling approaches and, ultimately, better comprehend the impact of 

social bots on humans, researchers need to understand how human users perceive and engage 

with social bots. However, such research is scarce (Lazer, 2020). Leaning on insights from 

motivated reasoning, it is proposed that (a) users are biased in their perceptions of social bots 

and that (b) users engage in a biased manner with social bots. Motivated reasoning offers a 

helpful perspective because previous research about political communication has shown that 

individuals’ perceptions are frequently biased towards preconceived attitudes and opinions 

(Druckman et al., 2016; Taber & Lodge, 2006). Hence, if an account shares a user’s attitude, 

the user might become “blind” or overconfident in the authenticity of an account. In contrast, 

attitude-incongruent accounts might be perceived as more suspicious. 

Moreover, previous research investigating users’ attitudes towards social bots has found 

that two-thirds of US Americans have heard about social bots, of which 80% think that social 

bots serve a malicious purpose (Stocking & Sumida, 2018). If most users perceive social bots 

as negative, it can be expected that users do not want to be associated with such accounts. 

However, if an account is part of one’s affinity group by sharing one’s political attitude, users 

would be more likely to accept an association with a social bot account. According to motivated 

reasoning, to avoid such an association, users should react with a defense mechanism. Hence, 

motivated reasoning proposes that users perceive accounts sharing the users’ attitude or prior 

opinion as less bot-like. Conversely, users perceive accounts they disagree with as more bot-

like (see Study 2 in Chapter 3.2). 

While a better understanding of users’ perception is a first step to understanding the 

impact of social bots, a similar rationale is applied to understand users’ engagement with social 

bots. It is proposed (a) that users prefer to engage with like-minded accounts and (b) that users 

prefer to engage with human users over bot accounts. Combining both assumptions, it is 

concluded that both effects should interact (see Study 3 in Chapter 3.3). 

 

2.5. The psychology of motivated reasoning 

In the previous chapters, I have focused on how motivated reasoning affects 

misinformation in social media. By providing previous empirical findings, I could show that 

motivated reasoning has mostly been connected to biased veracity judgments, increasing the 

acceptance of attitude-congruent misinformation. In the next step, I argued to move beyond 

veracity judgments to scrutinize how motivated reasoning could also shape misinformation 
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sharing. To do so, two phenomena, which are closely related to misinformation distribution, are 

examined: hyper-partisan news media and social bots. In addition to previous research on 

misinformation acceptance, this approach allows to gauge the impact of motivated reasoning 

on misinformation diffusion, which can deviate from misinformation acceptance, as Pennycook 

et al. (2021) have found (see also Chapter 2.3.2).  

But why investigate the effects of motivated reasoning on misinformation in the first 

place? The underlying premise here is that to reduce the detrimental implications of 

misinformation, one needs to understand which mechanisms are likely to affect misinformation 

diffusion. Confirming that motivated reasoning affects misinformation diffusion is, hence, only 

one step towards mitigating misinformation diffusion. In a second step, it is essential to 

understand the underlying psychological processes of motivated reasoning to successfully 

implement countermeasures. Consequently, having introduced motivated reasoning earlier (see 

Chapter 2.3.1), in the next section, I specify motivated reasoning as an identity-protective 

mechanism and introduce an identity-centric model of motivated reasoning. 

2.5.1 Motivated reasoning and misinformation: The central role of identity   

Different empirical and theoretical reasons suggest that the construct of identity is 

important to understand both motivated reasoning and misinformation. First, as introduced 

earlier (Chapter 2.3.1), motivated reasoning describes how individuals react to information 

incongruent to participants’ ideology, partisanship, or previous attitudes. However, the 

concepts of ideology and partisanship can also be understood as (social) identities (Huddy, 

2001; Bankert et al., 2017) and group-memberships (Mason, 2018). Bankert et al. (2017) argue, 

for example, that partisanship is less based on informed deliberation about a party’s 

performance but is better characterized as an expressive identity of one’s support for a party, 

independent of its performance. Similarly, previous attitudes can constitute core identity 

elements, depending on how relevant the attitude is for an individual (Howe & Krosnick, 2017). 

Especially religious, moral, and political attitudes are inherently related to identities (Jones, 

1999) and “matter the most for an individual’s thoughts, intentions, and behavior” (Howe & 

Krosnick, 2017, p. 328). In addition, some group-identities arise due to specific attitudes such 

as in opinion-based groups (Bliuc et al., 2007). Thus, the construct of identity joins the 

constructs of ideology, partisanship, and previous attitudes.  

Furthermore, the construct of identity is central in many empirical studies on 

misinformation. For example, Mourão and Robertson (2019) found that “outright and 

sensational fabrications are only a modicum of content produced” (p. 2091) and that 

misinformation is better defined as (hyper-) partisan viewpoints. On similar lines, Tripodi 
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(2018) found that susceptibility to misinformation is often not the result of lacking media 

literacy but identity. She observed that conservatives in the USA “carefully and meticulously 

constructed a political reality to support Trump’s presidency by relying on media literacy 

practices taught to them” (p. 19). Moreover, in an integrative review, Trevors (2019) found that 

misinformation corrections were more likely to be unsuccessful when these misinformation 

were congruent to individuals’ prior attitudes (supporting a motivated reasoning account). 

Identifying several mechanisms that promote this intentional correction resistance, Trevors 

(2019) found that misinformation which is closely associated with an individual’s or a group’s 

identity are less likely to be successfully corrected.   

In addition to empirical reasons, there are several theoretical reasons for an identity 

approach to motivated reasoning. In her seminal work (see Chapter 2.3.1), Kunda (1990) 

connects directional reasoning to cognitive dissonance theory. While the original understanding 

of cognitive dissonance suggests that two (or more) inconsistent cognitive elements induce a 

psychologically uncomfortable state (Festinger, 1957) which results in the motivation to reduce 

this dissonance, Kunda (1990) questions the notion that mere inconsistent beliefs induce 

motivated reasoning. Instead, relaying on empirical evidence from Steele (1988), she argues 

that “dissonance motivation appears to arise from directional goals rather than from 

inconsistency among beliefs” (p. 492), with “the goal of concluding that one is not a fool” 

(p.492) and protecting one’s integrity. According to this, a smoker reading a report that shows 

how smoking kills feels bad because the report implies that the smoker is not a sensible and 

competent person. Experiencing this uncomfortable feeling of being less sensible and less 

competent arouses, according to Kunda, the directional goal to restore one’s integrity. 

In doing so, Kunda (1990) follows later evidence, suggesting that dissonance only arises 

when the individual self is engaged and threatened (Aronson, 1968). Hence, according to 

Kunda’s (1990) account, directional reasoning results from a threatened self. With identity as a 

“label attributed to the attempt to differentiate and integrate a sense of self along different social 

and personal dimensions” (Bamberg, 2011, p. 6), I argue that a threat of the self is inherently 

also a threat of an identity. Consequently, although not directly mentioning it, Kunda (1990) 

makes way for an identity-centric model of motivated reasoning by posing cognitive dissonance 

as the source of motivated reasoning.   

In contrast, Lodge and Taber (2000) understand motivated reasoning as an unconscious, 

biased memory-retrieval and develop a tripartite theory of motivated reasoning. According to 

Lodge and Taber (2000), past evaluations, also denoted as preexisting knowledge or prior 

attitudes, about any social object (e.g., issues, political leader, groups) are stored in long-term 
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memory. In other words, any social object in the long-term memory is affectively charged 

which has also been labeled as hot cognition. Through on-line processing, objects stored in 

long-term memory can be activated and are brought to the working memory, including their 

affective label. Hence, according to Lodge and Taber (2000), the affect attached to any 

cognitive object induces the “how-do-I-feel?” heuristic, which, in turn, colors any reasoning 

about the object. The result is that “decision makers would know which way they would like 

the new evidence to point at the very moment they are evaluating it” (p. 196), leading to 

directional reasoning.  

However, in their model, Lodge and Taber (2000) (see also, Taber & Lodge, 2006, 

2016) do not explain how individuals arrive at evaluations or attitudes which, in turn, affectively 

charge social objects. With hot cognition and the “how-do-I-feel?” heuristic as central 

components of their model, this step is, however, crucial to understand why we find motivated 

reasoning. To answer this, we need to consider previous research on attitude formation, which 

suggests that attitudes serve a functional value for the individual but can also be based on social 

identities (Jones & Regan, 1974). As social identities, they are “grounded in the groups we 

belong to, and they serve to define and proclaim who we are in terms of our relationship to 

others who are members of the same or different groups” (Smith & Hogg, 2008, p.338). Hence, 

although not explicitly stating, Lodge and Taber’s (2000) work is also grounded in matters of 

self and identity, in a way that identities inform attitude formation, which, in turn, affects 

downstream processing.   

 Studies about identity-protection cognition (Kahan et al., 2007; Kahan et al., 2011; 

Kahan, 2017; Van Bavel & Pereira, 2018) position motivated reasoning firmly in identity 

processes. As the terminology of identity-protection cognition suggests, the notion of identity 

protection is central to this approach. In works by Kahan and colleagues, social and cultural 

identities become associated with attitudes and vice versa. Consequently, to have a specific 

attitude implies to be part of a specific social identity (for an in-depth theoretical account, see 

the following Chapter 2.5.2). Similarly, Van Bavel and Pereira (2018) focus in their identity-

based model of motivated reasoning on identity goals such as goals of belonging, existential 

goals, status goals, or morals goals which can compete with accuracy goals.  

Having established the central role of identity for motivated reasoning in understanding 

misinformation dissemination, I introduce the theory of identity-protection cognition in the next 

section. In doing so, I provide the theoretical and empirical milestones that led to the theory, 

emphasizing on identity defense mechanisms. 
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2.5.2 The theory of identity-protection cognition 

Identity-protection cognition is, just as motivated reasoning, rooted in dissonance theory 

(see Chapter 2.3.1). Following cognitive dissonance, the underlying psychological function of 

identity-protection cognition is to preserve a positive sense of self. This manifests in the 

motivation of every individual to maintain (1) a consistent and stable sense of the self, (2) a 

competent sense of self, and (3) a morally good sense of self (Aronson et al., 1974).  

Unlike cognitive dissonance theory, identity-protection cognition suggests that 

cognitive inconsistencies threaten not the individual self-concept but also individuals’ social or 

group identity. In his work on identity-protection cognition, Kahan (2017) argues that political 

views and beliefs become “a badge of membership with identity-defining affinity groups” (p. 

2). When confronted with opposing political views, the individual protects her group identity 

by rejecting or counterarguing the information—arriving at motivated reasoning. Especially 

political parties and political attitudes offer a strong group identification for individuals (Leeper 

& Slothuus, 2014). For the context of misinformation, identity-protection cognition 

hypothesizes that, due to a close identification with the misinformation, misinformation is more 

readily accepted and shared (see Chapter 2.3.2). 

Although this protection mechanism may seem flawed on a normative level, Kahan 

(2017) argues that it is individually rational to accept confirming information and reject 

opposing information because it is “rationally suited to the ends of the agents who display it” 

(p.1). He argues that it is less detrimental for an individual to hold an inaccurate belief than to 

become an outcast of one’s affinity group by agreeing to opposing information (Kahan, 2013; 

Van Bavel & Pereira, 2018). Research on the black sheep effect (Marques et al., 1988) supports 

this thinking. The black sheep effect describes how judgments of in-group members are more 

extreme than judgments of out-group members. This means that denying strongly held in-group 

opinions likely leads to harsher judgments when being part of the in-group as compared to being 

a member of an out-group.  

 Similarly, in their identity-based belief model, Van Bavel and Pereira (2018) delineate 

specific (partisan) identity goals, like belonging goals or status goals, which can contradict 

accuracy goals. Moreover, identity-protection cognition draws also on evolutionary psychology 

and utility maximization theory. Evolutionary psychology suggests that belonging to a social 

group fulfills inherent human needs of belonging (Baumeister & Leary, 1995), whereas utility 

maximization theory implies that individuals are likely to outweigh benefits and costs (Gilad et 

al., 1987).  
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Empirical studies that root information acceptance and rejection in identity affirmation 

and defense could confirm this approach. For example, for climate change communication and 

science communication on violent video games, Nauroth and colleagues (2017) examined the 

importance of identity affirmation and identity defense in evaluating scientists. Just as identity-

protection cognition suggests, their results indicate that identity-affirming information leads to 

positive evaluations of scientists while identity-threatening information leads to negative 

evaluations. Nauroth et al.’s (2017) results align with previous findings that could show that 

climate change skepticism in the USA can be explained by strong ingroup thinking and high 

identification with a partisan group (Postmes, 2015; Unsworth & Fielding, 2014). In a similar 

vein, de Hoog (2013) found that negative group information increased threat perceptions and 

defensive thoughts, which mediated the relationship between identification and information 

evaluation. In the context of media and communication studies, Doosje and colleagues (2002) 

could show that identity-threats lead to defensive reactions such as attacking message 

credibility. In contrast, Hartmann and Tanis (2013) found that identity threats increase 

perceptions of hostile media. On a neurological level, Kaplan et al. (2016) could find that being 

confronted with opinion-incongruent information activated similar neural paths than threat or 

physical violence.  

To sum up, this section provides theoretical and empirical evidence for identity-

protection cognition and connects identity-protection cognition with an identity defense 

reaction. To go forward, in the next sections, I propose that, as part of the response to identity 

threats, emotions should be an inherent part of identity-protection cognition, especially for the 

context of misinformation. Before I connect identity-protection cognition and emotions, I 

review previous work which relates emotions to motivated reasoning. 

2.5.3 Emotions in motivated reasoning  

The idea that emotions contribute to motivated reasoning is not entirely new. But what 

are emotions and how do they contribute?  

For this work, I will follow Scherer’s (2005) definition of emotion as “an episode of 

interrelated, synchronized changes in the states of all or most of the five organismic subsystems 

in response to the evaluation of an external or internal stimulus event as relevant to major 

concerns for the organism” (p. 697). The five organismic subsystems Scherer (2005) refers to 

in his definition are information processing, support, execution, action, and monitoring. 

According to this definition, an episode qualifies as an emotion only when most of these 

subsystems respond with synchronized change to an event. In contrast, the terms affect, mood, 

and feeling refer to relatively stable and mild psychological states that primarily engage the 
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monitoring subsystem. Hence, affect and feeling are part of an emotional reaction but cannot 

be treated as synonyms (Frijda, 1993; Scherer, 2005).  

Relying on recent insights from neuroscience, emotions’ function is associated with 

allostasis—a brain process to anticipate and prepare the body’s needs before they occur 

(Sterling, 2012). In turn, allostasis encompasses at least four different functions: dynamically 

regulating resources (e.g., increasing blood pressure before getting up), signaling the need for 

resources (a sensation of hunger), preparing the intake of resources (salivating before eating) 

and spending energy to collect new resources (e.g., going grocery shopping) (Feldman-Barrett, 

2017). In turn, emotions as part of allostasis become a carrier of information that helps the brain 

to anticipate and prepare the body’s needs. Central to allostasis is that the brain not merely 

regulates, as in homeostasis, but predicts what is needed (Sterling, 2012). 

The conception of emotion as allostasis goes in hand with earlier findings suggesting 

that emotions function as information. For example, Schwarz and Clore (1983) proposed that 

individuals use emotions to infer conclusions in a “how-do-I-feel-about-it” manner. Positive 

evaluations are signaled by positive emotions signal. In contrast, negative evaluations are 

signaled by negative emotions. Slovic and colleagues (2007) understand this affective 

evaluation process as an affect heuristic that replaces effortful and time-consuming reasoning.  

Findings by Schwarz and Clore (1983) and Slovic et al. (2007) are no exception. After 

being regarded as corroding rational thought (for an overview, see Blanchette et al., 2018), since 

the early 2000s, such emotional reactions have been more and more included to supplement 

cognitive models (Dukes et al., 2021). This development was also reflected in research on 

motivated reasoning. In their seminal work, Lodge and Taber (2000) combined the theory of 

hot cognition, on-line processing, and the “how-do-I-feel?” heuristic into an overarching model 

of politically motivated reasoning�the John Q. Public model of motivated reasoning. The 

central argument of their theory is that early affective responses color all downstream 

processing through associative pathways. In other words, early affective responses prime 

subsequent information processing, leading the authors to assume that an unconscious affective 

reaction causes motivated political reasoning. The authors strengthen the John Q. Public 

model’s theoretical claims through empirical findings (Lodge & Taber, 2013; Taber & Lodge, 

2016).  

However, the idea of early affective responses that determine downstream information 

processing is challenged by appraisal theories of emotions. According to appraisal theory, early 

affective responses might occur in the first instance, yet, subsequent cognitive appraisals of the 

affective response should result in more differentiated emotional reactions (Lazarus, 1991). For 



20�
�

example, after being cognitively appraised, an early negative affective response can result in 

feelings of anger or anxiety (Lerner & Keltner, 2000). This suggests that emotion-specific 

influences override early affective responses. Appraisal theories, nevertheless, assume that 

emotions affect downstream information processing by prompting so-called action tendencies 

like fear-induced flight or anger-induced retaliation (Lazarus, 1991).  

While the discussed theories by Lazarus (1991), as well as Lerner and Keltner (2000), 

examine emotions in general, other theories, similar to Lodge and Taber (2000), have tried to 

understand emotions in the context of politics. One commonly applied theory at the intersection 

of political psychology and political science comes from Marcus and colleagues (2000), who 

developed affective intelligence theory (AIT). Stemming on insights from neuroscience, the 

authors suggest a dual emotional system with the two subsystems�the dispositional system and 

the surveillance system�which guide information processing. While the dispositional system is 

primarily responsible for reliance on previously learned strategies and habits, the surveillance 

system is predominantly responsible for detecting novel or threatening stimuli and shifting 

attention to reasoned considerations.  

Similar to appraisal theories of emotion, both systems relate to specific emotional states 

and subsequent action tendencies. The surveillance system triggers feelings of anxiety as a 

reaction to the detection of personal threats. In turn, the experience of anxiety motivates 

individuals to allocate greater attention to the threatening stimulus and results in more careful 

information seeking and processing and less reliance on habit. As a result, Marcus et al. (2000) 

assume that individuals rely less on prior attitudes or partisanship and become more open to 

attitude incongruent information. This was supported by empirical results (Brader et al., 2008). 

In contrast, the dispositional system is related to two contrasting emotional states: 

enthusiasm and anger. The former is triggered when existing habits are adequate to respond to 

given stimuli, and individuals will seek to maintain this level of enthusiasm. The latter, anger, 

is an aversive reaction towards a reoccurring threat that is, unlike anxiety, met with information 

avoidance and the reliance on prior attitudes or partisanships.  

In previous research, different authors have associated AIT with motivated reasoning. 

Weeks (2015), for example, found that individuals who received an anger manipulation were 

more likely to believe attitude congruent misinformation than individuals who received an 

anxiety manipulation. However, Weeks (2015) investigated incidental emotion’s influence by 

exogenously priming either anger or anxiety. Hence, emotions were conceptualized as 

moderators of information processing and were not elicited as part of the experimental stimulus.  
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In contrast, Suhay and Erisen (2018) tested the integral influence of anger, anxiety, and 

enthusiasm on motivated reasoning. They suggested a mediating role of emotion that 

contributes to the effect of motivated reasoning. In other words, if beliefs are met with 

confirming/contradicting evidence, individuals react with enthusiasm/anger, which 

significantly contributes to the biasing effect of motivated reasoning. In line with AIT, the 

authors did not propose anxiety to affect motivated reasoning. In two studies, Suhay and Erisen 

(2018) found empirical evidence for their hypotheses: Enthusiasm and, much more so, anger 

contributed significantly to motivated reasoning, whereas anxiety did not contribute. While the 

authors provide a detailed account of how emotions affect information processing and report 

interesting findings, their account is, unfortunately, void of a theoretical explanation of why 

anger, anxiety, and enthusiasm are elicited.   

To conclude, I established in this chapter a definition and the function of emotional 

reactions and how emotional reactions have been an integral part of research on motivated 

reasoning. The only model that formally includes affective reactions in motivated reasoning 

processes is the John Q. Public model by Lodge and Taber (2000; 2013) which is challenged 

by appraisal theories of emotion. First empirical findings by Weeks (2015) rely on exogenously 

priming emotions and Suhay and Erisen (2018) find that emotional reactions significantly 

contribute to motivated reasoning but do not provide a theoretical explanation for their findings. 

To overcome these limitations, in the following, I suggest an identity-protection model of 

motivated reasoning, which incorporates emotional reactions.  

2.5.4 Combining emotions and identity-protection cognition  

Identity-protection cognition assumes an identity-threat defense motivation to cause 

biased information processing (see Chapter 2.5.2). An identity-threat defense motivation elicits 

emotional reactions such as anger or anxiety (e.g., De Hoog, 2013; Huddy et al., 2005). Hence, 

emotions must inherently be part of identity-protection cognition. But, how exactly do emotions 

contribute to identity-protection cognition? 

In the context of identity threat, anger is associated with a perceived violation of one’s 

standards and coincides with an approach motivation (Carver & Harmon-Jones, 2009). In 

contrast, threat-induced anxiety results from lacking personal control and increased uncertainty, 

coinciding with an avoidance motivation (Eysenck et al., 2007). Moreover, although anger and 

anxiety are fundamentally different theoretically, they often co-occur empirically (Carver & 

Harmon-Jones, 2009). Transferring this to the context of misinformation, incoming 

misinformation either violates one’s identity-relevant standards (e.g., attitudes, partisanship) 
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and elicits threat-induced anger or questions identity-relevant norms to the degree that one is 

uncertain about the veracity of one’s standards eliciting threat-induced anxiety.  

Although not originally anticipated by Kahan (2016, 2017), identity affirmation just be 

included in identity-protection cognition just like identity threat because it was previously 

found that individuals react to identity affirming stimuli (e.g., Marcus et al., 2000). For 

example, Marcus et al. (2000) found that, like identity threat eliciting anger and anxiety, identity 

affirmation elicited positive emotions such as enthusiasm Transferring this to the context of 

misinformation, incoming misinformation affirms an individual’s identity to an extent that the 

person feels elevated and enthusiastic.   

Subsequently, following the affect heuristic (Slovic et al., 2007), anger, anxiety, and 

enthusiasm serve as additional information, reinforcing effects of identity threat/affirmation. 

Because anger, anxiety, and enthusiasm result from an identity threat/affirmation, I suggest a 

mediation model of identity-protection cognition (see Figure 1). 

For the context of misinformation, the same information can be perceived as an identity 

threat as well as an identity affirmation depending on the individuals’ identity. The occurrence 

of emotions is tested in Paper 4 (see Chapter 3.4) and the mediating role of the emotions anger, 

anxiety, and enthusiasm in Paper 5 (see Chapter 3.5). 

While I suggest that emotional reactions should inherently be elicited as part of identity-

protection cognition, emotions are also closely tied to the context of misinformation. Hence, 

situating identity-protection cognition in the context of misinformation, the connection of 

emotional reactions and identity-protection cognition is strengthened in two ways: First, 

emotionally laden (mis)information are more likely to be shared in social networks. For 

Figure 1: Elicitation of anger, anxiety, and enthusiasm as the result of identity-threatening or 

identity-affirming (mis)information (highlighted in black print). 
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example, Brady et al. (2017) found that moralizing emotions in political messages on Twitter 

shaped information diffusion within social networks. This can be explained by results from 

Wang and colleagues (2020). The authors found that misinformation are associated with the 

experience of negative emotions, which were, in turn, related to the diffusion of information 

online. In other words, if misinformation induced negative emotions, individuals were more 

likely to share them.  

Second, Bakir and McStay (2018) argue that misinformation are often tailored to appeal 

to specific user groups. This development is intensified through algo-journalistic technological 

affordances, such as sentiment analysis, gauging users’ emotions, and disseminating 

emotionally congruent news. Once platforms know how users feel about specific issues, the 

authors also propose that they can manipulate these feelings through emotional contagion. 

However, Sivek (2018) states that “the degree to which emotions are a focus of this 

personalization, and how feelings may be manipulated with new emotion analytic tools that 

assess and respond to users’ emotional states” (p. 124) is less well known. Furthermore, 

knowing that misinformation often contains emotional appeals and is likely to be promoted 

through emotional messages on social media, researchers have developed tools that exploit 

these characteristics to detect misinformation (Guo et al., 2019).  

2.5.5 Identity-protection or cognitive sophistication? 

Previous research on identity-protection cognition in the context of susceptibility to 

falling for misinformation has also investigated the role of specific individual dispositions. 

Especially the role of cognitive sophistication, meaning the individual’s disposition to engage 

in deliberative information processing, has resulted in contradicting results. For example, 

Kahan et al. (2017) found that individuals high in cognitive sophistication showed stronger 

identity-protection cognition. The authors derive from these results that individuals with greater 

cognitive sophistication skills are better equipped to counter-argue attitude-incongruent 

information than individuals with lesser skills. In other words, individuals with greater 

cognitive sophistication skills are better at using “all their cognitive resources at their disposal 

to form and persist in identity-consistent beliefs” (Kahan, 2017, p. 7).  

In contrast to these results, more recent investigations found opposite results. For 

example, Pennycook and Rand (2019) examined how individuals rated false and true news. The 

authors also measured participants’ partisanship as well as cognitive sophistication skills. 

Results indicated that, while partisanship could account only to some degree for how 

individuals rated the veracity of false and true news, individuals with higher cognitive 

sophistication skills were more likely to discern between false and true news. These results 
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were supported by findings from Bago and colleagues (2020). They experimentally 

manipulated cognitive sophistication by instructing participants to rate the veracity of news 

under time pressure. In a second step, participants were given additional time to rethink their 

choice, thus allowing for more deliberation which improved discernment of false and true news. 

Similarly, Lind et al. (2018) found that higher numeracy skills led to less motivated reasoning 

about numerical data, leading the authors to conceptualize the underlying process as motivated-

reasoning-as-analysis.  

While results for cognitive sophistication are mixed, previous findings make it evident 

that cognitive sophistication plays a vital role in identity-protection cognition. As most studies 

indicate a negative relationship between cognitive sophistication skills and identity-protection 

cognition as well as a moderating role of cognitive sophistication, this view is adapted in this 

thesis (see Figure 2).   

2.5.6 Preventing misconceptions through identity-salience manipulations  

Adopting identity-protection cognition in the context of misinformation also allows for 

interventions to increase misinformation rejection and factual information acceptance by 

drawing on insights from social identity theory (Tajfel & Turner, 1979; 1986). Social identity 

theory proposes that a person can identify either as an individual or a group member. The later 

developed self-categorization theory extends this view by asserting that the individual 

experiences the self through varying identities (Turner et al., 1994). In response to contextual 

or social cues, the prevalent identity can shift. In turn, the salient identity of the moment guides 

downstream cognition and emotions (Hornsey, 2008).  

Figure 2: The mediation model of identity-protection cognition introduced in the previous

chapter extended by the moderating role of cognitive sophistication (highlighted in black print).
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Interventions, shifting identity saliences towards, for example, shared identities or 

higher-order identities could successfully change individuals’ perception of and behavior 

towards others. It was found, for example, that identity salience manipulations resulted in 

decreased stereotype susceptibility and stereotype threat (McGlone & Aronson, 2006; Shih et 

al., 1999) as well as changes in policy support (Unsworth & Fielding, 2014). Maitner et al. 

(2010) explain similar effects of identity salience manipulations in their study by changing 

information relevance. Depending on which identity is (made) salient, information become less 

or more relevant.  

Similarly, I suggest that changing identity salience from a threatened to an unthreatened 

identity should result in increased misinformation rejection and factual information acceptance, 

which should also be reflected in the individual’s emotional experience (see Study 4).  

�

2.6 Conclusion and research objectives  

The two central aims of this thesis are (1) to establish empirical effects of motivated 

reasoning on misinformation on social media with a specific emphasis on how misinformation 

is shared, and (2) to gain a deeper understanding of the driving mechanisms of motivated 

reasoning by investigating the role of emotions and identity. To that end, motivated reasoning 

has already been identified as a central driver of misinformation online theoretically (Kahan 

2017) and empirically (e.g., Anthony & Moulding, 2019; Moravec et al., 2018; Weeks, 2015). 

With most empirical research focusing on veracity judgments, asking participants to 

differentiate between true and false news, Study 1-3 go beyond this veracity question. In 

particular, it is investigated how two entities facilitate the propagation of misinformation on 

social media: users and social bots. To this end, Study 1 provides observational evidence for 

the role of motivated reasoning by examining users’ hyper-partisan news sharing behavior on 

Twitter. Scrutinizing hyper-partisan news, which has previously been identified as the central 

source of misinformation, Study 1 suggests that motivated reasoning drives the sharing process 

in a way that users are more likely to share attitude-congruent hyper-partisan news than attitude-

incongruent hyper-partisan news.  

Because hyper-partisan news are not the only facilitator of misinformation, in Study 2 

and Study 3, automated accounts, so-called social bots, are investigated. Study 2 aims to 

understand how users perceive these accounts, suggesting that partisan-congruent accounts are 

perceived as less bot-like and partisan-incongruent accounts as more bot-like. Going one step 

further, Study 3 examines how these, possibly biased, perceptions affect engagement intentions 

with social bots. Relying on insights from studies scrutinizing social influence (e.g., Tussyadiah 
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et al., 2018), examining users’ engagement intentions with social bots is especially important 

as social bots can influence users through interactions. In line with motivated reasoning, Study 

3 hypothesizes that users are more likely to engage with attitude-congruent social bots than with 

attitude-incongruent social bots.   

While the first three papers illuminate how motivated reasoning plays out on social 

media, Study 4 and Study 5 take a deeper look into the underlying psychological processes of 

motivated reasoning. With misinformation being closely related to identity politics and 

partisanship (Mourão & Robertson, 2019; Trevors, 2019; Tripodi, 2018), I argue in these papers 

for an identity-centric approach to motivated reasoning in the context of misinformation. In 

doing so, I build on and extend insights about identity-protection cognition as the source of 

motivated thinking (Chapter 2.5.2). Entrenched in cognitive dissonance (Festinger, 1957), I 

ground identity-protection cognition in the experience of identity threat and identity 

affirmation, characterized by subsequent emotional experiences. I hypothesize that attitude-

congruent (mis)information affirms one’s identity, eliciting enthusiasm and increasing 

(mis)information acceptance, whereas attitude-incongruent (mis)information threatens one’s 

identity, eliciting anger and anxiety and decreasing (mis)information acceptance. The aim of 

Study 4 is to test these assumptions. In addition, Study 4 also offers an approach to mitigate the 

effects of identity-protection cognition through identity-salience manipulations.  

Extending the efforts of Study 4, Study 5 explicates the underlying psychological 

processes of identity-protection cognition by including experienced emotions as a third 

explanatory variable (see also Suhay & Erisen, 2018). In doing so, I follow recent advances in 

the study of cognition and emotion, which suggest that emotions affect subsequent information 

processing (e.g., Lerner et al., 2015; Marcus et al., 2000; McKasy, 2020; Nabi, 1999; Redlawsk, 

2006). In addition to the mediating role of emotions, individual differences in cognitive 

sophistication are also expected to affect identity-protection cognition, as previous studies have 

found contradicting results for this disposition. While Kahan et al. (2017) found that individuals 

higher in cognitive sophistication showed a stronger bias, others found opposite results (Lind 

et al., 2018; Pennycook & Rand, 2019; Tappin et al., 2020), implying that greater cognitive 

sophistication skills decrease the effects of identity-protection cognition, which I follow in 

Study 5.  

The contribution of each study in relation to the two research questions is visualized in 

Figure 3. In addition, Figure 3 also depicts the different approaches (observational�Study 1 

versus experimental�Study 2-5) and the dependent variables of each study (the response 

column). While all studies contribute to how motivated reasoning might affect misinformation 
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on social media, contributions by Study 1-3 allow for more direct implications concerning the 

social media platform Twitter but are less conclusive about theoretical implications. In contrast, 

Study 4 and 5 are more theoretically oriented, allowing only for indirect implications 

concerning social media platforms.  
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3. SUMMARY OF THE RESEARCH PAPERS INCLUDED IN 

THE CUMULUS 

3.1 Study 1: Shareworthiness and motivated reasoning in hyper-partisan news 
sharing behavior on Twitter 

Previous studies have already investigated why human users share news (e.g., Trilling 

et al., 2017). In doing so, most investigations of news-sharing practices have scrutinized news-

sharing from two perspectives: (1) news content that is more attractive to be shared, and (2) 

user motivations that drive the sharing process. The first perspective proposes that specific news 

content is more likely to be shared by users than other news content, for example, news 

containing conflict or physically and culturally proximate news coverage (Kümpel et al., 2015; 

Trilling et al., 2017), disregarding that users differ in their sharing motivations. The second 

perspective suggests that users’ sharing activity is driven by different motivations, like 

reputation motives or information-seeking motives (Kümpel et al., 2015), disregarding that 

news stories cover a broad range of topics. In this study, we suggest that both perspectives are 

two sides of the same coin and should, hence, be jointly considered. Study 1 brings together 

both perspectives and applies these to hyper-partisan news sharing. 

Similar to the previous studies, the central hypothesis guiding Study 1 suggests that 

hyper-partisan news sharing is driven by motivated cognition in a way that users are more likely 

to share news that are in line with their political identity than news that oppose their political 

identity. It is also suggested that hyper-partisan news which contain physically and culturally 

proximate content, conflict, a human angle (human interest), moralizing content, or visual 

content is more likely to be shared.  

One week’s content from Infowars.com, as it was shared on Twitter (tweets and 

Infowars-URLs), was collected to investigate these hypotheses. Twitter as a social media 

platform for hyper-partisan news sharing was selected because it is a popular medium for news 

dissemination and consumption (Tandoc & Johnson, 2016). Infowars.com was selected as it is 

one of the most prominent hyper-partisan news outlets in the USA (Newman et al., 2019). 

Moreover, Infowars presents an interesting case as its dissemination is entirely driven by third-

party accounts since Infowars and its founder Alex Jones were banned from Twitter in 

September 2018. 

All account descriptions that shared an Infowars URL were assessed through Twitter’s 

API as a proxy for how individuals identified themselves. Through a semi-automated clustering 

approach with keyword lists, accounts were then classified into seven categories. Similarly, 
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Infowars content was classified into the same categories. To determine which Infowars content 

was shared on Twitter and which was not shared, URLs shared on Twitter were compared with 

a dataset from GDELT4, an open-data project, monitoring global news coverage in real-time. 

In the next step, all news stories shared by Infowars were manually coded into the hypothesized 

shareworthiness factors: physically and culturally proximate content, conflict, a human angle 

(human interest), moralizing content, or visual content. Two different measures were applied 

to assess an Infowars stories’ success: the number of tweets generated and a retweet factor that 

measured the amplification of initial sharing by subsequent retweeting. To arrive at the retweet 

factor, the total number of retweets was divided by the count of original shares.  

Results indicated that almost all content that was published on Infowars was also shared 

on Twitter. Moreover, the motivated reasoning hypothesis could partially be supported. 

Especially accounts that endorsed former president Donald Trump were more likely to share 

Infowars stories about Donald Trump. Similarly, accounts with strong affinities for Infowars as 

well as accounts endorsing Christianity were more likely to share attitude-congruent content 

than content that did not discuss Infowars content or content on Christianity. Furthermore, it 

was found that Infowars articles that contained conflict and a human angle were more likely to 

be shared on Twitter when measuring an Infowars sharing success through the tweet count 

measure. Interestingly, it was also found that for the second measure, the retweet factor, only 

stories with a human angle were more likely to be shared.  

 

3.2 Study 2: Disagree? You must be a bot! How beliefs shape Twitter profile 
perceptions  

Human user does not always generate communication on social media. Social bot 

accounts, run by machine learning algorithms, act autonomously and can create content and 

disseminate it online as well as comment, like, or follow. Recent empirical investigations could 

connect social bots to the circulation of misinformation on social media platforms (Wang et al., 

2018). Moreover, social bots have also been accused of being engaged in political astroturfing 

(Keller et al., 2020) and influencing election outcomes (Bastos & Mercea, 2019; Ferrara et al., 

2016; Schäfer et al., 2017) as well as public health through the promotion of e-cigarettes (Allem 

et al., 2017) and anti-vaccination campaigns (Broniatowski et al., 2018). While much academic 

efforts went into detecting social bots, applying machine learning models for automated 

detection, study 3 focusses on when and why humans perceive an account as a social bot. In 

line with identity-protection cognition, it is hypothesized that accounts which are congruent to 

�
4 https://www.gdeltproject.org/�
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a person’s attitude would be less likely to be perceived as a social bot, whereas accounts which 

are incongruent to a person’s attitude would be more likely to be perceived as a social bot. Yet, 

it was assumed that participants could generally differentiate between a bot profile and a human 

profile. In addition, it was hypothesized that the relationship between a person’s attitude and 

the profile perception is mediated by the perceived credibility of the profile. All hypotheses as 

well as the data analyses were pre-registered.  

To test these hypotheses, a 2 (attitude: congruent, incongruent) x 3 (profile: human, 

ambiguous, bot) within-subject online experiment was conducted. Participants viewed overall 

24 mock-up Twitter profiles and were asked to indicate whether they thought the profile 

displayed a human account or a social bot and how credible they found the profile. In addition, 

participant’s political partisanship was measured. Because the perception of Twitter profiles is 

likely to be affected by the individual participant’s general Twitter usage, control variables such 

as age, gender, education, and time spent on social media, the number of social media platforms 

used, and previous social bot knowledge. It was chosen to create mock-up profiles instead of 

real Twitter profiles to control other factors influencing profile perceptions such as engagement 

metrics (number of likes), language, profile descriptions, or follower count. All profiles were 

pre-tested.  

A repeated-measures ANOVA confirmed that individuals could generally differentiate 

between human and social bot profiles. A significant interaction of the factor ‘profile’ with the 

control variable age indicated that the younger the participants were, the worse they could 

differentiate between a human and a social bot profile. The central hypothesis for congruency 

was not supported. Attitude (in-)congruency did not significantly change whether participants 

rated a profile as a social bot or a human. However, interaction effects of congruency with the 

three control variables age, previous social bot knowledge, and time spent on social media 

supported the motivated reasoning hypothesis. Younger participants who had encountered 

social bots before and spent more time on social media rated attitude-congruent profiles as more 

human and attitude-incongruent profiles as more bot-like. As hypothesized, the effect of 

attitude-(in)congruency was mediated by the perceived credibility of a profile. Hence, attitude-

congruent profiles were rated as more credible, leading participants to perceive attitude-

congruent profiles as more human.  

These results generally support the motivated-reasoning hypothesis for a sub-group of 

users: those how are the most familiar with the social media environment. The effects of 

familiarity, in turn, can be explained by previous findings showing an effect of familiarity 

inducing processing fluency. Processing fluency, as in the ease with which an intuitive response 
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is produced, can increase feelings of rightness and confidence as well as reliance on heuristics 

(Thompson et al., 2013). In turn, reliance on heuristics has been connected to stronger effects 

of motivated reasoning (Pennycook & Rand, 2019; Tappin et al., 2017). In addition, results 

might also indicate a different usage of the term ‘social bot’. In popular media, it has been 

discussed that calling someone a ‘social bot’ in social media can be a pejorative term to indicate 

dislike or disagreement without actually thinking that an account is a social bot.  

 

3.3 Study 3: “I agree with you, bot!” How users (dis)engage with social bots on 
Twitter 

Results from Study 2 in this cumulus, as well as previous studies on social bot 

communication (Yan et al., 2020), confirmed the motivated reasoning hypothesis: Partisanship-

congruent accounts were perceived as more human and partisanship-incongruent accounts as 

more social-bot like. In the next step, this finding was then implemented to understand how 

these differences in perception affect the persuasive impact of social bots.  

Because social bots have been accused of stirring election outcomes (Bastos & Mercea, 

2019; Ferrara et al., 2016; Schäfer et al., 2017), posing health hazards (Allem et al., 2017; 

Broniatowski et al., 2018), and spread of inauthentic content (Wang et al., 2018), it is vital to 

understand how social bots exert influence. While previous studies have examined the influence 

of social bots on social networks by bots, for example, pushing hashtags or starting astroturfing 

campaigns, less is known about the influence of social bots on users. In contrast to network 

influence, social influence proposes that different actors on a network exert influence through 

engagement. Transferring this to the effects of social bots, a social-influence hypothesis 

proposes that social bots spread their agenda by attracting users to engage with them. In this 

paper, it is hypothesized that the success of the social influence of bots depends on two factors: 

the displayed level of humanness of the bot and the displayed attitude/partisanship of the bot 

account.  

Relying on insights from previous human-computer interaction (Edwards et al., 2014; 

Edwards et al., 2015), it is proposed that users are more willing to engage with others who 

appear to be human users. In other words, the more human-like social bots are, the more likely 

they will be to engage users. Drawing on motivated reasoning, it is suggested that users prefer 

to encounter like-minded users. In addition, a research question asks whether both factors (level 

of humanness & partisanship) affect each other. Assessing users’ motivations to engage helps 

to understand why differences are observed.  
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In a 3 (level of humanness: low, medium, high) x 2 (congruency: congruent, 

incongruent) within-subject online experiment, N = 223 U.S. American Twitter users were 

recruited through the online panel Prolific. All users viewed overall 18 different Twitter 

profiles, varying in the level of humanness and partisanship. After viewing a profile, 

participants were asked whether they would like to engage (follow, retweet, comment, and 

quoted retweet) the profile, how they would react if the profile would engage with them (follow, 

retweet, comment, and quoted retweet), why they choose to answer in a certain way 

(engagement motivations) and whether they thought the profile was a social bot or a human 

user. 

Results indicated a strong effect of humanness and partisanship. Confirming the 

hypothesis, profiles with low levels of humanness were the least likely to receive engagement. 

The more human-like a profile became, the higher the chances users would engage. However, 

this was only true for profiles that shared the users’ partisanship (congruent profiles). 

Independent of their level of humanness, incongruent profiles were very unlikely to receive any 

engagement. In addition, it was found that the effect of congruency was most pronounced for 

highly human-like profiles, increasing the likelihood of engagement. The effect of congruency 

on engagement likelihood could partly be explained by how users perceived the accounts. The 

more congruent a profile was, the more it was perceived as a human profile and the more it was 

likely to engage users.  

These results conclude that the influential impact of social bots through direct 

engagement is probably comparatively low. Social bots must show very high levels of 

humanness, successfully disguising their automated nature, to receive engagement. We already 

know from previous research that these accounts are relatively scarce (Assenmacher et al., 

2020). In contrast to a popular narrative that motivated reasoning makes users more vulnerable, 

these results also indicate that motivated reasoning has a protective function.  

 

3.4 Study 4: I reason who I am? Identity salience manipulation to reduce motivated 
reasoning in news consumption  

In study 4, participants were asked to evaluate the credibility of (mis-)information and 

trust in the source. It was expected that identity threat would lead to lower credibility and trust 

ratings, whereas identity affirmation would lead to higher credibility and trust ratings. It was 

also expected that this is accompanied by affective reactions (higher ratings of anger/anxiety 

for identity-threatening (mis-)information and higher ratings of enthusiasm for identity-

affirming (mis-)information). Moreover, Study 4 also included a manipulation of identity-

salience. Relaying on social-identity theory (Tajfel & Turner, 1979, 1986) and self-
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categorization theory (Turner et al., 1987), previous studies could show that identity salience 

can be manipulated through contextual cues and reduce stereotype susceptibility (Shih et al., 

1999), stereotype threat (McGlone & Aronson, 2006) and increase policy support (Unsworth & 

Fielding, 2014). Hence, it was hypothesized that shifting identity salience from a threatened to 

an unthreatened identity would increase credibility and trust ratings in information (increased 

acceptance of factual information), also leading to lower experience of anger and anxiety. 

Similarly, shifting identity salience from an affirming identity to a non-affirming identity was 

hypothesized to reduce credibility and trust in misinformation (decrease acceptance of 

misinformation), accompanied by a decreased experience of enthusiasm.  

Hypotheses were tested in two experimental studies with overall N = 353 participants. 

The purpose of the first study was to increase acceptance of factual information, whereas the 

purpose of the second study was to decrease acceptance of misinformation. The setup in both 

studies was similar. Before being presented with a news article, one-half of participants 

received an identity-salience manipulation. The Trust in News Media scale by Kohring and 

Matthes (2007) was used to assess credibility and trust. Similar to study 1, emotions were 

measured through self-reports.  

Results of both studies supported the identity-protection hypothesis: participants in the 

first study condition (increase factual news acceptance) who were threatened by the factual 

news evaluated the article significantly worse than participants who were not threatened. 

Similarly, participants in the second study condition (decrease in misinformation acceptance) 

whose identity was affirmed gave higher credibility and trust rating for the misinformative news 

story. Unlike expected, this was for the first study condition not reflected in the experience 

emotion of anger and anxiety. Both threatened and unthreatened participants experienced 

similar levels of anger and anxiety. For both study conditions, identity-salience manipulation 

did not lead to expected credibility and trust rating changes. However, in the second study 

condition, after receiving the identity-salience manipulation, participants experienced less 

identity-affirmation-related enthusiasm.  

 

3.5 Study 5: The role of emotions and identity-protection cognition when 
processing (mis)information 

The research objective of this paper is to contribute to the growing knowledge about 

misinformation by scrutinizing the effects of identity-protection cognition and subsequent 

protection-related emotions. In a theory-driven approach, insights from the theory of identity-

protection cognition are combined with theories of identity threat, identity affirmation, and 
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emotional reactions to identity threat/affirmation. Moreover, the moderating role of cognitive 

sophistication is tested. It is predicted that cognitive sophistication skills drive the reasoning 

outcome for neutral stimuli (no identity threat). For polarizing, identity threatening/affirming 

stimuli, the reasoning outcome should be driven by identity-protection/affirmation goals and 

mediated by emotional reactions of anger and anxiety (for identity-threat) and enthusiasm (for 

identity affirmation). Similarly, cognitive sophistication is expected to moderate this 

relationship for identity-threatening/affirming stimuli.  

For this purpose, an online experiment using a convenience sample of 463 (304 female) 

German citizens was conducted. Assessing individual cognitive sophistication skills through a 

numeracy scale, participants were shown three different fictitious scenarios (neutral/polarized 

I/polarized II) in a randomized order. Each scenario consisted of a math task, requiring 

participants to draw inferential conclusions from numerical data. After viewing each scenario, 

participants were asked to indicate which two mutually exclusive statements represent the 

correct conclusion. Immediately after each scenario, participants were instructed to self-report 

their emotional reactions, elicited by the task. Finally, participants were asked to report their 

political identity, basic demographic data, and read a debriefing statement.  

The results supported the hypothesis for neutral stimuli (no identity threat/affirmation). 

Participants’ cognitive sophistication skills predicted the correct response. However, the results 

for the polarized scenarios were less clear. Political identity predicted only in one scenario the 

reasoning outcome. The reasoning outcome in the second polarizing scenario was, again, 

predicted by cognitive sophistication. Consequently, the moderating role of cognitive 

sophistication was only found in the first polarizing scenario but not in the second. 

Furthermore, the mediating role of emotions was only found for the first polarizing 

scenario. More precisely, it was found that only anxiety, but neither anger nor enthusiasm, 

mediated the relationship of political identity and the reasoning outcome. Interestingly, 

although not predicted by political identity, the affective response of enthusiasm was 

nevertheless significant in predicting the reasoning outcome in all conditions. Because 

emotions were not consistently related to political identities, we assume that elicitation was 

somehow the result of political identities and the task content, which in turn elicited enthusiasm. 

This became evident when inspecting the emotional reactions of the control group. According 

to identity-protection cognition, the control condition should not induce identity-threat or 

identity-affirmation and subsequent emotions. Nevertheless, mean ratings of anger, anxiety, 

and enthusiasm were significantly greater than zero, even in the control condition. 
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To sum up, neither the political identification nor cognitive sophistication could fully 

explain the data but rather the interaction of both. Other than expected, political identity was 

not as decisive in predicting the reasoning outcome, but, instead, emotional reactions 

determined responses.  

4. DISCUSSION 

The aims of this thesis were, on the one hand, to establish empirical effects of motivated 

reasoning on misinformation on social media, and, on the other hand, to gain a deeper 

understanding of the driving mechanisms of motivated reasoning by investigating the role of 

emotions and identity. Previous research could already confirm that, due to motivated 

reasoning, individuals are more likely to assess attitude-congruent misinformation as accurate 

information and are, in turn, more likely to assess attitude-incongruent misinformation as 

inaccurate (Anthony & Moulding, 2019; Ecker et al., 2014; Kahne & Bowyer, 2017; Kuklinski 

et al., 2000; Nyhan & Reifler, 2010). In this thesis, I go beyond this notion of veracity judgments 

and examine how motivated reasoning shapes misinformation circulation by investigating 

hyper-partisan news-sharing on Twitter (Study 1) and users’ perceptions and engagement with 

malicious social bots (Study 2 & 3).  

Besides identifying empirical effect of motivated reasoning on misinformation sharing, 

I investigated the underlying psychological processes of motivated reasoning. In particular, I 

examined an identity-protection cognition model of motivated reasoning and empirically tested 

the contribution of threat and affirmation-related emotions to motivated reasoning. In doing so, 

I argue throughout this thesis (Chapter 2.5.1. & 2.5.2) for an identity-centric model of motivated 

reasoning.  

In the following sub chapters, the core results of the five studies included in the cumulus 

of this thesis are discussed with respect to the two research foci. Building on and extending 

these results, I derive theoretical implications, followed by a section describing the limitations 

of my research and future research possibilities. In the final chapters of this thesis, I derive 

practical implications as well as a closing chapter, comprising a general conclusion.  

 

4.1 Overview of the findings 

4.1.1 Motivated reasoning and misinformation on social media 

Many researchers have pointed to motivated reasoning to understand the unprecedented 

spread of misinformation online, which suggests that attitude-congruent misinformation is less 

likely to be questioned and scrutinized and more likely to be believed and shared. Previous 
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research found support for the proposed effects of motivated reasoning (Anthony & Moulding, 

2019; Ecker et al., 2014; Kahne & Bowyer, 2017; Kuklinski et al., 2000; Nyhan & Reifler, 

2010): Attitude-congruent misinformation was perceived as more accurate as compared to 

attitude-incongruent misinformation which was perceived as less accurate, indicating biased 

veracity judgments. I extended these findings by examining how motivated reasoning 

influences how misinformation is shared on social media. In doing so, I focused on hyper-

partisan news and social bots. 

Through observational data, Study 1 confirmed the motivated reasoning hypothesis for 

hyper-partisan news-sharing. To gauge Twitter users’ attitudes, profile descriptions were 

leveraged and semi-automatically clustered into attitude categories. Using logistic regression 

analyses, it was found that Trump supporters were more likely to share hyper-partisan news 

about Trump than any other user group. Similarly, patriots, Infowars-supporter, and self-

declared Christians were more likely than any other user group to share hyper-partisan news 

matching their attitude. In contrast, users supporting the military, holding pro-gun attitudes, or 

endorsing conspiracy theories did not show clear sharing patterns. One explanation of the null 

results for these users is that users fell into multiple attitude categories. For example, users 

supporting and endorsing the military were also likely to support former president Donald 

Trump, displayed patriotic views, and endorsed weapons. Assuming, as I argue in this thesis 

(Chapter 2.5.1), that attitudes become connected to identities, these results are in line with social 

identity theory (see Chapter 2.5.2) which suggests that individuals hold more than one (social) 

identity. Moreover, previous studies on social identity theory suggest that not all identities are 

equally important for individuals and might not be similarly salient at all times (Tajfel & Turner, 

1986). Hence, supporting the military was either not as important to users as compared, for 

example, to supporting Donald Trump, or attitudes about the military did not become as salient 

as other attitudes. 

Results of Study 1, supporting the motivated reasoning hypothesis for hyper-partisan 

news-sharing, are commensurate with previous results on news in general (An et al., 2013) and 

recent experimental results concerning misinformation sharing on Facebook and WhatsApp 

(Bauer & Clemm von Hohenberg, 2020). Due to motivated reasoning, users become more 

vulnerable to share (mis)information which are in line with their attitude/partisanship but are 

also protected from sharing (mis)information if it was not in line with their attitude/partisanship. 

In Study 2 and Study 3, these results were extended to sharing by automated social 

media accounts, so-called social bots. While previous investigations have studied if and how 

social bots themselves share misinformation (Bessi & Ferrara, 2016; Forelle et al., 2015; Wang 
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et al., 2018), Study 2 and Study 3 examined how users perceive and interact with these accounts. 

For both studies, the underlying assumption was that social bots exert influence not only 

through network effects (Cheng et al., 2020; Keijzer & Mäs, 2021; Ross et al., 2019) but also 

by engaging with human users who, in turn, promote misinformation shared by social bots. The 

guiding hypothesis was that attitude-congruent social bot accounts are perceived as more 

human-like than attitude-incongruent accounts that are perceived as more bot-like. Study 2 

supported this hypothesis showing that the effect of attitude-congruency was partly due to 

biased credibility perceptions. Extending these results, Study 3 could confirm that attitude-

congruent accounts are not only perceived as more human-like but are also more likely to 

engage users. This effect was particularly strong for highly human-like accounts, which can 

disguise their automated nature. In contrast, attitude-incongruent accounts were most likely 

ignored, independent of their level of humanness. These results confirm not only confirm the 

twofold contribution of motivated reasoning (increased vulnerability but also increased 

protection) but also indicate that social media users do not blindly interact with any account 

which shares their political partisanship. Users differentiate between credible and uncredible 

accounts.   

To conclude, the results of all three studies investigating the effects of motivated 

reasoning on misinformation sharing on social media reveal that motivated reasoning increases 

vulnerability to misinformation on the one hand but also increases protection against 

misinformation on the other hand. However, the effects of motivated reasoning are decreased 

if accounts are perceived as less credible.  

4.1.2 Connecting identity-protection cognition and emotions 

Based on the assumption that identity-protection cognition originates in the experience 

of identity-threat or identity-affirmation, I argue throughout the present thesis that the 

experience of threat or affirmation should elicit emotional reactions. In Study 4, I tested this 

overall assumption, measuring participants’ experience of anger, anxiety, and enthusiasm after 

reading (mis)information. Results of Study 4a indicated that if the content of news threatened 

participants’ identity, they evaluated true news worse. However, the experienced levels of anger 

and anxiety of threatened identities were similar to non-threatened participants. Moreover, 

while identity-threatened participants did not increase their evaluations, when receiving an 

identity salience manipulation their levels of experienced anger decreased significantly. In 

contrast, no changes for experienced levels of anxiety were found. In Study 4b, identity-

affirmed participants rated false news not only higher, they also reported significantly higher 
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levels of experienced enthusiasm than non-affirmed participants. However, unlike Study 4a, the 

identity salience manipulation did not affect experienced levels of enthusiasm.  

While in Study 4, emotional reactions were another outcome variable, in Study 5, it was 

hypothesized that emotions mediate the relationship of identity-protection cognition and 

subsequent information processing. Because identity-protection was not found in all condition 

of Study 5 (see more in the next Chapter 4.1.3), testing the mediation hypothesis was limited to 

the condition in which identity-protection cognition was found. This was the case for the 

condition which indicated a crime rate decrease upon the intake of refugees. Here, having a 

relatively conservative view and a politically right-leaning identity was associated with a 

decreased likelihood of a correct response. Likewise, holding such an identity was associated 

with higher levels of anxiety. In turn, higher levels of anxiety decreased the likelihood of a 

correct response. This result supports the mediation hypothesis, and indicated that emotion are 

incorporated via a ‘how-do-I-feel-about-it’ heuristic (Schwarz & Clore, 1983). 

For the remaining conditions, only in some cases were the experienced emotions 

associated with the political identity. Interestingly, for both conditions of the crime rate 

scenario5, being more conservative and right leaning resulted in higher levels of anxiety. This 

contradicts predictions made by identity-protection cognition. In the condition ‘crime rate 

increase’, which is congruent to conservative and right-leaning narratives, and which was 

pretest to support this claim, no identity threat should have been present, and, hence, levels of 

anxiety should have been low.  

To help understand these divergent findings, emotional reactions of the control group 

were also assessed. According to identity-protection cognition, the control condition should not 

induce identity-threat or identity-affirmation and subsequent emotional reactions. Nevertheless, 

mean ratings of anger in the control condition were significantly higher than mean ratings of 

anger in the refugee intake condition and similarly high to the mean ratings of anger for the 

Diesel ban. While mean ratings of anxiety and enthusiasm in the control condition were lower 

than in either of the polarizing conditions, ratings were significantly greater than zero. 

Considering the content of the control condition, a skin rash that either increases or decreases 

after applying a crème, it is not surprising that the content induced an emotional reaction. After 

all, a failed treatment that worsens a condition is likely to induce either reactions of anger or 

anxiety. In contrast, a successful treatment that improves a condition is likely to induce relief 

or enthusiasm.   

�
5 Crime rate increase and crimes rate decrease as a consequence of refugee intake. 
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Hence, in light of the findings for the control condition, interpreting the results of Study 

5, it becomes evident that the hypothesized and reported emotional reactions due to identity-

protection cognition are possibly conflated with emotional reactions due to the content of the 

information. Results of previous studies face similar problems. For example, Suhay and Erisen 

(2018) did not include a control condition; thus, possible differentiations of identity emotions 

and what I label as content emotions cannot be made.  

In addition to the mixed findings concerning the mediating role of emotional reactions, 

there was no consistent pattern of elicitation concerning all three emotions. While in Study 4 

elicitation was mostly found for anger and enthusiasm, in Study 5, the effects of anger were 

reduced, and elicitation of anxiety and enthusiasm was more pronounced. However. these 

findings might be explained by different message frames (see also Chapter 4.4).  

Taken together, the findings of both studies yield mixed results. While all studies show 

that emotions are involved in identity-protection cognition, clear inferences about the precise 

role of emotions cannot be made. It remains uncertain, for example, under which circumstances 

anger as compared to anxiety is induced. Moreover, results of Study 5 suggest a differentiation 

between identity emotions as a reaction to identity threat/affirmation and content emotions as a 

reaction to the semantic content of a message.  

4.1.3 Motivated reasoning as identity-protection? 

Previous studies have already connected motivated reasoning to identity-based 

motivation (Van Bavel & Pereira, 2018) and identity-protection cognition (Kahan, 2017; Kahan 

et al., 2013; Nauroth et al., 2017). Building on these findings, I argue in Chapter 2.5.1. and 2.5.2 

for an identity-centric model of motivated reasoning, equating (political) attitudes, opinions, 

and preferences with (social) identities. Central to this identity-centric model of motivated 

reasoning is the notion of identity threat and identity affirmation which results in subsequent 

emotional reactions (Chapter 2.5.4).   

Results of Study 4 could support the predictions of an identity-centric model: 

Threatened identities gave lower ratings of trust, accuracy, and journalistic assessment (Study 

4a), whereas affirmed identities provided higher ratings of trust, accuracy, and journalistic 

assessment (Study 4b). This echoes the findings from Study 1-3, showing that the effects of 

motivated reasoning on (mis)information acceptance are twofold. Threatened identities in 

Study 4a rated true news worse than non-threatened identities. In turn, affirmed identities in 

Study 4b rated false news better than non-affirmed identities. In addition to the overall effect 

of identity-protection cognition, in Study 4, I also tested the effect of an identity salience 
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manipulation to decrease the effect of identity-protection cognition. Mean evaluations changed 

in the hypothesized direction. However, the differences were not significant. 

Moreover, the mean changes also affected those identities which were “protected” 

against misinformation (incongruency conditions). For example, omnivores in Study 4b, who 

rejected misinformation favoring vegetarians, seemed to have increased their evaluations of the 

misinformation after the identity salience manipulation. As a side note, it might be mentioned 

here that, while no differences between acquired identities and innate identities were assumed, 

the acquired identity vegetarian (Study 4b) resulted in a stronger effect than the effect of the 

innate identity gender (Study 4a). 

In Study 5, identity-protection cognition was overall less evident as compared to Study 

4. The joint measure of political leaning and ideology, which constituted the latent variable 

political identity, predicted the reasoning outcome only in one of two polarized conditions. 

Results from logistic regressions revealed that if the cover story conveyed that the data 

represented the relationship of refugee intake and crime rates, participants’ political identity 

and not participants’ numeracy predicted responses. Responses for the second polarized 

condition, the Diesel-car driving ban, were predicted by the participants’ numerical skills, 

similar to the non-polarized condition (skin rash).  

At least two different explanations can account for the inconsistent results for political 

identity in Study 5. First, the second polarizing condition, the Diesel-car driving ban, was not 

polarizing enough and, consequently, more similar to the control condition (skin rash). Given 

that the polarizing potential was pretested and showed the second-highest levels of polarization 

(after refugee intake), this explanation is rather unlikely. Second, the non-significant results for 

political identity are a consequence of low attitude-identity alignment. While I have argued in 

Chapter 2.5.1 that recent advances from the fields of political science and political psychology 

propose that partisan-ideological sorting has brought partisan identities, ideologies, and 

subsequent issue positions into alignment (see also Abramowitz, 2010; Kozlowski & Murphy, 

2021), these results stem mostly on findings from the USA.  

However, ideologies and partisanship might align less with issue positions in different 

political contexts, such as Germany. Hence, in Study 5, it is likely that the selected identity 

(political identity) did not align well with the issue position (driving ban). This assumption is 

supported by previous research showing that Germans generally show reduced levels of partisan 

alignment (Dassonneville et al., 2014), except for refugee intake and general immigration 

attitudes (Mader & Schoen, 2019), which supports the significant findings for the refugee intake 

condition of Study 5. Hence, measuring an individual’s political partisanship or ideology does 
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not necessarily assess an individual’s issue position. This understanding is in line with previous 

methodological considerations by Washburn and Skitka (2017). The authors point out that 

“knowing that a person is liberal or conservative […] will always be an imperfect predictor of 

the person’s position on any given issue” (p. 2). This signifies the importance of the cultural 

and political context and the intricate relationship of identities, such as partisanship and 

ideology (Huddy, 2001), and opinions, attitudes, preferences, and beliefs. Hence, the results of 

Study 5 also raise the question of how identities and attitudes relate to each other.  

In line with previous results on cognitive sophistication (Lind et al., 2018; Pennycook 

& Rand, 2019), findings in Study 5 also indicated that individuals with greater cognitive 

sophistication skills showed less bias in the refugee intake condition. This suggests that 

cognitive sophistication skills mitigate the effects of misinformation.  

To conclude, understanding motivated reasoning as identity-protection cognition 

revealed mixed findings. Results of Study 4 support identity-protection cognition and indicate 

the difficulty of reducing its detrimental impact on individuals’ misinformation evaluations. In 

contrast, the results of Study 5 are less clear. Here, predictions by identity-protection cognition 

were only supported for one out of two conditions. Moreover, the results of Study 5 make 

evident that cultural and political contexts shape how motivated reasoning can be assessed. 

Correlations of identities such as partisanship and political ideology with certain opinions, 

attitudes, preferences, and beliefs are context dependent. Hence, to understand how identities 

and attitudes relate to each other, third variables connecting the constructs of identity and 

attitudes, such as identity/attitude strength, need to be introduced. 

�

4.2 Theoretical implications  

The five studies included in the cumulus of this thesis aimed to answer two overarching 

research questions: (1) How does motivated reasoning affect misinformation sharing on social 

media, and (2) how can emotions and identity explain motivated reasoning? Besides the 

immediate results introduced in the previous section, the results of the studies also provide 

several theoretical contributions concerning motivated reasoning.  

Summarizing these contributions, I suggest a refined model of identity-protection 

cognition (see Figure 4). Following Kahan (2016, 2017), central to the model remain identity 

threat or identity affirmation as a consequence of incoming (mis)information (Figure 4, path a). 

In turn, identity threat or affirmation bias subsequent processing on different levels such as 

perceptions, evaluations, and reasoning (Figure 4, path b). I add to this model several factors 

which influence these processes: content emotions and identity emotions (see Chapter 4.2.1), 
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identity strength (see Chapter 4.2.2), credibility cues (see Chapter 4.2.3), and processing style 

(see Chapter 4.2.4). Before I introduce all added elements in relation to the results of this thesis 

in greater detail in the following sections, in the following paragraphs, the resulting model is 

briefly described. 

Depending on a person’s identity, incoming (mis)information elicits either an identity 

threat if the (mis)information is incongruent to the identity, or an identity affirmation if the 

(mis)information is congruent to the identity (Figure 4, path a). In turn, the identity 

threat/affirmation induces an emotional response such as anger and anxiety as a reaction to 

threat and enthusiasm as a reaction to affirmation (Figure 4, path c). In the model, these 

emotional reactions are labeled identity emotions. In addition to these identity emotions, the 

semantic content of the (mis)information can also induce emotional reactions, affecting 

identity-protection cognition (Figure 4, path d). Both identity emotions and content emotions 

are combined through weighted averaging into one unified emotional response (Figure 4, paths 

e1 & e2). The unified emotional response, following the affect-as-information hypothesis (Clore 

et al., 2001) and the affect heuristic (Slovic et al., 2007), functions as additional information 

(Figure 4, path f), guiding subsequent processing by increasing the utility of the information’s 

content and increasing the utility of reasoning itself (Blanchette & Caparos, 2013). 

Besides the emotions evoked by the semantic content of the (mis)information, it is 

suggested that identity strength moderates the relationship of (mis)information and identity 

threat/affirmation (Figure 4, path g). Similarly, credibility cues of the incoming 

Figure 4: An updated model of identity-protection cognition. Black elements depict the original

conceptualization of identity-protection cognition by Kahan (2016; 2017) (paths a & b). Orange

elements depict additions made based on the results of this thesis (paths c-j). 
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(mis)information such as signs of automation moderate the threat/affirmation experience 

(Figure 4, path h). Also included in the updated model of identity-protection cognition are 

cognitive sophistication (Figure 4, path i) and task affordances (Figure 4, path j) which both 

contribute by affecting the processing style.  

4.2.1 Content-emotions and identity-emotions 

Throughout this thesis and Study 4 and 5, I propose that the elicitation of the emotions 

anger, anxiety, and enthusiasm due to identity threat or affirmation is inherent to identity-

protection cognition. In doing so, I follow previous results by Suhay and Erisen (2018), who 

found that anger, anxiety and enthusiasm mediated motivated reasoning (see Chapter 2.5.3). 

However, testing these assumptions in Study 4 and Study 5 yielded mixed results (see Chapter 

4.1.2). In both studies, it becomes evident that emotions contribute to identity-protection 

cognition, supporting previous findings. However, due to mixed findings in both studies, clear 

inferences about the precise role of emotions cannot be made. Especially, results from Study 5 

indicate that while it was intended to measure emotional reactions elicited by identity-protection 

cognition, emotions elicited by the content likely diluted these measures. This became 

particularly evident when inspecting the control group’s results, in which participants indicated 

similar levels of emotional reactions compared to the two experimental groups. Consequently, 

it must be concluded that the elicitation of emotions was confounded with the elicitation of 

content emotions which neither Suhay and Erisen (2018) nor I accounted for. 

Previous results scrutinizing mood induction procedures (MIP) support this hypothesis 

by providing empirical evidence that emotions can effectively be induced through different 

techniques such as films, images, faces, sounds/voices, music, imagery and recall, words and 

bodily movements and postures (Quigley et al., 2014; Westermann et al., 1996; Velten, 1968). 

While most of these findings refer to face-to-face interventions, Verheyen and Göritz (2009) 

found evidence supporting similar effects for web-based online experiments with plain texts. 

Although not intended, especially the stimulus material of Study 5, potentially induced 

emotions of anxiety or anger by describing increases in crime rates and decreases in air 

quality�two issues likely to directly affect the physical integrity of participants. Similarly, 

experimental stimuli selected by Suhay and Erisen (2018) could induced emotions such as 

anxiety due to potential physical and psychological harm (Suhay & Erisen, 2018, Appendix A: 

“Women who have abortions often suffer negative physical consequences and mental 

anguish.”), economic threat (Suhay & Erisen, 2018, Appendix A: “Illegal immigrants are an 

economic burden on the country.”), and anger due to perceived injustice (Suhay & Erisen, 2018, 
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Appendix A: “People who are breaking the law by being in the country illegally should be 

punished, not rewarded, for their unlawful behavior.”).  

To conclude, as results of Study 5 indicate, two possible sources can evoke an emotional 

response: identity threat/affirmation (Figure 5, path c) and the semantic content of the 

(mis)information (Figure 5, path d). While emotions elicited through the stimulus material are 

not inherent to identity-protection cognition, they can, nevertheless, impact identity-protection 

cognition. However, does an individual experience two emotional responses simultaneously or 

are both responses joined into one? 

Previous research suggests that, if two or more emotion arousing stimuli are 

simultaneously present or quickly follow each other, all emotions are subsequently integrated 

into one unified emotional response (Asutay et al., 2019; Asutay et al., 2020; Cunningham et 

al., 2013; Kuppens & Verduyn, 2017). For example, Asutay and colleagues (2019) presented 

participants with a sequence of affectively laden pictures that varied between pleasant and 

unpleasant and three different levels of arousal. After being presented to each sequence, 

participants reported their experienced affective states. In the next step, the authors tested the 

impact of the temporal order of the stimuli through multi-level modeling. Results obtained by 

Asutay et al. (2019) suggest that affective responses are integrated via weighted averaging, “in 

which higher weights are assigned to more recent and potentially more potent stimuli” (p. 172).  

Transferring these insights to the results of Study 5, I suggest that both emotional 

experiences should be integrated into one uniform emotional experience via an averaging 

process (Figure 5, path e1, e2, and f). The result of such an averaging process is determined, as 

Figure 5: Content emotion and identity emotion mediating identity-protection cognition 

through weighted averaging (highlighted in black print).  
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Asutay et al. (2019) suggest, by the more potent stimulus. For example, if the semantic content 

of (mis)information triggers a stronger emotional response (e.g., fear), this response might 

outweigh a cooccurring emotional response (e.g., enthusiasm) induced by an identity 

affirmation. Concretely, results obtained in Study 5 (see Chapter 4.1.2) could be interpreted in 

a way that, reading (mis)information about increased crime rates, conservatives/right leaning 

individuals might have reacted with both fear induced by the content and enthusiasm induced 

by the identity affirmation.  

Which of the two emotional responses, content emotion or identity emotion, dominates 

might result from, for example, situational factors such as credibility cues of the message (see 

also Chapter 4.2.3). If the message comes from a highly credible source, the negative 

consequences might be highlighted by increased credibility, and the fear response might 

dominate the overall emotional response. Once uniformed, the emotional reaction guides 

subsequent responses, following the affect heuristic (Slovic et al., 2007), as found in Study 5.  

To conclude, based on findings of Study 5 (emotional reactions of the control group), 

previous empirical findings (e.g., Asutay et al., 2019), and predictions by the affect heuristic 

(Slovic et al., 2007), I suggest that content-related emotions affect identity-emotions through 

weighted averaging processes, mediating the effect of threat/affirmation induced emotions on 

the response. 

Because misinformation have been found to be tailored to inflict certain emotions in the 

news consumers (Brady et al., 2017; Freiling et al., 2021; Sanchez & Dunning, 2021; Wang et 

al., 2020), for example through framing of the message (Lecheler et al., 2015), it becomes 

crucial to incorporate content-related emotions in future investigations of identity-protection 

cognition. Differentiating such content-related from identity-protection-related emotions is, 

hence, a challenge for future studies on identity-protection cognition (see Chapter 4.4). 

4.2.2 Identity and identity-constituting attitudes in identity-protection cognition 

Across studies 4 and 5, the hypothesized identity threat/affirmation induced bias 

occurred inconsistently. Results of Study 4, which targeted gender identities and dietary 

identities, followed the predicted pattern of identity-protection cognition (see Chapter 4.1.3). In 

contrast, results of Study 5, targeting political attitudes, which were treated as identities, yielded 

mixed results (see Chapter 4.1.3). Only for some cases, it seems, that political attitudes can be 

equated with identities.  

To make sense of these mixed findings, I suggest that a third variable likely defines the 

association of identities and political attitudes. One possible candidate to relate identities and 

political attitudes is identity strength which describes “the importance or psychological 
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attachment that individuals place on their identities” (Settles, 2004, p. 487). Consequently, 

stronger identifiers are more likely to hold strong attitudes concerning the specific identity than 

weaker identifiers. Especially social and group identities can give rise to certain attitudes 

(Mason, 2015; Spears, 2021). Similarly, strong attitudes can also give rise to strong identities, 

with strong attitudes becoming an expression of identities (Bliuc et al., 2007; Jones, 1999; 

Musgrove & McGarty, 2008). For example, as a member of a specific political group, it might 

be expected to hold a specific political opinion. 

In addition to the added connection of identities and attitudes, identity strength is also 

likely to moderate identity-protection cognition. Leeper and Slothuus (2014) suggest that some 

identities are stronger than other identities through higher levels of importance. In turn, I assert 

that stronger identities are more likely to elicit identity threat/affirmation than weaker identities, 

moderating the (mis)information threat/affirmation link. Previous empirical findings support 

this view. For example, Visser et al. (2016) found that participants defended important and 

strongly held attitudes more than weaker attitudes. Similarly, Taber and Lodge (2006) found 

that identity strength moderated the effects of motivated skepticism.  

While previous studies understand identity/attitude strength as a moderator of motivated 

reasoning in general (Taber & Lodge, 2006; Visser et al. 2016), I understand identity strength 

as a moderator of the threat/affirmation perception, with strong identities increasing 

threat/affirmation perceptions and weak identities decreasing such (see 6, path g). I see indirect 

support for this hypothesis in results from Study 5. The mediation analysis showed that political 

identity and emotional reactions were positively correlated, meaning that the more a person 

Figure 6: Identity strength moderating the (mis)information identity threat/affirmation link

(highlighted in black print). 
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held a political identity, the greater the emotional reaction. If the emotional reaction results 

from identity threat/affirmation, this would imply the suggested relationship of identity strength 

and threat/affirmation perception. Previous findings also support this hypothesized relationship, 

showing that increased identity strength increased perceived identity threat (Branscombe et al., 

1999; De Hoog, 2012).  

To conclude, based on the mixed results concerning the role of attitudes and identities 

in Study 4 and 5, in this section, I derive that identity strength likely affects the manifestation 

of identity-protection cognition by (1) increasing or decreasing the relevance of an identity, 

and, consequentially, (2) increasing or decreasing identity threat/affirmation.  

4.2.3 Credibility cues and identity-protection cognition 

In Study 2, it was demonstrated that the biased perceptions of the Twitter profiles could 

partly be explained through biased credibility judgments. It must be noted that, with the causal 

link of credibility judgements and profile perceptions assumed only theoretically but not 

experimentally manipulated, it is also plausible that biased perceptions lead to biased credibility 

judgements. While the notion of causality poses interesting future challenges, results of Study 

2 undoubtedly reveal that credibility perceptions are affected by identity-protection cognition.  

These results align with prior research examining confirmatory heuristics in credibility 

judgments (Metzger & Flanagin, 2013; Sundar, 2008; Sundar et al., 2009; Winter et al., 2016). 

For example, investigating the credibility of online sources through focus group data, Metzger 

et al. (2010) found that, instead of deliberate information processing, participants commonly 

relied on different heuristics such as “social confirmation of personal opinion” (p. 423), which 

indicates that users are more likely to view attitude-congruent sources as credible. In turn, 

participants were more likely to view attitude-incongruent sources as incredible. Findings of 

Study 2 echo these results, indicating that attitude-congruent social bots were perceived as more 

credible than attitude-incongruent social bots. This indicates that credibility perceptions are 

affected by identity-protection cognition, similar to evaluations and reasoning (see Figure 7, 

end of path b). 

Results of Study 3 point to less evident effects of credibility. In Study 3, the two factors, 

the humanness of an account and the displayed partisanship an account, interacted. For 

incongruent accounts, the level of humanness did not matter. All bot accounts, from low to 

highly human-like, were mostly likely ignored. In contrast, level of humanness mattered for 

congruent accounts: low humanness significantly decreased participants’ willingness to engage 

with the account. Consequently, participants did not blindly engage in identity-protection but 

incorporated stimulus cues into their engagement intentions.  
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This is in line with previous research which found that participants employ expectancy 

violations heuristics to assess the credibility of information and sources (Metzger et al., 2010; 

Metzger & Flanagin, 2013). In Metzger et al. (2010), for example, participants reported 

perceiving websites as less credible which displayed low professionalism, indicated by typos 

or grammatical errors, poor site design, and poor visual appearance.  

This connects to results found in Study 3. The low humanness of the Twitter accounts, 

operationalized through repetitive behavior that indicated automation, could have been 

interpreted as low professionalism, increasing the likelihood of participants disengaging with 

the accounts. For incongruent accounts, it was enough to display an identity and respective 

attitudes contrary to an users’ identity to elicit an identity threat which, in turn, lead to blatant 

disengagement. For congruent accounts, displaying a congruent identity was not enough to 

elicit an identity affirmation, leading to increased engagement intentions. Accounts also had to 

indicate high levels of humanness. 

Based on these results, I propose that (mis)information that display signs of incredibility 

should be more likely to be discounted because they elicit less identity affirmation or identity 

threat and, hence, lead to less identity-protection cognition (see Figure 7, path h). The effects 

of different credibility cues on the elicitation of threat and affirmation pose interesting future 

research questions.  

Figure 7: Credibility as a result of identity-protection cognition (end of path b) and credibility 

cues moderating the (mis)information identity threat/affirmation link (path h) (highlighted in 

black print). 
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4.2.4 The influence of processing style on identity-protection cognition 

Study 5 scrutinized the moderating influences of cognitive sophistication. For one 

experimental condition (crime decrease), results indicate that cognitive sophistication affected 

identity-protection cognition so that political identity was less likely to affect the reasoning 

outcomes for individuals with higher cognitive sophistication skills. The result supports one 

strand of previous research (Lind et al., 2018; Pennycook & Rand, 2019; Vegetti & Mancosu, 

2020), showing that individuals with higher cognitive sophistication skills were less likely to 

engage in identity-protection cognition. The underlying assumption of these studies is that 

preferences supporting and protecting prior attitudes and identities result from heuristic 

processing. Consequently, individuals who are less inclined to deliberate and are more likely to 

rely on heuristic processing are worse at differentiating between false and true information 

(Pennycook & Rand, 2019; Vegetti & Mancosu, 2020) and are more likely to arrive at 

predefined conclusions (Lind et al. 2018). In contrast, Kahan et al. (2017) found that cognitive 

abilities increase the effects of motivated reasoning, indicating that individuals with greater 

cognitive ability are better able to rationalize identity and attitudes consistent information to be 

accurate (see Chapter 2.5.5), which was, however, not supported by results of Study 5.  

Moreover, results of Study 5 for the conditions crime increase and both Diesel ban 

conditions indicated non-significant results for cognitive sophistication, which is also supported 

by previous findings, indicating no correlation between motivated reasoning and cognitive 

abilities (Stanovich & West, 2008a, b, 2007). Stanovich and West (2007) explain significant 

results for cognitive abilities and null results by referring to the experimental design. The 

authors found that correlations are usually found in studies employing within-subjects designs, 

whereas between-subjects designs usually find null results. Consequently, Stanovich and West 

(2007) suggest that within-subjects designs likely raise participants’ awareness for variables of 

interest. In turn, increased awareness for variables of interest functions as a cue to 

decontextualization and detachment of one’s current perspective and a cue for more deliberative 

processing. However, under “naturalistic reasoning situations, participants of high cognitive 

ability may be no more likely to recognize the need for decontextualization than participants of 

low cognitive ability” (p. 240/241). Hence, with Study 5 employing a within-subjects design, 

results of cognitive sophistication may have been the result of the experimental set-up.  

Although the exact impact of cognitive sophistication needs to be investigated in greater 

detail in future studies, following the results of Study 5, I included cognitive sophistication into 

the updated model of identity-protection cognition. Results of Study 5 and previous findings 

suggest that individuals with a predisposition for higher cognitive sophistication skills are more 
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likely to process information systematically, decreasing the effect of identity threat/affirmation 

(see Figure 8, path i).  

If deliberation affects identity-protection cognition as Study 5 and previous studies 

suggest, task affordances might also cue deliberation, affecting identity-protection cognition. 

Research by Stanovich and West (2008a,b) suggests that tasks differ in the extent to which they 

promote cognitive decoupling (detachment of one’s current identity/attitude). In that case, 

Studies 2, 3, and 4 might have been more prone to induce identity-protection cognition as all 

three studies asked participants to evaluate either Twitter profiles or information presented to 

them. In contrast, in Study 5, participants were confronted with a complex inference task that 

might have been more likely to promote deliberate processing (Stanovich & West, 2008a, b). 

Hence, task affordances are also included in identity-protection cognition (see Figure 8, path j).  

 

4.3 Practical implications 

Motivated reasoning affects misinformation by obscuring what is perceived as accurate 

and false (Clayton et al., 2019; Flynn et al., 2017; Pennycook & Rand, 2019; Vegetti & 

Mancosu, 2020). In Study 1-3, I extend this finding to misinformation sharing. Study 1 shows 

that motivated reasoning directly affects which hyper-partisan news are shared within a 

network. Furthermore, Studies 2 and 3 indicate that motivated reasoning affects how users 

perceive and engage with misinformation sharing entities: social bots. Similar to Study 1, it is 

found that motivated reasoning influences how these automated accounts are perceived 

Figure 8: Effects of cognitive sophistication and task affordances on the processing style

(highlighted in black print). 

�
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concerning their humanness, credibility and how likely human users are to engage with social 

bots.  

All three studies indicate that the impact of motivated reasoning is twofold: On the one 

hand, users become more vulnerable to sharing misinformation and perceiving malicious social 

bots as credible sources of information. This is the case when misinformation confirms previous 

beliefs or is shared by alleged members of one’s (political) in-group (Anthony & Moulding, 

2019; Ecker et al., 2014; Kahne & Bowyer, 2017; Kuklinski et al., 2000; Nyhan & Reifler, 

2010). On the other hand, motivated reasoning also functions as a protection against 

misinformation sharing. This is found when misinformation contradicts previous beliefs or is 

shared by members of one’s (political) out-group. Consequently, the common framing of 

motivated reasoning causing individuals to believe and share misinformation is valid but also 

one-sided. Arguing, for example, like Kahne and Bowyer (2017) that “in the presence of 

misinformation, directional motivated reasoning has unambiguously negative implications for 

democratic deliberation.” (p. 9) falls short of acknowledging motivated reasoning’s positive 

effects. It is equally valid to state that motivated reasoning causes individuals not to believe and 

share misinformation. As I will elaborate in this section, this differentiation is important 

because possible interventions aiming to reduce motivated reasoning might unintentionally also 

reduce the protective effect of motivated reasoning.  

Generally, because of its two-fold effect on misinformation, there is no easy way around 

motivated reasoning. Quick to mind might come the idea to reduce motivated reasoning through 

interventions. However, before implementing possible interventions to reduce motivated 

reasoning, it is important to ask (1) for whom should it be reduced, (2) under which 

circumstances should motivated reasoning be reduced, and (3) how should it be reduced?  

First, the results of this thesis suggest that interventions intended to reduce motivated 

reasoning should be applied with great care concerning the targeted individuals. Otherwise, 

researchers might unwillingly also decrease the protective qualities of motivated reasoning for 

some individuals. With limitations, this could be observed in Study 4. Here, the manipulation 

was intended to reduce the salience of a threatened identity (Study 4a) and to reduce the salience 

of an affirming identity (Study 4b). After the identity salience intervention, mean differences 

between threatened and non-threatened (Study 4a) and affirmed and non-affirmed (Study 4b) 

participants (marginally significantly) decreased, especially for the group which received 

misinformation.  

Following the idea of an intervention, it would be necessary to identify individuals who 

would be more vulnerable to misinformation due to motivated reasoning. However, this poses 
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great challenges, as it requires knowledge about both the individual’s stance as well as the 

misinformative content. In cases of known polarizing issues, identifying these individuals might 

be less complicated, as Study 1 indicates. In Study 1, some Twitter users’ profile descriptions 

successfully served as a proxy for individuals’ stance. This allowed identifying which 

individuals were more likely to share attitude-congruent hyper-partisan news. While the 

individual’s stance might be inferred, an intervention also requires detection of misinformation, 

which poses entirely new challenges such as a lack of gold-standard to train algorithms, multi-

lingual problems, cross-platform detection, and time constraints (Meel & Vishwakarma, 2020). 

In contrast to interventions aiming at misinformation, interventions aiming to increase 

accurate information acceptance and sharing might be easier to implement, especially for 

known controversies. For example, Lewandowsky et al. (2012) and colleagues suggest 

presenting initially threatening information (e.g., this could also be a debunking message) in an 

affirming manner by “focusing on opportunities and potential benefits rather than risks and 

threats” (p. 123).  

Second, understanding under which circumstances to reduce motivated reasoning 

through interventions raises mostly philosophical and ethical questions. After all, categorizing 

something as false or misleading implies that the actual truth is known, leading epistemological 

questions and questions concerning power dynamics.  

To answer both, for the context of misinformation, I suggest that two sub-classes of 

misinformation emerge, varying in the degree to which questions of epistemology and power 

can be applied: (1) episodic misinformation and (2) semantic misinformation. With episodic or 

historical misinformation, I refer to any false claims about the occurrences of specific episodes 

of the past. This can refer to the sequence of events or statements of public figures such as 

quotations taken out of context. For such episodic misinformation, questions of truth can be 

answered and debunked through, for example, (eye) witnesses of events and photo or video 

footage. A prominent example of episodic misinformation was the 2017 inauguration ceremony 

of Donald Trump6. After the event, disputes over the number of attendees of the ceremony 

compared to the 2009 inauguration of Barack Obama arose. Donald Trump claimed the size of 

the audience at his ceremony exceeded the numbers of Obama’s ceremony�a false claim which 

transit data and photographic footage revealed. However, in the future, advances in deep-

learning technologies can make it more difficult to differentiate true from false claims by 

synthetically fabricating/manipulating audio and video sources (Agarwal et al., 2020). 

�
6https://www.theguardian.com/us-news/2017/jan/22/donald-trump-kellyanne-conway-inauguration-alternative-
facts 
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Nevertheless, for interventions to reduce motivated reasoning, the truth can more easily be 

identified and does not involve the question of epistemology.  

In contrast to episodic misinformation, for semantic misinformation epistemology and 

power are more relevant. In that, I refer to semantic misinformation as knowledge or empirical 

evidence. However, contemporary theories in philosophy such as postmodern constructivism 

and critical theory suggest that there is no objective knowledge, i.e., objective truth, as 

knowledge is always mediated through subjective perceptions. In times of misinformation and 

‘post-truth’, these theories have faced harsh criticism, being accused of supporting the erosion 

of facts (Flatscher & Seitz, 2018; Latour, 2004).  

To know facts, for empirical research in psychological science, Camina and colleagues 

(2020) investigated the operationalization of beliefs. In doing so, the authors define knowledge 

as something “that is supposedly true in some objective sense” (p. 331), referring to agreed-

upon objective foundations such as evidence-based discourse. Following Camina et al.’s (2020) 

epistemological stance and definition of knowledge, I refer to semantic misinformation as any 

false claims contradicting any contemporary evidence-based discourse of that point in time. 

This makes truth, inevitably, tentative 7 but also allows to identify misinformative claims about, 

for example, anthropogenic climate change (Druckman & McGrath, 2019; Farrell, 2019), 

vaccinations (Lewandowsky et al., 2012), or genetically modified food (Valenzuela et al., 

2019). Additionally, in Michel Foucault's (2008) work, the author adds to the tentative nature 

of knowledge that, on the one hand, knowledge is shaped by power, i.e., shaped by institutions 

such as political systems or societal norms, and that, on the other hand, knowledge induces 

power. Hence, implementing misinformation corrections inherently means to employ and to 

gain power.  

With the tentative nature of knowledge and its entrenchment in power in mind, what 

does this imply for interventions (such as the reduction of motivated reasoning) aiming to 

decrease beliefs in misinformation? I argue that it implies to carefully construct interventions 

to counter false claims about evidence-based facts. Applying this position to the five studies of 

this thesis, the studies fall into two categories: In Study 1, Study 4, and Study 5, interventions 

would be adequate as all three studies deal with evidence-based facts. Study 1 might be the least 

adequate of the three, as it investigates hyper-partisan news, which frequently oscillates 

between facts and attitudes (Faris et al., 2017). In contrast, Study 2 and Study 3 investigate how 

users perceive other users (in this case, automated accounts) in social networks. While the 

�
7At some point in time, for example, it was considered true that the sun orbits the earth. Consequently, statements 
negating this claim would fall into the category of semantic misinformation. Following Copernicus’ discovery, it 
is today, however, common knowledge that the earth orbits the sun.  
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effects of motivated reasoning might make users more susceptible to misinformation sharing 

accounts, it can hardly be legitimized to intervene in how individuals connect with others on 

social media.   

After discussing for whom motivated reasoning should be reduced and under which 

circumstances it should be reduced, I turn to the question, how should it be reduced? Previous 

literature suggests various strategies to overcome identity-protection cognition, which I will 

connect in the following paragraphs to implications derived from the updated model of identity-

protection cognition. 

The intervention probed in Study 4 yielded mixed results. First, different interventions 

have been pursued to change or relax individuals’ prior attitudes or identity salience by 

instructing participants to be open-minded or to put their feelings aside (Martel et al., 2019; 

Taber & Lodge, 2006), affirming participants’ identities (Bayes et al., 2020; Cohen et al., 2000), 

or instructing participants to change their perspective (Lilly, 2012). Another idea suggests 

shifting identity salience from a threatened (affirmed) identity to a non-threatened (non-

affirmed) identity to reduce identity-protection cognition. Although such identity shift 

interventions and open-mindedness instructions or identity affirmations pose possible solutions 

to identity-protection cognition in the lab, applying such interventions on a large scale outside 

the lab will be (technologically) challenging.  

One possible solution to translate in-lab studies to a larger context outside the lab comes 

from Pennycook et al. (2021). Under the premise that increased attention to accuracy would 

reduce misinformation sharing, the authors selected 5379 Twitter users who had previously 

shared news from untrustworthy sources. These users received a private message asking them 

to assess the accuracy of a non-partisan news item. This simple accuracy prompt significantly 

reduced misinformation sharing. While Pennycook et al. (2021) assume that the accuracy prime 

increased general attention for the accuracy of news, in the context of identity-protection 

cognition, it might also be that the accuracy prime evoked an accuracy motivation challenging 

the perceived identity threat/affirmation. However, future studies should explore in greater 

detail how competing motivations affect identity-protection cognition.  

Second, it has been suggested that individuals with higher media literacy skills better 

differentiate between accurate and false information. While Kahne and Bowyer (2017), for 

example, found correlational prove supporting the hypothesis that increased media literacy 

increased news discernment, results of Study 2 reported in this cumulus showed no effect of 

media literacy increasing the discernment of human versus social bot accounts. Going beyond 

correlational prove, studies in which participants underwent a media literacy training increased 
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participants’ skills to differentiate accurate versus false news. However, these interventions did 

not aim to reduce identity-protection per se but, for example, informed users more generally 

how content is produced or informed participants about untrustworthy cues of misinformation 

(Hameleers, 2020; Vraga et al., 2020). 

One of the few studies, targeting particularly identity-protection cognition, comes from 

Sivek (2018). In her essay “Both facts and feelings: Emotion and news literacy”, Sivek argues 

that existing media literacy training programs, while addressing factual issues such as 

questionable URLs or missing sources, hardly address the role of emotion in falling for 

misinformation. Taking the example of Checkology8, Sivek (2018) demonstrates that the 

checklist “encourages users to think first about emotions elicited by stories” (p. 130) but does 

not assist users in dealing with emotions elicited. Sivek’s argument is in line with studies 

discussed throughout this thesis (Chapter 2.5.3) as well as the findings regarding the role of 

emotions in identity-protection cognition of Study 4 and 5 (Chapter 2.5.4). According to Sivek 

(2018), possible ways to include emotional reactions are mindfulness techniques, increasing 

general emotional awareness, and training programs that inform participants about thinking 

processes such as identity-protection cognition.  

To conclude, in this chapter, I discussed how the results of this thesis could be used to 

inform interventions aiming to reduce identity-protection cognition. I elaborated how such 

interventions pose not only technical challenges but also pose ethical questions.  

 

4.4 Limitations and future studies 

After extending the previous model of identity-protection cognition and elaborating 

possible practical implications in the two previous sections, I acknowledge the theoretical and 

methodological limitations of the results discussed and conclusions drawn. 

4.4.1 Emotions  

As already discussed in Section 4.2.1, the emotional reactions assessed in Study 4 and 

5 might have been elicited by the semantic content of the (mis)information as well as the 

assumed identity threat/affirmation. To carefully dissect these two sources’ emotional reactions 

will be a challenge for future studies. In addition, the assessment of emotional reactions in Study 

4 and 5 was limited to self-report measures of emotions. Because self-report measures of 

emotions comprise their limitations (see Marcus et al., 2006), such as they require participants 

to reflect on their emotional state, diluting possible emotional reactions, another possibility for 

future studies is to assess emotional reactions through psychophysiological measures. For 

�
8 A non-partisan, educational nonprofit news literacy project based in the USA: https://checkology.org/ 
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example, Boyer (2021) used skin conductance level and facial electromyography measures to 

approximate valence and arousal elicited through TV news items. The inclusion of such 

psychophysiological measures has also been found to significantly increases explainable 

variance of statistical models (Asutay et al., 2019).  

Beyond measurement challenges of emotions, alternative theoretical explanations for 

emotional reactions and alternative implications of emotions on information processing need to 

be discussed. The updated model of identity-protection cognition, introduced in Chapter 4.2, 

follows an appraisal theory of emotion (Smith & Lazarus, 1993). The respective emotions 

aroused are the result of the appraised identity threat/affirmation, “inform[ing] the individual 

that the event is relevant and may inform the individual of his/her perceived coping ability” 

(Harmon-Jones, 2010, p. 190). For the case of identity-protection cognition, the coping ability 

manifests as counter-arguing, dismissing, miscrediting, or downplaying of (mis)information 

that threatens an identity and acceptance without further scrutiny of identity affirming 

(mis)information. While some emotional theorists assume that the appraisal of the 

(mis)information is unconscious to the individual (Clore et al., 2001; Harmon-Jones, 2010; 

Lazarus, 1995), others propose that emotional reactions are a result of conscious appraisal 

(Smith & Lane, 2015). Suppose emotional reactions follow a cognitive, conscious appraisal of 

the incoming (mis)information. In that case, the emotional reaction might be simply a result of 

identity-protection cognition, similar to counterargueing or downplaying, instead of a mediator 

(similar to Study 4). While the problem of conscious versus unconscious appraisal poses an 

interesting endeavor for future research, I suggest to integrate affective responses at the 

preconscious level (see also Lodge and Taber's, 2013, and Redlawsk’s, 2002, hot cognition 

hypothesis), eliciting a conflict signal which is, in turn, (consciously or unconsciously) 

appraised as an identity threat/affirmation. In a second step, as a reaction to identity 

threat/affirmation, discrete emotions such as anger, anxiety, and enthusiasm are elicited, which 

guide information processing following the affect-as-information hypothesis (Clore et al., 

2001) and the affect heuristic (Slovic et al., 2007) (see also Chapter 4.2.1)  

Besides alternative theoretical explanations for the elicitation of emotions, at least two 

alternative implications of emotions can be proposed. First, in affective intelligence theory, 

Marcus et al. (2000) assume that anxiety motivates individuals to allocate greater attention to a 

stimulus, resulting in more careful information seeking and processing and less reliance on 

habit. In contrast, according to Marcus et al. (2000), enthusiasm and anger trigger reliance on 

heuristic processing strategies such as reliance on prior attitudes (see also: Chapter 2.5.4). 

Incorporating affective intelligence theory, findings by Weeks (2015) suggest that anger 
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facilitates the effects of motivated reasoning. In contrast, anxiety alleviates its 

effects�establishing emotions as a moderator of motivated reasoning and, consequently, 

identity-protection cognition.  

Second, previous research investigating the effects of emotions on information 

processing found that emotions, positive just as negative, decreased cognitive performance 

(Blanchette & Richards, 2003; Cheung-Blunden & Ju, 2016; Jung et al., 2014). The underlying 

theoretical assumption of these studies is that emotions negatively affect reasoning by taking 

up needed working memory capacities which was also empirically found (Viau-Quesnel et al., 

2019). However, this conceptualization of emotion does not support the results of Study 5, in 

which anxiety and enthusiasm both decreased and increased (depending on individuals’ stance) 

performances. Concludingly, future studies might assess in greater depth the effect of emotions 

on processing.   

So far, the updated model of identity-protection cognition has also been silent on when 

to expect anger as a reaction to identity-threat compared to anxiety. At the most, it was 

introduced in the theoretical part of this thesis that anger is likely to be elicited due to a 

perceived violation of one’s standards (Carver & Harmon-Jones, 2009). In contrast, anxiety 

would result from lacking personal control and increased uncertainty (Eysenck et al., 2007) (see 

Chapter 2.5.4). Previous research suggests that anger and anxiety can be a result of the message 

frame (Nabi, 2003; Lecheler et al., 2015). For example, prior studies investigating news 

reporting on immigrants could show that reporting often centered either on reports eliciting fear 

by highlighting economic or individual consequences (Boomgaarden, 2007) or reports eliciting 

anger by highlighting undermining in-group norms (Verkuyten, 2018). Hence, predicting which 

emotion, anger, anxiety or a mix of both is elicited would result from how the identity threat is 

framed.  

4.4.2 Identity threat/affirmation  

Similar to previous studies on motivated reasoning in general (e.g., Bolsen et al., 2014; 

Kunda, 1987; Pennycook & Rand, 2019) and identity-protection in specific (Kahan et al., 2017; 

Lind et al., 2018), in all studies of the cumulus, identity threat/affirmation was assumed when 

participants were confronted with incongruent/congruent information. This assumption limits 

my findings in two ways: First, methodologically, identity threat/affirmation was neither 

measured through validated scales nor experimentally induced. However, only experimental 

induction would ascertain identity threat/affirmation to be the cause of biased 

perception/reasoning. Previous studies employing such identity threat/affirmation have, for 

example, asked participants to write texts about fearful/happy events of their past (e.g., Weeks, 
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2015). The evoked identity threat/affirmation is, in turn, incidental and not integral to the 

afterwards presented (mis)information, moderating and not mediating downstream cognition 

via an emotion-induced allocation of attention (Gable et al., 2015).  

Second, limiting findings theoretically to confront participants with either identity 

incongruent or congruent (mis)information implies that identities/identity-constituting attitudes 

existed a priori. However, misinformation such as health misinformation (Suarez-Lledo & 

Alvarez-Galvez, 2021) are not necessarily polarizing in nature. For example, cancer 

information circulated on social media might not target any political identity. However, 

previous research has found that roughly one-third of cancer information circulated on 

Facebook was false (Gage-Bouchard et al., 2018). Instead of identity-protection mechanisms, 

reasoning about such non-polarizing misinformation might be driven by the emotions elicited 

by the semantic content of the information or credibility cues of the message (paths e & h in 

the model).  

In addition, and especially in light of Study 4, differences in identity acquisition might 

have also shaped the manifestation of identity-protection cognition. Generally, identities can be 

acquired, such as one’s political identity or occupational identity. However, some identities are 

ascribed, such as one’s gender or ethnicity. Examining the difference between acquired and 

ascribed identities, Turner et al. (1984) found, for example, that group commitment was 

stronger when identities were acquired as compared to ascribed. The authors explain this 

finding by referring to cognitive dissonance theory (Festinger, 1957): Individuals who chose 

(acquire) their identity need to compensate for possible negative aspects of the chosen identity 

via enhanced justification that one’s choice was good. Results of Study 4a and 4b support this 

finding. The effect of identity-protection cognition was larger for the acquired identity 

vegetarians than for the ascribed identity of women. Transferring these considerations to the 

context of misinformation, which has been closely connected to politics and political identities, 

Jerit and Zhao (2020) suggest that acquired political identities might exacerbate the effects of 

identity-protection cognition, making individuals even more vulnerable to congruent political 

misinformation. Consequently, future research investigating the role of identity acquisition 

poses interesting research avenues and important contributions in combatting misinformation. 

4.4.3 Individual differences 

Besides individuals’ inclination for systematic processing (cognitive sophistication), 

which I included in the updated model of identity-protection cognition, other individual 

dispositions are likely to affect identity-protection cognition. For example, the dispositional 

readiness to seek out new and potentially threatening stimuli, which has been described as 
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Actively Open-Minded Thinking (AOT) (Haran et al., 2013), is likely to affect identity-

protection in a way that individuals with higher levels of AOT should experience less identity 

threat/affirmation, resulting in reduced bias. First insights support this view (Bronstein et al., 

2019). Similarly, as a counterpart of AOT, which describes openness, the epistemic need for 

cognitive closure describes individual levels of closed-mindedness (Webster & Kruglanski, 

1994) and could affect identity-protection in a way that individuals with higher levels of 

cognitive closure feel more aversive towards identity incongruent (mis)information.  

Moreover, it was recently found that grandiose and vulnerable narcissists engage 

significantly less in systematic reasoning, possibly increasing the predisposition for identity-

protection cognition (Littrell et al., 2020). In addition, it has been shown that vulnerable 

narcissists react stronger to identity threats (Czarna et al., 2018), possibly increasing identity-

protection cognition biases. In contrast, a buffer mitigating identity-protection cognition has 

been identified in scientific curiosity (Kahan et al., 2017). Individuals with higher levels of 

science curiosity displayed lower levels of identity-protection cognition.  

4.4.4 Alternative explanations  

While motivated reasoning and identity-protection cognition have become more and 

more popular in recent years (Yeo et al., 2015), two alternative approaches can similarly explain 

the observed favoring of identity-congruent (mis)information and opposition to identity-

incongruent (mis)information. First, the observed bias can result from an implicit affect 

regulation strategy as a response to a psychological threat. In the clinical-empirical model of 

emotion regulation, Westen and Blagov (2007) suggest “that emotions are evolved response 

tendencies that reinforce behavioral and mental processes that are pleasurable and select against 

those that are aversive” (p. 374). This emotion-regulation understanding is not inherently 

different from an identity-protection framework. In contrast to identity-protection cognition, 

which originates in cognitive dissonance theory, an emotion-regulation perspective to 

motivated reasoning draws on empirical results from neuroimaging studies (Westen et al., 

2006). In their fMRI study, Westen and colleagues (2006) confronted participants with identity-

incongruent information. They observed “activations in the lateral and medial orbital PFC, 

ACC, insula, and the posterior cingulate and contiguous precuneus and parietal cortex” (p. 

1955). The results indicated that motivated reasoning displayed significantly different 

activation compared to scenarios when participants were asked to reason about neutral stimuli. 

According to the authors, the activation of the left ventral lateral frontal cortex points to an 

implicit affect regulation strategy. However, the authors also recognize that their study does not 
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allow to conclude an exact timeline, sequencing implicit affective regulation before subsequent 

cognitive responses.  

A second alternative to why one can observe biased responses is the incomplete 

updating of mental models (Swire & Ecker, 2018), an explanation that dates back to early 

misinformation investigations (Seifert, 2002). While small changes to one’s mental model can 

be integrated (Bailey & Zacks, 2015), this approach suggest that, once misinformation is 

coherently incorporated in a person’s mental model, the person is more likely to dismiss any 

information which would require a global updating of one’s model (Kurby & Zacks, 2012; 

Johnson & Seifert, 1994). This continued influence effect can be overcome when 

misinformation is replaced with an alternative explanation to replace the previous causal 

structure supporting the misinformation. However, such a process is likely to be effortful, 

requiring cognitive and motivational resources (Lewandowsky et al., 2012).  

4.4.5 Motivations and processing style 

The early importance of motivational states is reflected in the nomenclature of the 

observed bias: motivated reasoning. In her seminal work, Kunda (1990) opens her 

argumentation with the statement that “[t]he notion that goals or motives affect reasoning has 

a long and controversial history in social psychology” (p. 480). Later in her work, she argues 

that two motivations (accuracy motivation & directional motivation), decide which reasoning 

strategies individuals employ (see also Chapter 2.3.1). Similarly, Chaiken and colleagues 

(1996) argue for three different motivational states which drive information processing. While 

Chaiken et al. (1996) also discuss accuracy motivation, the authors dissect directional 

motivation into defense motivation and impression formation. The authors aptly describe 

defense motivation as “the desire to hold attitudes and beliefs that are congruent with existing 

self-definitional attitudes and beliefs” (p. 557). In contrast, impression motived individuals are 

driven by the social situation and express judgments tailored to the audience present or 

imagined.  

In light of this, the mechanisms suggested in identity-protection cognition adhere to the 

directional defense motivation description. Similar to identity-protection cognition, Chaiken et 

al. (1996) propose that a defense motivation results from a threat to the self or self-definitional 

attitudes, values, and beliefs. Consequently, I suggest placing the defense motivation in the 

model of identity-protection cognition after the elicitation of identity threat. 

However, which motivation is evoked by an identity affirmation? More provocatively 

speaking, can one even speak of identity-protection cognition when an identity is affirmed by 

incoming (mis)information, and can one assume that similar processes are at play compared to 
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identity-threatening (mis)information? Previous literature on identity-protection is relatively 

silent in this regard. At the most, (Dunning, 2015) could show that individuals who perceive a 

threat to their identity react with the need to reaffirm their identity (see also: Sherman & Cohen, 

2006).  

One of the rare studies investigating possible underlying processing differences between 

motivated reasoning in the case of incongruent information compared to motivated reasoning 

in the case of congruent information comes from Jain and Maheswaran (2000). Building on 

previous results suggesting that congruent information is examined less critically than 

incongruent information (Ditto & Lopez, 1992) and that individuals engage in more extensive 

search to justify prior attitudes (Kruglanski, 1980), the authors hypothesized that incongruent 

information results in more systematic and elaborated processing as compared to congruent 

information. The results support the author’s hypothesis: Participants engaged in more 

systematic processing when faced with incongruent information.  

Taking these findings into account for identity-protection cognition would mean that 

identity-affirming (mis)information is passed on with less scrutiny. In contrast, identity-

threatening (mis)information are followed by a defense motivation and leads to more systematic 

processing to counter the identity threat, which has also been termed rationalization (Cushman, 

2020). However, this suggestion contradicts recent findings, which indicated that more 

systematic processing reduces identity-protection cognition (Bago et al., 2020; Pennycook & 

Rand, 2019, 2021) (see also Chapter 2.5.5). Similar to Study 5 of this cumulus, these studies 

assessed individual predispositions to engage in systematic processing and cognitive 

sophistication, showing that individuals who are more inclined to process information 

systematically exhibited less bias.     

How can systematic processing increase bias in one case and decrease bias in another? 

I suggest that one way to explain these contradicting results is to ask under which condition 

individuals with higher cognitive sophistication skills employ these skills to arrive at an 

accurate conclusion and under which condition the same individuals employ their skills to 

rationalize (mis)information to arrive at a pre-defined conclusion. In other words, one needs to 

take into account the individual predisposition as well as the situational cues that might trigger 

a defense motivation. A second possible explanation suggests that the individual predisposition 

to systematically process (mis)information is conceptually different from the individual 

predisposition to suppress (intuitive) prepotent responses. To carefully dissect how individual 

predispositions, motivations, and situational differences impact identity-protection cognition 

raises important questions for future studies.    
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4.5 Conclusion 

The overarching aim of the studies in this thesis is to gain a deeper understanding of the 

relationship between misinformation on social media and motivated reasoning. This thesis 

shows that motivated reasoning affects misinformation processing and diffusion on different 

levels, such as the sharing of misinformation, perceptions of and engagements with fraudulent 

entities, evaluations of credibility and journalistic practices, and reasoning about 

(mis)information. The five studies conducted for this thesis demonstrate similar effects of 

motivated reasoning on misinformation circulation: congruent (mis)information is more readily 

trusted, accepted, and shared than incongruent (mis)information which is met with less trust, 

more rejection, and fewer shares. Consequently, the effects of motivated reasoning are twofold: 

Motivated reasoning makes individuals either more receptive or resistant to misinformation.  

The similar effects of motivated reasoning on misinformation circulation are explained 

by an identity threat/affirmation and threat/affirmation induced emotional reactions. However, 

it is also found that threat/affirmation induced emotional reactions are likely confounded with 

emotions elicited by the semantic content of the (mis)information. Moreover, credibility cues 

of the (mis)information, individuals’ cognitive sophistication abilities, and task affordances 

moderate motivated reasoning. To incorporate these findings, a refined model of motivated 

reasoning as identity-protection cognition is introduced.  

Overall, the results of this thesis contribute to a better understanding of how motivated 

reasoning affects misinformation on social media and elucidate motivated reasoning’s 

underlying psychological processes.  
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Shareworthiness�and�motivated�reasoning�in�hyper�partisan�news�sharing�

behavior�on�Twitter�

Abstract�

While�news�sharing�by�ordinary�social�media�users�has� received�growing�attention,�

hyper�partisan� news� sharing,� which� has� been� closely� associated� with� misinformation�

circulation,� has� received� less� attention.� In� this� study,�we� investigate� hyper�partisan� news�

sharing�from�two�perspectives:�(1)�the�features�that�make�hyper�partisan�news�share�worthy,�

as�well�as�(2)�the�user�motivations�that�drive�the�sharing�process.�We�scrutinize�one�week’s�

content�from�Infowars.com�as�it�was�shared�on�Twitter.�Through�both�manual�coding�of�news�

content�and�semi�automated�clustering�of�Twitter�account�descriptions,�we�find�that�human�

interest�and�conflict� in�news�stories�drive� the�sharing�process� from�a�content�perspective.�

Concerning�the�user�perspective,�we�find�partial�support�for�a�sharing�hypothesis�based�on�

motivated�reasoning,�which�indicates�that�users�are�more�likely�to�share�hyper�partisan�news�

stories�if�these�align�with�their�own�political�opinions.��

Keywords:�news�sharing,�shareworthiness,�motivated�reasoning,�Infowars,�hyper�partisan�

news,�popularity�cues�

Introduction�

Digital�media,�and�social�media�as�a�distinct�subset�within�this�category,�have�become�

an�ever�more�crucial�source�of�news�for�audiences�around�the�world�over�the�past�decade.�

Indeed,� the�2017�Digital�News�Report,�published�by� the�Reuters� institute� for� the�Study�of�

Journalism� at� the� University� of� Oxford� (Newman� et� al.,� 2017),� points� to� a� substantial�

generational�shift� in�news�engagement�practices:�digital�media�are�now�the�main�source�of�

news�for�half�or�more�of�the�respondents�across�the�36�nations�it�studied�who�were�aged�44�

or�under,�while�TV�and�other�legacy�media�remained�central�only�for�older�news�audiences.�

Further,�social�media�play�an�ever�increasing�role�as�a�distinct�space�for�encountering�news�

within� this� overall� digital� media� environment;� in� 2017,� for� example,� fully� one� third� of�

respondents�aged�18�24�received�their�news�mainly�from�social�media�(Newman�et�al.,�2017,�

p.11).�

This� shift� away� from� established� legacy� news� media� and� towards� online� news�

engagement� results� in� several� important� changes� to� news� consumption� patterns.� First,� it�

reduces�news�brand�loyalty:�online,�users�are�able�to�access�and�engage�with�a�substantially�

broader�range�of�news�brands�from�around�the�world,�and�many�do�–�leading�Funt�et�al.�(2016,�

n.p.)� to� ask,� “do� brands� even� matter� anymore?”� Second,� the� use� of� social� media� for�

discovering�the�news�has�also�shifted�news�engagement�dynamics�to�a�more�passive�mode�for�

many�users:�they�are�using�social�media�as�“social�awareness�streams”�that�“unbundle�a�news�

story� into� its� individual� components”� (Hermida,� 2012,�p.� 665).� In� this� environment,�users�

encounter� news� serendipitously,� in� the� form� of� news� items� shared� by� their� friends� and�

connections�on�social�media�platforms�such�as�Facebook�and�Twitter�–�and�this�serendipity�

even�increases�the�diversity�of�the�news�sources�they�encounter:�“those�who�are�incidentally�

exposed�to�news�on�social�media�use�more�different�sources�of�online�news�than�non�users”�

(Fletcher�&�Nielsen,�2018,�p.2459).�
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If�the�news�articles�that�are�shared�by�individuals�in�a�social�media�user’s�network,�as�

a� result�of� those� individuals’� gatewatching�of�mainstream� and�niche�news�outlets� (Bruns,�

2018),�are� thus�critically� important� in�shaping� the�overall�news�diet�of� that�user,� then� this�

places�even�greater� importance�on� the�news�sharing�decisions�made�by� these� individuals.�

Such�decisions�can�be�understood�from�two�broader�perspectives:�First,�online�news�sharing�

as�a�process�of�evaluating�the� importance�and�relevance�of�the�news�articles�themselves�–�

assessing� a� story’s� shareworthiness� (e.g.� Kilgo� et� al.,� 2020;� Trilling� et� al.,� 2017).� In�

shareworthiness,�users�who�encounter� the�story�as�published�by� the�news�outlet�consider�

whether�the�story�is�of�relevance�to�their�own�social�media�followers�and�should�therefore�be�

shared�with�them�on�Facebook,�Twitter,�or�other�platforms.� In�such�work,�multiple�success�

factors�have�been�identified�by�comparing�more�and�less�successfully�shared�articles�on�social�

media.��

In� contrast� to� shareworthiness� as� a� perspective� that� seeks� to� identify� crucial�

characteristics�of�the�news�driving�news�sharing,�the�second�perspective�seeks�to�understand�

crucial�motivations�of�users�driving�the�news�sharing�process�(e.g.�Syn�&�Oh,�2015).�Previous�

studies�have�already�found�various�individual�motivations�for�sharing�news,�such�as�impression�

management�or� information�seeking� (e.g.�Lee�&�Ma,�2012).�Rather� than�assuming� specific�

motives�that�drive�the�sharing�process,�we�apply�motivated�reasoning�theory�to�explain�news�

sharing.� Motivated� reasoning� suggests� that� people� sometimes� process� attitude�relevant�

information� in� a�biased�manner� in� a�way� that� favors� attitude�congruent� information�over�

attitude�incongruent�information�(Kunda,�1990).�In�the�same�manner,�we�propose�that�users�

favor�and�prefer�to�share�attitude�congruent�news�over�attitude�incongruent�news.�We�argue�

that� motivated� reasoning� as� an� overarching� theoretical� framework� is� appropriate� since�

previous�studies�have�found�that�individuals�regularly�show�a�bias�for�in�groups,�especially�in�

political� communication� (Druckman� et� al.,� 2016;� Lodge� &� Taber,� 2000).� However,� both�

perspectives� are� ultimately� two� sides� of� one� coin� and� are,� as� such,� interdependent� and�

inextricably�interlinked.��

In�this�article,�we�combine�these�two�perspectives�on�news�sharing�by�applying�both�

perspectives�to�hyper�partisan�news�media.�We�select�hyper�partisan�news�media�as�studies�

that� investigate� from� both� perspectives� (shareworthiness� and� sharing� motivations)� why�

material�from�alternative,�niche,�and�fringe�news�media�outlets� is�shared�remain�scarce.�By�

contrast,�sharing�of�news�online,�and�the�shareworthiness�considerations�that�determine�it,�

have�received�an�increasing�amount�of�scholarly�attention�in�recent�years.�Such�studies�have�

largely�focused�on�shareworthiness�factors�and�sharing�motivations�for�general,�mainstream�

news�content,�however.�This�is�all�the�more�problematic�in�light�of�growing�concerns�about�

the� impact�of�partisan�and�hyper�partisan�news�sources�on�political�discourse,�especially� in�

deeply�polarised�societies�such�as�those�of�the�United�States�and�United�Kingdom.� In�their�

study�of�mainstream�and�social�media�coverage�of�the�2016�US�presidential�election�campaign,�

for� instance,�Faris�et�al.� (2017,�p.�11)�observe� “a� significant� reshaping�of� the�conservative�

media�landscape�over�the�past�several�years”,�and�even�suggest�that�as�a�result�of�these�shifts�

“the�center�of�attention�and�influence�for�conservative�media�is�on�the�far�right.�The�center�

right� is�of�minor� importance�and� is� the� least� represented�portion�of� the�media� spectrum”�

(2017,�p.�10),�with�Breitbart�and�similar�sites� from� the�extreme� right�playing�a�particularly�

prominent�role.�Following�Benkler�et�al.�(2017),�we�describe�such�outlets�as�hyper�partisan:�

they�are�
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�

sites� that� revive� what� Richard� Hofstadter� called� “the� paranoid� style� in� American�

politics,”�

combining�decontextualized�truths,�repeated�falsehoods,�and�leaps�of�logic�to�create�a�

fundamentally�misleading�view�of�the�world.�(2017,�n.p.)�

�

As�Benkler�et�al.�note,�this�category�of�sites�“appears�to�have�not�only�successfully�set�the�

agenda� for�the�conservative�media�sphere,�but�also�strongly� influenced�the�broader�media�

agenda”�(ibid.).�

The�term�‘hyper�partisan’�also�enables�us�to�move�beyond�simplistic�evaluations�of�the�

truthfulness�of�the�news�articles�that�these�sites�publish.�At�issue�here�is�not�whether�the�news�

published�in�such�sites�is�wholly�‘fake’�or�‘real’,�nor�whether�‘fake�news’�is�disseminated�more�

quickly�on�social�media�platforms�than�‘real�news’�(Vousoughi�et�al.,�2018);�in�reality,�as�the�

studies�cited�here�have�shown,� the�stories�published�by�hyper�partisan�news�outlets�often�

contain�at�least�a�kernel�of�truth,�but�twist�their�material�well�out�of�context.�‘Fake�news’�is�

thus�an�inadequate,�insufficiently�defined�term;�what�is�more�important�is�that�hyper�partisan�

news� content� is� implicated� in� the� dissemination� of�mis�,�dis�,� and�malinformation,� in� the�

definition� provided� by�Wardle� and� Derakhshan� (2017,� p.� 20),� and� has� been� blamed� for�

disrupting�elections�(Shin�et�al.,�2018)�and�eroding�societal�trust�(Turcotte�et�al.,�2015).�As�a�

result,� the�need� to�understand�what�hyper�partisan�content� is�shared�on�social�media� (i.e.�

shareworthiness)� and� why� some� social� media� users� choose� to� share� such� content� (i.e.�

individual�motives)�becomes�all�the�more�pressing.�

To� complete� the� picture� of� hyper�partisan� news� sharing,� we� examine� (1)� news�

characteristics�that�increase�or�decrease�the�shareworthiness�of�hyper�partisan�content,�and�

(2)�user�characteristics�that�provide�the�motivations�for�this�sharing�process.�We�do�this�in�two�

steps:�first,�we�ask�which�characteristics�of�hyper�partisan�news�make�articles�more�or� less�

likely� to�be�shared�on�social�media.�Second,�employing�motivated� reasoning� theories� from�

cognitive�and�social�psychology,�we�hypothesise�that�articles�which�support�users’�prior�beliefs�

and�attitudes�are�more� likely� to�be� shared.�Hence,�we�pursue� the� following� two� research�

questions:�

�

1. What�makes�hyper�partisan�news�more�or�less�shareworthy�on�social�media?�

2. How�can�motivated�reasoning�explain�hyper�partisan�news�sharing?��

�

To� answer� these� research� questions,� we� investigate� one� week’s� content� from�

Infowars.com,�a�well�known�hyper�partisan�news�outlet,�as�it�was�shared�on�Twitter9.�Through�

manual�coding�of�news�content,�we�compare� in�a� first�step�content�that�was�published�by�

Infowars�and� shared�on�Twitter�with� content� that�was�published�but�not� shared�–�hence,�

determining�the�shareworthiness�factors.�We�relied�on�GDELT�(Leetaru�&�Schrodt,�2013),�a�

public�database�that�monitors�global�news�coverage�in�real�time,�to�identify�all�Infowars�news�

articles�published�during� the� timeframe�covered�by�our�Twitter�dataset� (the� final�week�of�

September�2019).� In�determining� the�shareworthiness� factors,�we�specifically�differentiate�

�
9�A�thorough�justification�of�why�we�chose�Infowars�and�Twitter�can�be�found�in�the�methodology�
section�‘Sampling�and�time�frame’.�
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between�cross�platform�and� in�platform�on�sharing.�While�cross�platform�sharing�describes�

how�often�news�were�shared�on�Twitter�in�general,�in�platform�on�sharing�assesses�how�often�

news� were� shared� on�within� a� platform� (in� our� case� Twitter).� This� allows� for� a� refined�

interpretation�of�shareworthiness�that�distinguishes�between�primary�and�secondary�sharing�

processes.��

In� addition,�we� collected� Twitter�profile�descriptions� from� all�of� the� accounts� that�

shared�Infowars�URLs�on�Twitter,�in�order�to�use�them�as�a�proxy�for�understanding�possible�

sharing�motivations.�Based�on� the�profile�descriptions,�we� grouped� accounts� into�opinion�

clusters� to� identify� if� they�were�more� likely� to�share�opinion�congruent�news�stories�–� for�

instance,� to� determine� whether� self�described� conservative� accounts� also� predominantly�

share�news�articles�representing�such�political�perspectives.�

��

�

Theoretical�Background�

Our� study� builds� on� two� major� theoretical� foundations:� shareworthiness� and�

motivated� reasoning.�Respectively,� these�address� the�questions�of�which�news� stories�are�

shared,�which�existing�research�seeks�to�explain�by�examining�the� inherent� features�of�the�

content�being�shared;�and�of�why�such�news�stories�are�shared,�which�past�studies�address�by�

exploring�the�likely�motivations�of�users�sharing�the�news.�In�this�section,�we�introduce�these�

theoretical� frameworks� –� newsworthiness� and� shareworthiness� on� the� one� hand,� and�

motivated�reasoning�on�the�other�–�in�turn,�and�develop�the�hypotheses�that�guide�our�own�

research.�

�

Which�news�stories�are�shared?�From�newsworthiness�to�shareworthiness�

Today’s�notion�of� shareworthiness� extends� from� the� concept�of� newsworthiness�–�

determining�which�events�are�most� likely�to�become�news.�Developing�news�value�theory,�

Östgaard�(1965),�as�well�as�Galtung�and�Ruge�(1965),�introduced�specific�factors�that�impact�

on� newsworthiness,� like� unexpectedness,� references� to� individuals� (human� interest),� or�

negativity.� These� factors�have� proven� to� influence� not�only� journalists’� selection� of� news�

stories,�but�also�the�audience’s�selection�and�preferences�(Eilders,�2006).�Galtung�and�Ruge�

(1965)� proposed� that� these� individual� news� value� factors� serve� as� a� “good� score� of� the�

[otherwise]�elusive�concept�of�‘newsworthiness’”�(p.71).��

Translating�news�value�theory�and�newsworthiness�to�the�practice�of�news�sharing,�

Trilling�and�colleagues� (2017)�arrived�at� the�concept�of� shareworthiness,�which�provides�a�

central�point�of�focus�for�our�article.�They�proposed�seven�factors�to�explain�why�content�was�

shared�on� Facebook�and�Twitter.�Their�empirical� results� indicated� that�all� seven� factors�–�

geographical�distance,�cultural�distance,�higher�negativity,�higher�positivity,�the�presence�of�

conflict�and�human� interest�(only� for�Facebook�shares),�and�exclusiveness� (only� for�Twitter�

shares)�–�predicted�news�sharing.�This�research�approach�has�been�extended�by�others:�for�

example,�Valenzuela�et�al.�(2017)�applied�news�value�theory�to�news�frames�and�news�sharing.�

Through� in�depth� interviews,�they� investigated�how�different�news�frames�affected�sharing�

likelihood.�Their�results�indicate�that,�contrary�to�Trilling�et�al.�(2017),�the�presence�of�conflict�
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frames�decreased�news�sharing,�and� that�human�interest� frames�had�no�effect�on�sharing�

news.��

Although�academic�interest�in�the�shareworthiness�of�mainstream�media�content�has�

grown� in� recent�years,�comparatively� little� is�known�about�why�users�share�hyper�partisan�

news,�as�a�specific�subset�of�news�content�that�is�distinct�from�ordinary�news.�Since�hyper�

partisan�news�outlets�display�features�different�from�mainstream�news�–�at�the�level�of�the�

identity� of� the�news�producer,� the� content�produced,� the�organizational� structure�of� the�

outlet,�and�its�embedding�in�the�wider�news�ecosystem�(Holt,�Figenschou,�&�Frischlich,�2019)�

–� and� position� themselves� outside� of� the� traditional� media� system� (e.g.� by� describing�

themselves�as�‘alternative’�media;�Figenschou�&�Ihlebæk,�2019),�it�is�necessary�to�differentiate�

hyper�partisan� news�sharing� from� traditional� news�sharing:� users� may� have� different�

motivations� for�sharing�such�hyper�partisan�content,�and�respond�to�different�attributes� in�

the�content.�One�of�the�few�studies�that�scrutinized�hyper�partisan�news�sharing�came�from�

Xu,� Sang,� and� Kim� (2020):� using�manual� coding� as�well� as� computational� techniques,� the�

authors�investigated�how�hyper�partisan�news�was�liked�and�shared�on�Facebook.�To�do�so,�

they�examined�articles�on�three�levels:�source,�style,�and�content.�Concerning�the�source,�they�

found�that,�while�the�inclusion�of�the�author�byline�in�articles�generally�increased�shares,�more�

information�about�the�author’s�biography�and�more�hyperlinks�decreased�shares.�Concerning�

style,�results�indicated�that�more�emotional�content�was�only�more�likely�to�be�liked�but�not�

shared.� Also,�more� formal� and� logical� language,� as�well� as�multimedia� content,� affected�

neither� likes�nor�shares.�Lastly,�Xu�and�colleagues� (2020)�found�that�specific�moral� frames,�

such�as�an�authority�frame,�increased�shares.�

Based� on� these� findings,�we� have� developed� a� list� of� previously� identified� factors�

associated�with�shareworthiness� in�both�mainstream�and�hyper�partisan�media,�which�we�

discuss� in�the�following.�This� list�does�not�encompass�all�previously� found�shareworthiness�

factors,� but� instead� focuses� especially� on� repeatedly� reported� news� values� and�

shareworthiness� factors.�To�be�clear:�our�central�focus� in�this�article� is�on�shareworthiness�

(i.e.,�the�factors�that�make�social�media�users�share�news�articles),�not�on�newsworthiness�

(the�factors�that�make�journalists�cover�news�events�in�the�first�place).�There�are�considerable�

overlaps�between�both�sets�of�factors,�and�this� is�unsurprising:�newsworthiness�factors�are�

based�on�what�journalists�expect�their�audiences�to�be�interested�in,�while�shareworthiness�

factors�result�from�the�direct�observation�of�such�audience� interests�(as�expressed� in�news�

sharing�practices�via�social�media).�The�two�sets�of�factors�are�not�entirely�identical,�however:�

journalists�may�cover�stories�that�they�believe�audiences�need�to�know�about,�whether�those�

audiences�are�interested�or�not;�audiences�may�share�stories�with�limited�news�value�if�they�

are�sufficiently�amusing,�surprising,�or�outrageous.�

�

Proximity��

In�their�early�works,�Galtung�and�Ruge�(1965)�described�proximity�as�one�of�the�news�

values�that�determine� if�an�event� is�reported�as�news.�According�to�the�authors,�the�closer�

(culturally�or�geographically)�an�event�is�to�the�country�where�it�is�reported,�the�more�likely�it�

is�to�become�news.�The�news�value�of�proximity�was�supported�by�further�research�(Bednarek�

&�Caple,�2017),�including�studies�of�news�images�(Ahva�&�Pantti,�2014)�and�among�different�

cultures� (Masterton,� 2005).� Moreover,� the� concept� was� successfully� translated� to�

shareworthiness�(Trilling�et�al.,�2017;�Valenzuela�et�al.,�2017).�Although� it�has�been�argued�
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that�the�importance�of�a�traditional�news�value�like�proximity�would�decrease�in�a�globalized�

world,� in�“today’s�global�social�media�networks�geographic�proximity�still�matters”� (Bruns,�

2018,�p.�136).�One�psychological�explanation�for�the�influence�of�proximity�is�that�proximate�

content� is�more�relatable�for�readers,�which�has�also�been�found�to� influence�commenting�

behavior�(Weber,�2014).�Proximate�content�might�also�be�more�likely�to�convey�information�

that�affects� the� individual�personally.�This� is� supported�by� the� findings�of�Ahva�and�Pantti�

(2014),�who�investigated�the�role�of�proximity�in�today’s�digital�news�environment.�They�found�

proximity�to�be�used�as�a�central�means�to�engage�audiences.��

Because� our� investigation� examines� the� sharing� of� Infowars� content,� we� define�

proximity�from�the�perspective�of�the�United�States.�We�hypothesize�that:�

�

H1:� Issues� that� are� proximate� (culturally� and/or� geographically)� are�more�

likely�to�be�shared.�In�turn,� issues�that�are�culturally/geographically�distant�

are�less�likely�to�be�shared.���

�

Conflict��

Likewise,� in� their� list� of� news� values,�Galtung� and� Ruge� (1965)� proposed� that� the�

presence�of�controversy�or�conflict� increases� the� likelihood�of�an�event�becoming�news.�A�

conflict�is�characterized�by�the�portrayal�of�at�least�two�disagreeing�sides�and�is�deemed�to�be�

of� more� interest� to� the� audience� than� consensus� (Semetko� &� Valkenburg,� 2000).� This�

facilitating�effect�of�conflict�has�also�been�found�for�news�sharing�(Kim,�2015;�Trilling�et�al.,�

2017;�Valenzuela�et�al.,�2017).�Underlying�psychological�concepts�that�drive�conflict�as�a�news�

and�sharing�factor�are�sensationalism�and�negativity�bias.�Concerning�the�former,�Ng�and�Zhao�

(2020)�hypothesized�that�the�two�evolutionary�needs,�environmental�surveillance�and�social�

involvement,� cause� sensational� news� such� as� conflicts� to� be� shared� more.� Concerning�

negativity�bias,�psychological�studies�have�found�that�negative�events�elicit�stronger�cognitive,�

emotional,�and�behavioral�responses�than�neutral�or�positive�events�(Baumeister�et�al.,�2001).��

We�therefore�hypothesize�that:�

�

H2:�Issues�that�portray�a�conflict�or�a�controversy�are�more�likely�to�be�shared.�

Issues�that�do�not�contain�a�conflict�are�less�likely�to�be�shared.��

�

Human�interest�

The� factor�human� interest,�which�gives�news�stories�a�human� face�or�an�emotional�

angle�(Neuman�et�al.,�1992;�Semetko�&�Valkenburg,�2000),�was�introduced�to�the�discussion�

of�news�values�subsequent�to�Galtung�and�Ruge’s�earlier�work.�This�factor�relates�to�a�softer�

style� of� personalized� storytelling,� in� contrast� to� ‘hard� news’,� and� is�more� entertainment�

centered�(Jebril�et�al.,�2013).�Concerning�shareworthiness,�Trilling�and�colleagues�(2017)�found�

human�interest�to�be�less�important�than�conflict�or�proximity�(especially�for�Twitter�shares).�

However,�others�have�found�opposite�effects�(García�Perdomo�et�al.,�2018).�An�investigation�

of�the�so�called�Ice�Bucket�Challenge�and�its�sharing�has�shown�that�most�journalists�utilized�

human� interest� in� their� reporting,� for� example� (Kilgo� et� al.,� 2020).� From� a� psychological�

perspective,�a�human�interest�angle�might�trigger�emotional�arousal�which,�in�turn,�increases�

psychological�engagement�with�the�news�story.�We�hypothesize�that:��

�
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H3:� Issues� that� portray� an� angle� of� human� interest� are�more� likely� to� be�

shared.�Issues�that�do�not�contain�an�angle�of�human�interest�are�less�likely�

to�be�shared.��

�

Morality�

Similar�to�human�interest,�the�news�factor�morality�was�introduced�to�the�discussion�

on�newsworthiness�at�a�later�stage�(Neuman�et�al.,�1992;�Semetko�&�Valkenburg,�2000),�and,�

although� journalists�use� it� less�often�due�to�their�commitment�to�objective�news�reporting�

(Wasike,�2013),�audiences�often�use�morality� frames� to�understand� the�news� (de�Vreese,�

2012).�In�the�case�of�shareworthiness,�morality�is�defined�as�putting�“the�event�or�issue�in�the�

context�of�values,�moral�prescriptions,�normative�messages,�and�religious�or�cultural�tenets”�

(Valenzuela�et�al.,�2017,�p.�809).�A�psychological�reason�for�the�importance�of�morality�as�a�

shareworthiness� factor� is� that�moral� emotions,� like� outrage� and� disgust,� are� elicited� by�

moralizing� content.�This� is� supported�by�a� recent� investigation�which� showed� that�moral�

emotional� language�accelerated�sharing�on�social�media�through�social�contagion�(Brady�et�

al.,�2017).�Similar�to�negativity�bias,�moral�emotions�have�also�been�shown�to�mobilize�people�

if�the�content�resonates�with�or�contradicts�the�individual’s�value�predispositions�(Rubenking,�

2019).�We�thus�hypothesize�that:�

�

H4:�Issues�that�portray�moralizing�content�are�more�likely�to�be�shared.�Issues�

that�do�not�portray�moralizing�content�are�less�likely�to�be�shared.��

�

Visual�content�

Lastly,�we�want�to�draw�attention�to�visual�content.�As� Infowars�not�only�publishes�

written�news�reports�but�also� livestreams�videos�and�shows�which�are�“repackage[d]�to� fit�

web�and�social�media�formats”�(Van�den�Bulck�&�Hyzen,�2020,�p.�51),�we�can�expect�to�find�

URLs�that� link�to�visual�content.�As�previous�studies�have�found,� images�and�videos�are�far�

more�likely�to�be�shared�on�Twitter�than�in�any�other�medium�(Goel�et�al.,�2016),�although�

results�by�Xu�and�colleagues�(2020)�did�not�find�support�for�this�claim.�This�can�be�explained�

by� the� lower� cognitive� affordances� and� effort� required� in� information� acquisition.� We�

therefore�hypothesize�that:��

�

H5:�Issues�that�contain�mostly�visual�content,�like�videos,�are�more�likely�to�be�

shared.�Issues�that�are�not�visual�reports�are�less�likely�to�be�shared.��

�

Why�news�is�shared�–�Motivations�for�news�sharing��

Understanding�news�sharing�from�a�shareworthiness�perspective�neglects,�however,�

the�user’s�motivations� for�news� sharing.�Though�extrinsic� content� characteristics,� like� the�

shareworthiness� factors� discussed� above,� have� certainly� proven� to� explain� news� sharing�

patterns� in�general,� it�has�also�been�shown�that� individuals�have�different� intrinsic�sharing�

motives� that� shape� their� specific� news� sharing� choices.� Such� intrinsic�motives�may� be� of�

particular� importance� in� the� sharing� of� hyper�partisan� news� content,�which� is� inherently�

designed� to� appeal� to� users� with� strong� pre�existing� ideological� loyalties.� We� expect�

ideologically�determined�intrinsic�user�motivations�to�play�a�considerably�stronger�role�in�the�
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decision�to�share�hyper�partisan�news�content�than�they�would�do�in�sharing�more�balanced,�

mainstream�news�reporting,�where�extrinsic�shareworthiness�factors�relating�to�the�content�

and�substance�of�a�story�are�more�important.�We�follow�this�line�of�inquiry�by�connecting�the�

logics�of�news�sharing�with�the�theory�of�motivated�reasoning.��

Motivated� reasoning� generally� proposes� that� people� sometimes� process� attitude�

relevant�information�in�a�biased�manner�in�a�way�that�favors�attitude�congruent�information�

over� attitude�incongruent� information� (Kunda,�1990).�One� theoretical�explanation� for� this�

biased�processing�relates�to�differing�motivational�states.�For�example,�Chaiken,�Giner�Sorolla,�

and�Chen� (1996)� suggested� that� individuals�are�not�always�driven�by�accuracy�goals�when�

processing� information.� Instead,� individual� cognition� is� sometimes� driven� by� belief�

preservation�and�self�concept�defense�(defense�motivation).�Hence,�the�authors�predict�that,�

once�defense�motivation� is�triggered�by�attitude�incongruent� information,� individuals�favor�

information�that�reinforces�prior�attitudes.�To�reduce�the�threatening�potential�of�attitude�

incongruent� information,� attitude�contradicting� content� can� be� ignored� (defensive�

inattention)� or� over�critically� evaluated� (defensive� counterarguing).� Defensive�

counterarguing,�however,�is�more�likely�to�occur�when�content�seems�easy�to�refute�(Lowin,�

1969).�

In�line�with�motivated�reasoning�and,�especially,�defense�motivation,�we�suggest�that�

it� is�more� likely� that� individuals� share�attitude�congruent� than�attitude�incongruent�news.�

While�attitude�congruent�news�should�signal�no�threat�to�the�individual,�attitude�incongruent�

news�could�threaten�the� individual�self�concept,� leading�to�defensive� inattention.�Empirical�

findings�from�social�and�political�psychology�support�this�view.�De�Hoog�(2013),�for�example,�

found� that� when� people� were� confronted� with� self�threatening� information,� defense�

motivation�was�induced,�resulting�in�biased�information�processing.��

In�line�with�motivated�reasoning,�ideology�based�motivations�that�drive�the�spread�of�

misinformation� have� been� identified� before� (An� et� al.,� 2013;� Marwick,� 2018).� An� and�

colleagues�(2013)�found,�for�example,�that�users�tend�to�share�articles�that�were�congruent�

with�their�prior�attitudes�and�beliefs.�This� is�supported�by�recent�findings�which�show�that�

attitude�congruent�information�is�more�likely�to�be�shared,�independent�of�source�credibility�

(Clemm�von�Hohenberg,�2019).�In�fact,�on�Twitter�“attitudinal�congruence�mattered�more�for�

known�sources”�(p.�33).�Nevertheless,�we�acknowledge�that�there�are�rationales�that�could�

lead�users�to�share�attitude�incongruent�news:�for�example,�to�discredit�or�correct�such�news.�

We�hypothesize�that:��

�

H6:� Individual�attitudes�drive� the�processes�of�news� sharing� in�a�way� that�

those�news�stories�that�align�with�an�individual’s�attitudes�are�more�likely�to�

be�shared,�whereas�stories�that�do�not�align�with�or�that�are�neutral�to�an�

individual’s�attitude�are�less�likely�to�be�shared.��

�

Methodology�

Sampling�and�timeframe�

For� the� present� study,� we� collected� tweets� from� Twitter� that� shared� URLs� from�

Infowars�during�the�last�week�of�September�2019.�We�selected�Twitter�as�a�platform�that�is�a�
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particularly� popular� social�medium� for� news� dissemination� and� consumption� (Tandoc� &�

Johnson,�2016),�and�a�space�that�enables�us�to�comprehensively�observe�the�public�sharing�of�

articles� from�specific�news�outlets.�We�selected� Infowars,� founded�by�Alex� Jones,�as� it�has�

previously�been�classified�as�hyper�partisan�(Xu�et�al.,�2020),�and�has�been�linked�to�a�greater�

network�of�misinformation�spread�(Shao�et�al.,�2018).�Further,�we�chose� Infowars�because�

amongst�comparable�hyper�partisan�sites,�it�is�one�of�the�most�prominent�sources:�the�Reuters�

Institute�Digital�News�Report�2019�(Newman�et�al.,�2019,�p.�24)�shows�that�fully�33%�of� its�

panel�of�US�based�respondents�are�aware�of�the�site.�This�places�it�second�only�to�Breitbart�

(44%),�and�ahead�of�other�key�hyper�partisan�outlets�such�as�The�Blaze�(31%)�and�Daily�Caller�

(27%).� In� addition,� and� especially� also� in� comparison�with� these� other� prominent� hyper�

partisan� outlets,� Infowars� serves� as� a� particularly� useful� case� study� because� its� content�

distribution�on�Twitter�is�entirely�driven�by�third�party�accounts,�rather�than�resulting�in�part�

from� the� promotional� efforts� of� official� Twitter� accounts� affiliated� with� the� site:� the�

institutional�and�personal�accounts�operated�by� Infowars�and� its� founder�Alex� Jones�were�

banned�from�Twitter�in�2018.�This�means�that�Infowars�content�is�now�distributed�on�Twitter�

overwhelmingly� as� a� result� of� the� individual� sharing� decisions�made� by�members� of� its�

audience,�while�content�from�Breitbart�and�similar�sites� is� instead�disseminated� in�the�first�

place�in�tweets�by�these�sites’�institutional�accounts,�and�by�the�retweeting�of�those�tweets�

by�other�users.�This�positions�Infowars�uniquely�well�as�an�object�of�study�for�our�purposes:�

we�can�be�confident�that�the�sharing�decisions�we�observe�in�our�data�represent�individual�

users’�original�decisions�on�whether�to�share�any�given�Infowars�article,�and�are�not�influenced�

by�the�activities�of�the�site’s�institutional�account�or�the�account�of�its�leader�Alex�Jones.�

As�the�timeframe�of�our�data�collection,�we�selected�the�last�week�of�September�2019.�

This�covered�the�emergence�of�impeachment�claims�against�then�US�President�Donald�Trump,�

possibly� resulting� in�higher� rates�of�engagement�on�alt�right�outlets�such�as� Infowars.�We�

decided�to�restrict�the�timeframe�to�one�week�of�sharing.�This�kept�the�number�of�collected�

tweets�small�enough� for�comprehensive�manual�coding�but� large�enough� to�detect� trends�

beyond�a�single�event,�and�to�use�computational�methods�in�our�analysis.���

�

Data�collection�to�answer�RQ1�and�H1�H5�

To� answer� RQ1� and� determine� which� available� Infowars� articles� were� shared� on�

Twitter� and�which�were� not,�we� utilized� the� GDELT� project� (Global� Database� of� Events,�

Language,�and�Tone)10.�GDELT�(Leetaru�&�Schrodt,�2013)�is�an�open�data�project�that�monitors�

global�news�coverage� in�real�time� in�over�100� languages,�from�print�media�to�broadcasting�

and�web� formats,� applying� natural� language� processing,� data�mining,� and� deep� learning�

algorithms�to�extract�about�300�categories�of�events,�themes,�and�emotions.�GDELT�has�been�

used�to�predict�social�unrest�(Qiao�et�al.,�2017),�study�political�conflict�(Yonamine,�2013),�or�

examine�visual�media�coverage�(Kwak�&�An,�2014).�As�GDELT� includes�hyper�partisan�news�

outlets�like�Infowars�in�its�dataset,�it�provides�a�useful�source�of�information�on�the�full�range�

of�articles�published�on�the�site.�

By�querying�GDELT,�we� identified�169� Infowars�articles� that�were� first�captured�by�

GDELT� during� the� period� of� 23� to� 29� September� 2019.� Further,� to� identify�which� of� the�

�
10�https://www.gdeltproject.org/�
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available�Infowars�news�articles�were�actually�shared�on�Twitter,�we�used�the�public�Twitter�

API�to�capture�all�tweets�that�contained�an�Infowars.com�URL�(even� if�shortened�by�t.co�or�

another�URL� shortener),�and�were� shared� in� the�period�of�24� to�30�September�2019.�We�

deliberately�offset�the�Twitter�dataset�collection�timeframe�from�that�of�the�GDELT�dataset�

by�24�hours�in�order�to�allow�sufficient�time�for�articles�from�Infowars�to�be�shared�on�Twitter,�

and�we�subsequently�filtered�the�Twitter�dataset�to�retain�only�those�tweets�that�shared�an�

article�URL�in�the�GDELT�dataset�within�24�hours�of�GDELT’s�first�capture�of�that�URL.��

This�means�that�for�each�URL,�our�analysis�focuses�on�the�sharing�of�Infowars�articles�

on�Twitter�within�the�first�24�hours�of�its�publication�(or�more�correctly,�its�capture�by�GDELT,�

which�will�usually�have�occurred� shortly�after�publication).�We� introduce� this� limitation� in�

order�to�be�able�to�focus�on�the�immediate�sharing�of�news�articles�and�exclude�any�residual�

sharing�that�may�occur�well�after�the�initial�publication�of�an�article�(including�out�of�context�

and�spam�related�sharing);�such�filtering�is�justified�by�the�fact�that�the�vast�majority�of�news�

sharing�for�any�source�tends�to�occur�within�the�first�hours�after�an�article’s�initial�publication�

(Bruns�&�Keller,�2020),�and�that�the�factors�and�motivations�for�delayed�sharing�are�likely�to�

diverge�considerably�from�the�shareworthiness�factors�and�motivated�reasoning�involved�in�

immediate�sharing� that�our�study� investigates.�With� these� filters�applied,�our� final�Twitter�

dataset�consisted�of�5,280�original�tweets�from�1,064�unique�accounts,�sharing�168�distinct�

Infowars.com�article�URLs.�

�

Strategy�of�analysis�to�answer�RQ1:�Manual�annotation�and�regression�analysis�

In�a�first�step,�we�manually�coded�each�of�the�168�article�URLs�in�the�GDELT�dataset�to�

identify� the� hypothesized� shareworthiness� factors� (see� H1�H5)� which� constituted� one�

category�in�the�coding�system.�The�codebook�can�be�found�in�the�supplementary�material,�S1�

(https://osf.io/uc6sm).� Categories� were� dummy�coded� and� not� mutually� exclusive.� Two�

independent�coders�were� trained�on�10%�of� the�dataset,�achieving�satisfactory� intercoder�

reliability�(Krippendorff’s�alpha�=�between�0.72�and�0.8)�after�three�rounds�of�coding.��

In�the�next�step,�we�determined�which�of�those�articles�were�shared�on�Twitter,�finding�

that�all�but�one�of�the�articles� in�the�GDELT�dataset�had�been�shared�on�Twitter�within�24�

hours�of�their�publication.�The�least�retweeted�articles�received�4�retweets,�whereas�the�most�

retweeted�article� received�5,427� retweets,�at�a�median� retweet�count�of�30� retweets�per�

article.� In�the� last�step,�we�then�assessed�the�shareworthiness�of�the�168� Infowars�articles.�

That�is,�we�used�the�shareworthiness�factors,�such�as�conflict�or�morality,�to�explain�how�often�

an� article�was� shared�on�Twitter.�We�used� two�dependent� variables:� for�each�of� the�168�

articles�we�counted�(a)�how�often�they�were�shared�on�Twitter�(tweet�count)�and�calculated�

(b)�a�retweet�factor�that�showed�the�amplification�of�initial�sharing�by�subsequent�retweeting,�

by�dividing�the�total�count�of�retweets�by�the�count�of�original�shares�(excluding�retweets).��

Previous�studies�have�included�only�a�tweet�count�for�articles�(e.g.�Trilling�et�al.,�2017)�

to�assess�shareworthiness.�The�retweet�factor�adds�to�this�a�measure�that�favors�those�articles�

which�were�retweeted�more�than�they�were�shared�in�original�tweets.�In�other�words,�while�

the� tweet� count� provides� a�measure� of� shareworthiness� that� considers� sharing� from� the�

original�publication� into�the�social�media�platform�(i.e.�cross�platform�sharing),�the�retweet�

factor�assesses� further� (in�platform)�on�sharing�within� the� social�media� space� (in�our�case�

Twitter).�Hence,�the�retweet�factor�allows�for�a�refined�interpretation�of�shareworthiness�that�

distinguishes�between�primary�and�secondary�sharing�processes.��
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In�order�to�test�which�of�these�factors�made�an�article�more�or�less�shareworthy,�we�

ran�two�negative�binomial�regression�models�with�the�tweet�count�and�retweet�factor�of�each�

individual� article� as� dependent� variables� and� all� shareworthiness� factors� as� predictors,�

controlling�for�article�length.�We�chose�negative�binomial�regressions�because�the�standard�

deviation�was� higher� than� the�mean� for� both�dependent� variables.�We� ran� two� negative�

binomial� regression�models�with� the� shareworthiness� factors� as�predictors�and� the� tweet�

count� and� retweet� factor� as� the� respective� dependent�measures,� as�well� as� the� control�

variable�article�length�(word�count).�

�

Data�collection�to�answer�RQ2�and�H6�

In� RQ2� we� hypothesize� that� accounts� are�more� likely� to� share� content� which� is�

congruent�to�the�account’s�opinion�or� interests.�Hence,�we�needed�to�gain�deeper� insights�

into� the� individual� accounts�which� shared� Infowars�URLs.�As� the� Twitter�API� allows�us� to�

download�profile�descriptions,�we�leveraged�the�1,064�Twitter�accounts’�profile�descriptions�

as�a�proxy�for�how�these�accounts�identify�themselves�(using�those�Twitter�accounts�whose�

tweets�were�collected�to�answer�RQ1�and�H1�H6�–�see�previous�section).�Although�we�do�not�

know�if�these�descriptions�are�accurate�or�misleading,�they�still�determine�how�other�Twitter�

users�perceive�these�accounts,�and�thus�serve�as�a�useful� indicator�of�their�public�persona.�

Accounts�that�did�not�have�a�description�(2%)�were�omitted�from�the�analysis.��
�

Strategy�of�analysis� to�answer�RQ2:�Automated�annotation,�clustering�process,�and� logistic�

regression�analysis�

We�used�a�semi�automated�approach�to�cluster�the�collected�profiles�based�on�their�

descriptions�(see�Spierings�et�al.,�2018;�Keller�2020).�We�first�created�keyword�lists�to�group�

accounts�by� their�descriptions�automatically,� resulting� in�seven� lists:� (1)�Trump,�containing�

pro�Donald� Trump� keywords� such� as� #MAGA,� #KAG,� or� “Trump”;� (2)� Patriot,� containing�

keywords�such�as�#AmericaFirst,�“PatriotsUnite”,�or�“Nationalists”;�(3)� Infowars,�containing�

keywords� such� as� “Infowarrior”,�@RealAlexJones,� or� “InfoArmy”;� (4)� Christian,� containing�

keywords�such�as�“Believer”,�“Christ”�or�“Bible”;� (5)�Military,�containing�keywords�such�as�

“Veteran”,�“Served”,�or�“Army”;�(6)�Pro�Gun,�containing�keywords�such�as�“NRA”�or�“2A”;�and�

(7)�Conspiracy,�containing�keywords�such�as�“WWG1WGA”,�“QANON,�or�“Conspiracy”�(for�a�

complete� list� of� keywords,� see� supplementary� material� S2:� https://osf.io/uc6sm).� The�

automated�analysis�ended�after�several�runs�which�neither�improved�the�number�of�identified�

accounts,�nor�the�correct�classification�of�accounts�(validated�manually).�Of�the�1,043�accounts�

which�had�a�profile�description,�475�did�not�fall�into�at�least�one�of�the�seven�lists�(45%).��

To�test�validity�more�thoroughly,�we�took�a�random�sample�of�50�accounts,�including�

accounts�from�each� list,�and�conducted�a�manual�analysis�with�the�same�criteria�as�for�the�

automated�analysis.�We�received�good�results� in�terms�of�accuracy�(>0.8),�precision�(>0.7),�

recall� (0.8),�and�F1�score� (>0.8)� for�each�category.�Hence,� the� clustering� resulted� in� seven�

clusters� which� were� converted� into� dummy�coded� categories� to� describe� each� profile.�

Categories�were�not�mutually�exclusive,�allowing�profiles�to�fall�into�more�than�one�category.���

To�answer�RQ2,�we�also�needed�to�classify�shared�news�articles�into�the�same�cluster�

categories�as�used�for�the�profiles.�Hence,�two�independent�coders�were�trained�on�10%�of�

the� dataset.� The� codebook� for� this� can� be� found� in� the� supplementary� material� S3�

(https://osf.io/uc6sm).� After� two� rounds� of� categorization,� intercoder� reliability� was�
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satisfactory�for�the�overall�categories�(Krippendorff’s�alpha�=�.62���.72),�and�the�remaining�data�

were�coded.�Similar�to�the�profile�categories,�article�categories�were�not�mutually�exclusive,�

and�articles�could�fall�into�more�than�one�category.���

Finally,�we�conducted�six� logistic� regressions� to� test�whether�accounts�with�specific�

interests�were�more� likely�to�share�news�on�particular�topics�than�others,�as�suggested�by�

motivated�reasoning�theory�(H6).�For�all�regression�analyses,�we�entered�the�article�category�

as�a�dependent�variable�and�the�respective�profile�cluster�as�an�independent�variable,�while�

controlling�for�all�other�profile�clusters.���

�

Results�

RQ�1:�Which�hyper�partisan�news�are�successfully�shared�on�Twitter?�

As�both�data� sets�were�almost�of� the� same� size� (GDELT�=�169,�Twitter�=�168),�we�

expected�to�find�only�one�article�that�needed�to�be�omitted.�Our�expectations�were�met:�of�

the�169�individual�URLs�collected�by�GDELT,�we�found�that�168�were�shared�on�Twitter�within�

24�hours.�One�of�these�URLs�did�not�link�to�an�Infowars�article�at�the�point�of�coding�and�had�

to�be�omitted�from�the�analysis,�leaving�167�articles.�The�coding�process�for�shareworthiness�

factors� found� that�most�of� these� articles� contained� culturally�or� geographically�proximate�

content,�from�a�US�perspective�(82%).�Roughly�every�other�article�contained�a�conflict�(56%)�

or�human�interest�content� (51%),�while�moralizing�content� (29%),�as�well�as�visual�content�

such�as�pictures�or�videos�(36%),�were�present�in�roughly�one�third�of�all�articles.�The�average�

length�of�articles�was�465�words.��

�

[INSERT�TABLES�1�AND�2]�

�

Results� for� the� tweet� count� variable,�meaning� how� often� an�URL�was� tweeted� or�

retweeted�on�Twitter�(Tables�1�and�2),�showed�that�three�shareworthiness�factors�significantly�

influenced�whether�an�article�was�shared�or�not� (proximity,�conflict,�and�human� interest).�

Concerning� proximity,� H1,� we� hypothesized� that� proximate� content� would� increase�

shareworthiness.�In�our�data,�however,�we�found�the�opposite�effect.�Content�that�thematized�

issues�closer�to�the�USA�was�less�likely�to�be�shared.�By�contrast,�as�hypothesized�in�H2�and�

H3,� the� factors� conflict� and� human� interest� increased� the� likelihood� of� being� shared.�

Moreover,�we�found�no�support�for�the�hypotheses�that�moralizing�(H4)�or�visual�content�(H5)�

had�a�significant�influence�on�shareworthiness.��

Interestingly,�when�examining�the�results�for�the�retweet�factor,�we�found�that�only�

the�shareworthiness�factor�human�interest�reached�significance,�indicating�that� if�an�article�

had�a�human�angle,�it�was�more�likely�to�receive�substantial�secondary�amplification�through�

retweeting.�This�general� lack�of�correlation�may� indicate�that�the� in�platform�on�sharing�of�

Infowars� content� through� retweets� is� driven� far�more� strongly� by� factors� relating� to� the�

platform�(Twitter)�than�the�source�(Infowars)�–�for�instance,�by�the�identity�and�the�follower�

base�of� the�Twitter�account� initially� sharing� the�URL,�or� the�choice�of�hashtags�and�other�

markers�used�in�the�original�tweet.�

While� these� results� indicate� which� extrinsic� content� factors� in� Infowars� articles�

increased�their�shareworthiness,�we�were�also�interested�in�how�intrinsic�account�identities�
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influenced� this� sharing� process.� In� the� next� section,�we� report� results� for� the� clustering�

analysis.���

�

RQ2:�Can�motivated�sharing�practices�explain�news�sharing?��

We� categorized� all� account� profiles� and� shared� articles� using� the� seven� clusters�

described�in�the�methodology�section.�We�found�that�the�biggest�cluster�of�accounts�consisted�

of�Trump�supporters�(n�=�240),�followed�by�Christian�profiles�(n�=�161),�patriotic�profiles�(n�=�

145),�Pro�Gun�profiles� (n�=�75),�military�profiles� (n�=�71),�conspiracy�profiles� (n�=�59),�and�

Infowars�supporters� (n�=�25).�Because�profiles�could� fall� into�more� than�one�category,�we�

wanted�to�know�if�specific�profile�categories�were�associated�with�each�other.�To�do�so,�we�

calculated�correlations�of�profiles�using�Cramer’s�V� for�dichotomous�variables.�Results�are�

presented�in�Table�3.�According�to�Cohen’s�(1988)�interpretation�of�Cramer’s�V,�we�found�that�

almost� all�profile� clusters�had� a�medium� to�high� correlation�with� the� Trump� cluster.� This�

suggested�that,�while�different�accounts�showed�different�specific�interests,�they�connected�

through�their�overall�support�for�Donald�Trump.�One�exception�was�the�cluster�“Infowars”,�

representing� self�declared� Infowars�followers,�which�correlated� substantially�only�with� the�

cluster�“Conspiracy”�(self�declared�conspiracy�theorists�such�as�QAnon�followers).��

[INSERT�TABLE�3]�

�

Likewise,�of� the�167�articles,�most� fell� into� the�Trump�cluster� (n�=�70),� followed�by�

conspiracy�articles�(n�=�38),�Infowars�articles�(n�=�35),�articles�with�patriotic�themes�(n�=�18),�

Christianity�(n�=�9),�the�military�(n�=�6),�or�Pro�Gun�articles�(n�=�4).�Similar�to�the�profile�clusters,�

articles� could� be� categorized� in� more� than� one� category.� To� find� possible� co�occurring�

patterns,�we�calculated�Cramer’s�V� for�the�article�clusters.�Results�are�reported� in�Table�4.�

Compared� to� the�profile� clusters,� associations�between� these� article� categories�were� less�

pronounced.�The�strongest�co�occurrence�was�found�for�articles�on�Christianity�and�Pro�Gun�

articles�(V�=�0.32),�followed�by�Infowars�and�conspiracy�articles�(V�=�0.31).��

�

[INSERT�TABLE�4]�

�

As�suggested�by�the�theory�of�motivated�reasoning,�we�used�six�logistic�regressions�to�

test�whether�accounts�with�specific� interests�were�more� likely�to�share�news�on�particular�

topics� than�others� (H6).�Results� indicate�partial� support� for�H6� (see� Table� 5).� For� articles�

discussing� (a)� Trump,� (b)� Infowars,� and� (c)� Christianity,�we� found� that� the� corresponding�

profile�clusters�were,�as�hypothesized,�more�likely�to�share�these�articles.�However,�for�articles�

discussing� Infowars�or�Christianity,�we�found�a�different�profile�cluster�to�be�more� likely�to�

share� these� articles� (the� military� cluster� for� Infowars� and� the� conspiracy� cluster� for�

Christianity).�For�Pro�Gun�articles�or�conspiracy�theories,�we�found�that�seemingly�unrelated�

profile�clusters�were�more� likely�to�predict�sharing.�Pro�Gun�articles�were�more�likely�to�be�

shared� by� Christian�profiles,� and� conspiracy� articles�more� likely� to� be� shared� by� Pro�Gun�

profiles.�We�can�explain�the�association�between�Christian�profiles�and�the�sharing�of�Pro�Gun�

articles�by�content�co�occurrence� (see�Table�4):�we� found� that�Pro�Gun�articles�often�also�

contained�content�related�to�Christianity�(V�=�0.32).��
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Further,�we�found�no�association�between�any�of�the�profile�clusters�with�articles�that�

discussed� the� military.� Most� surprisingly,� we� found� the� opposite� effect� of� what� we�

hypothesized�for�articles�discussing�patriotic�content.�These�were,�in�fact,�shared�significantly�

less�by�accounts�from�the�patriot�cluster—the�only�significant�negative�effect�we�found.�One�

possible�explanation�for�this�finding�may�be�that�accounts�describing�themselves�as�patriots�

use�the�term�in�such�a�generic�way�that�it�may�lose�its�specificity�in�relation�to�news�articles�

on� Infowars� that�are�per�se�conservative.� In�other�words,�a�self�described�patriot�may�not�

behave�very�differently�to�other�clusters�because�Infowars�news�articles�speak�to�all�of�these�

clusters.�

�

[INSERT�TABLE�5]�

�

Discussion�and�conclusion�

In�this�study,�we�have�compared�Infowars.com�article�URLs,�as�collected�by�the�GDELT�

project,�with�a�dataset�of�Infowars.com�URLs�shared�on�Twitter�and�collected�by�us.�Overall,�

we�found�that�almost�all�Infowars�articles�were�shared�on�Twitter�within�24�hours.�This�is�in�

line�with�previous�findings�by�Trilling�and�colleagues�(2017),�who�found�that�only�a�marginal�

proportion�of�8%�of�news�articles�was�not�shared�(on�either�Twitter�or�Facebook).��

Through�manual�coding�of�the�articles�and�negative�binomial�regression�models,�we�

found� that� three� shareworthiness� factors� (proximity,� conflict,� and� human� interest)�

significantly�predicted�sharing,� if�sharing� is�operationalized�as�original�tweets�and�retweets.�

However,�contrary�to�what�we�expected�in�H1,�proximity�decreased�the�likelihood�of�sharing.�

We�also�found�that�most�articles�contained�content�proximate�to�the�USA�(roughly�82%).�We�

suggest� that� Infowars� articles� that� did� not� cover� US�issues� became�more� salient� simply�

because�most�content�does�cover�the�USA.�In�turn,�increased�salience�could�have�resulted�in�

higher�shares�of�non�USA�content.�We�connect� the�other� two� factors,�conflict�and�human�

interest,�with�results�found�for�RQ2,�where�we�investigated�users’�motivations�of�sharing.�We�

found�that�by�far�the�biggest�group�of�accounts�endorsed�Donald�Trump.�In�addition,�we�see�

a�connection�to�the�selected�timeframe�of�our�data�collection�–�one�week�after�the�first�calls�

of�impeachment�against�Donald�Trump.��

Moreover,�moralizing�content,�as�well�as�visual�content,�had�no�significant�influence�

on�sharing�likelihood.�The�results�for�moralizing�content�seem�to�contradict�previous�findings�

(Valenzuela�et�al.,�2017;�Xu�et�al.,�2020).�However,�Valenzuela�and�colleagues�(2017)�as�well�

as� Xu� and� colleagues� (2020)� both� investigated� moralizing� frames� rather� than� content.�

Differences�could�stem�from�this�conceptualization;�additionally,�the�hyper�partisan�nature�of�

Infowars�content�as�compared�to�the�mainstream�news�observed�by�other�studies�may�also�

mean�that�moralizing�aspects�in�the�content�are�less�unusual,�and�therefore�less�significant.�

We�found�that�every�third�article�included�moralizing�content.�Concerning�visual�content,�our�

findings� are� in� line�with� Xu� et� al.� (2020),�who� found� that�multimedia� content� played� an�

insignificant�role�in�news�sharing�(but�studied�Facebook�rather�than�Twitter).��

Interestingly,�when�we� used� our� retweet� factor� (the� ratio� between� retweets� and�

original�shares)�to�investigate�the�shareworthiness�attributes�affecting�the�on�sharing�of�URLs�
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within�the�platform,�through�retweeting,�only�one�shareworthiness�factor,�human� interest,�

remained� significant.� This� also� indicates� that� findings� are� dependent� on� how� researchers�

define�and�operationalize�shareworthiness,�and�specifically�that�a�distinction�between�cross�

platform�sharing�(in�our�case,�from�the�Infowars�site�to�Twitter)�and�in�platform�on�sharing�

(through�the�retweeting�of�tweets�containing�Infowars�URLs)�is�critical�in�understanding�the�

factors� that� influence�shareworthiness.�On�Twitter,�certainly,�but�most� likely�also�on�many�

other�social�media�platforms,�in�platform�on�sharing�processes�may�be�affected�more�strongly�

by�platform�features�and�affordances�(the�status�and�follower�base�of�the�accounts�posting�

URLs�to�the�platform;�the� injection�of�posts� into�popular�hashtags�and�communities;�or�the�

amplification�of�content�by�trending�topic�and�newsfeed�algorithms)�than�by�the�content�of�

the�stories�themselves.�This�perspective�is�also�in�line�with�the�observation�that�many�social�

media�users�engaging� in�the� in�platform�on�sharing�of�content�may�not�themselves�click�on�

and�read�the�original�source�story:�in�other�words,�their�decision�to�on�share�will�be�influenced�

not�by�the�shareworthiness�attributes�embedded�in�the�article�itself,�which�they�may�never�

encounter,�but�only�by�those�attributes�that�can�be�gleaned�from�the�tweet�sharing�its�URL.�

Moreover,�we�asked�not�only�which�content�features�made�hyper�partisan�news�more�

shareworthy,�but�also�whether�specific�accounts�were�more�likely�to�share�particular�news.�

According�to�motivated�reasoning�theory,�we�expected�that�users�were�more�likely�to�share�

news� that� was� congruent� with� their� personal� views� (H6).� Our� results� showed� that,� as�

hypothesized,�some�news�stories�were�more�likely�to�be�shared�by�accounts�that�aligned�with�

the�themes�addressed�in�the�news�story,�supporting�the�motivated�sharing�hypothesis.�This�

was�especially�pronounced�for�accounts�that�endorsed�Donald�Trump,�but�also�for�those�with�

strong�affinities�for�Infowars�and�Christianity.�However,�the�picture�was�not�always�as�clear.�

For�some�article�themes�(e.g.�for�articles�discussing�the�military),�we�did�not�find�any�strong�

association�with� any� one� profile� cluster,�whereas� for� others�we� found� associations�with�

clusters�on�divergent�topics�(e.g.�articles�discussing�weapons,�which�were�more� likely�to�be�

shared�by�accounts�that�endorsed�Christianity).�We�suggest�that�this�can�be�explained�by�the�

medium�to�strong�correlation�(Cramer’s�V�=�0.32)�between�weapon�and�Christianity�themes�in�

articles,�which�meant�that�these�two�themes�were�often�interwoven�within�the�same�article.��

Our�analysis�in�this�article�clearly�demonstrates�the�benefits�of�combining�a�content�

focused�shareworthiness�perspective�with�a�user�focused�motivated�reasoning�perspective.�

We�encourage�scholars�to�continue�and�extend�this�dual�approach�and�to�thus� incorporate�

both� perspectives� into� future� research� about�mainstream� as�well� as� hyper�partisan� news�

sharing� behaviors.� It� is� evident� from� our� observations� here� that� the� benefit� of� both�

perspectives�is�greater�than�the�sum�of�its�parts:�an�analysis�that�addresses�only�the�content�

factors� that� determine� shareworthiness� ignores� the� considerable� diversity� of� interests,�

opinions,� and� ideologies� that� is� likely� to�exist� amongst� the� social�media�users� involved� in�

sharing�any�given�news�story;�conversely,�an�analysis�that�builds�exclusively�on�the�motivated�

reasoning�undertaken�by�users�as� they�share�news�stories� ignores�that�such� reasoning�will�

unfold�in�vastly�divergent�ways�for�different�types�of�content.�In�other�words,�shareworthiness�

and�motivated� reasoning�are� two�sides�of�one�coin,� interdependent,�and� thus� inextricably�

interlinked�–�and�our�approach�here�provides�a�model�for�a�more�systematic�exploration�of�

that�linkage.�

�

Limitations�



�
�

While�our�selection�of�only�one�outlet�(Infowars)�and�our�timeframe�of�one�week�of�

articles,� on� a� single� social�media� platform,� limits� the� generalizability� of� our� findings,� the�

approach�we�have�taken�here�provides�a�useful�model� for�further�research.�Future�studies�

would�need�to�apply�this�approach�to�a�larger�number�of�hyper�partisan�media�outlets,�over�a�

longer�period�of�time,�and�for�multiple�social�media�platforms,�and/or�could�compare�sharing�

patterns� for� these�hyper�partisan�news� sites�with� their�more�mainstream�counterparts.� In�

some�studies,�variables�such�as�the�time�of�publication�and�the�author�of�the�article�were�also�

found� to� influence� sharing� practices� (Xu� et� al.� 2020),� and� these� factors� could� also� be�

incorporated�into�further�analysis.��

For� our� cluster� analysis,� initial� profile� clusters� were� selected� based� on� our�

understanding�of�the�data�and�might,�therefore,�display�a�bias.�Moreover,�we�saw�that�45%�of�

collected�accounts�did�not�fall�into�one�of�these�clusters,�inducing�a�selection�bias.�Likewise,�

we�cannot�vouch�for�the�accuracy�and�reliability�of�the�self�descriptions�provided�by�Twitter�

accounts.�An�account�description�might�not�necessarily�represent�an�individual’s�attitude�and�

can,�therefore,�only�be�treated�as�a�proxy;�more�reliable� information�on�attitudes�could�be�

gained�only�from�direct�interviews�or�surveys�of�all�users,�but�this�would�introduce�significant�

new� methodological� challenges.� As� we� have� shown� by� assessing� cluster� correlations,�

moreover,�it�is�possible�that�profiles�align�with�multiple�clusters,�and�that�this�gives�rise�to�a�

hierarchy�of�clusters�and� sub�clusters.�For�example,�almost�all�account�descriptions� in�our�

dataset�aligned�with�the�pro�Trump�cluster�–�except�for�those�of�explicit�Infowars�supporters,�

which�correlated�more�closely�with�conspiracy� theorists.�This�suggests� that� these�accounts�

might� fall� into� two�higher�level�categories:�Trump�supporters�and�non�supporters.�Further�

studies�may� attempt� to� use� computational�machine� learning� techniques,� building� on� the�

profile�descriptions�as�well�as�the�tweets�posted�by�accounts,�to�generate�a�more�detailed�

range�of�account�clusters,�for� instance,�and/or�they�could�follow�Bruns,�Moon,�Münch,�and�

Sadkowsky� (2017)� in� determining� account� clusters� based� on� patterns� in� the� accounts’�

follower/followee�networks.�

�

Future�studies�

One�observation�from�the�manual�coding�of�the�tweets�was�that�only�a�fraction�of�the�

tweets�added�further�text�beyond�the�original�article�headline.�This�may�indicate�the�use�of�

manual�social�sharing�functions�embedded�on�the�article�page� itself;�however,� it�could�also�

result�from�automated�news�sharing.�Automated�sharing�is�often�associated�with�automated�

or�semi�automated�computer�programs,�so�called�social�bots;�however,�such�functionality�is�

not�limited�only�to�(malicious�or�deceptive)�bot�accounts:�services�like�IFTTT�or�dlvr.it�enable�

(benign)�automated�social�media�posts�on�otherwise�human�run�accounts�as�well.�The�use�of�

such�services�may�be�indicated�by�the�use�of�specific�URL�shorteners�(e.g.�ift.tt),�or�by�a�service�

signature�in�the�tweet�metadata;�future�studies�of�shareworthiness�factors�should�account,�as�

far�as�possible,�for�such�automatic�sharing�of�news.�

Overall,�our�findings�concerning�hypotheses�H1�6�show�that�the�hyper�partisan�news�

outlet� Infowars� increases� its� shares� through� angles� of� human� interest� and� conflict,�while�

proximity,�which�has�previously�been�found�to�increase�shares,�reduces�shareworthiness.�We�

also�find�that�changing�the�operationalization�of�shareworthiness�impacted�on�the�outcome.�

We� therefore� suggest� a� differentiated� approach� to� shareworthiness� that� distinguishes�

between� the� factors� involved� in� cross�platform� sharing� and� in�platform� on�sharing,�
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respectively.�Future�studies�should�also�investigate�if�the�importance�of�human�interest�and�

conflict�factors�is�typical�for�hyper�partisan�news�sites�like�Infowars,�or�if�our�results�are�unique�

to�this�specific�outlet�and�timeframe.��

Likewise,�our�results�concerning�a�motivated�reasoning�approach�to�news�sharing�are�

promising.� We� find� that� three� of� the� major� clusters� (self�declared� Trump� supporters,�

Christians,� and� Infowars� supporters),� were� indeed� more� likely� to� share� news� content�

congruent�with�these�worldviews.�As�both�approaches�yielded�promising�results,�we�argue�for�

an� integrative�model�of�news�sharing,�which�considers�both�the�shareworthiness�factors� in�

articles�and�the�underlying�attitudes�of�users.�
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Table�1:�Results�of�the�negative�binomial�regression�model�for�the�dependent�variable�tweet�

count�(***p�<�.001,�**�p�<�.01,�*p�<�.05).�

Factor� B� S.E.� p�

Proximity� �1.01� 0.26� <.0001***�

Conflict� 0.57� 0.2� .003**�

Human�interest� 0.77� 0.19� <.0001***�

Morality�� 0.33� 0.21� .11�

Visual� �0.07� 0.21� .74�

�

Table�2:�Results�of�the�negative�binomial�regression�model�for�the�dependent�variable�

retweet�factor�(***p�<�.001,�**�p�<�.01,�*p�<�.05).�

Factor� B� S.E.� p�

Proximity� �0.25� 0.21� .22�

Conflict� 0.25� 0.15� .11�

Human�interest� 0.33� 0.16� .04*�

Morality�� 0.01� 0.17� .95�

Visual� 0.003� 0.16� .98�

�

Table�3:�Correlation�matrix�of�Cramer’s�V�for�Twitter�profiles�(higher�values�=�greater�

correlation).�

� Trump�� Christian�� Patriot� Pro�Gun� Military� Conspiracy� Infowars�

Trump�� 1� 0.27� 0.45� 0.45� 0.35� 0.23� 0.14�

Christian� � 1� 0.09� 0.13� 0.15� 0.07� 0.02�

Patriot� � � 1� 0.51� 0.34� 0.05� 0.04�

Pro�Gun� � � � 1� 0.51� 0.06� 0.001�

Military� � � � � 1� 0.05� 0.05�

Conspiracy� � � � � � 1� 0.31�

Infowars� � � � � � � 1�

�

�
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Table�4:�Correlation�matrix�of�Cramer’s�V�for�Infowars.com�articles.�

� Trump�� Christian�� Patriot� Pro�Gun� Military� Conspiracy� Infowars�

Trump�� 1� 0.06� 0.02� 0.05� <0.001� 0.05� 0.1�

Christian� � 1� 0.23� 0.32� 0.19� 0.13� 0.15�

Patriot� � � 1� 0.22� 0.22� 0.02� 0.16�

Pro�Gun� � � � 1� 0.03� 0.13� 0.1�

Military� � � � � 1� 0.004� 0.06�

Conspiracy� � � � � � 1� 0.31�

Infowars� � � � � � � 1�

�

�

Table�5:�Results�of�the�logistic�regression�models�with�articles�that�reported�on�a�

particular�topic�as�dependent�variable,�profiles�with�interests�matching�that�topic�as�

independent�variable�(bolded),�and�the�remaining�profiles�as�control�variables�(***p�<�.001,�

**�p�<�.01,�*p�<�.05).�

Dependent�Variable�

(article)�

Independent�and�

control�variables�

(profile)�

B� S.E.� p�

Trump�Articles�

Trump�Profile� 0.27� 0.07� .003***�

Patriotic�Profile� �0.06� 0.1� .55�

Infowars�Profile� 0.15� 0.17� .37�

Christian�Profile� 0.07� 0.09� .42�

Military�Profile� �0.005� 0.12� .97�

Pro�Gun�Profile� 0.04� 0.12� .74�

Conspiracy�Profile� 0.26� 0.15� .08�

Patriotic�Articles�

Trump�Profile� 0.05� 0.11� .63�

Patriotic�Profile� �0.35� 0.16� .03*�

Infowars�Profile� 0.23� 0.24� .33�

Christian�Profile� 0.17� 0.13� .21�

Military�Profile� �0.26� 0.19� .17�

Pro�Gun�Profile� 0.44� 0.18� .01*�



�
�

Conspiracy�Profile� 0.15� 0.21� .49�

Infowars�Articles�

Trump�Profile� �0.07� 0.09� .41�

Patriotic�Profile� �0.02� 0.11� .89�

Infowars�Profile� 0.36� 0.18� .05*�

Christian�Profile� �0.13� 0.11� .22�

Military�Profile� 0.32� 0.14� .02*�

Pro�Gun�Profile� �0.01� 0.14� .95�

Conspiracy�Profile� 0.01� 0.17� .54�

Christian�Articles�

Trump�Profile� �0.1� 0.15� .49�

Patriotic�Profile� �0.22� 0.2� .27�

Infowars�Profile� �0.07� 0.33� .82�

Christian�Profile� 0.45� 0.16� .01*�

Military�Profile� �0.06� 0.25� .82�

Pro�Gun�Profile� �0.06� 0.25� .82�

Conspiracy�Profile� 0.51� 0.25� .04*�

�

Military�Articles�

Trump�Profile� 0.09� 0.23� .71�

Patriotic�Profile� �0.21� 0.32� .51�

Infowars�Profile� �0.002� 0.49� .99�

Christian�Profile� �0.44� 0.33� .18�

� Military�Profile� �0.44� 0.42� .3�

� Pro�Gun�Profile� 0.28� 0.38� .46�

� Conspiracy�Profile� 0.16� 0.43� .71�

Pro�Gun�Articles�

�

Trump�Profile� �0.2� 0.21� .34�

Patriotic�Profile� �0.05� 0.26� .84�

Infowars�Profile� 0.27� 0.4� .51�

Christian�Profile� 0.48� 0.22� .03*�

Military�Profile� �0.07� 0.32� .82�

Pro�Gun�Profile� 0.18� 0.32� .57�
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Conspiracy�Profile� 0.41� 0.34� .22�

� Trump�Profile� 0.002� 0.08� .98�

� Patriotic�Profile� 0.02� 0.1� .81�

� Infowars�Profile� 0.32� 0.17� .06�

Conspiracy�Articles� Christian�Profile� 0.003� 0.1� .97�

� Military�Profile� 0.13� 0.13� .32�

� Pro�Gun�Profile� �0.28� 0.13� .03*�

� Conspiracy�Profile� �0.15� 0.16� .35�

�
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Disagree? You Must be a Bot! How Beliefs Shape Twi�er Profile Perceptions

ANONYMOUS AUTHOR(S)

In this online experiment, we investigate how well individuals can detect social bots on Twitter. Following motivated reasoning theory
from social and cognitive psychology, our central hypothesis is that especially those accounts which are opinion-incongruent will be
perceived as social bot accounts when the account is ambiguous about its nature. We also hypothesize that credibility rating mediates
this relationship. We asked N = 151 participants to evaluate 24 Twitter accounts and decide whether the accounts were humans or
social bots. Findings support our motivated reasoning hypothesis: Accounts that are opinion-incongruent are evaluated as relatively
more bot-like than accounts that are opinion-congruent. Moreover, it does not matter whether the account is clearly social bot/clearly
human or ambiguous about its nature. This was mediated by perceived credibility in the sense that congruent pro�les were evaluated
to be more credible resulting in lower perceptions as bots.

Additional Key Words and Phrases: motivated reasoning, social bots, Twitter, credibility, partisanship, bias

ACM Reference Format:
Anonymous Author(s). 2021. Disagree? You Must be a Bot! How Beliefs Shape Twitter Pro�le Perceptions. In Proceedings of Yokohama
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1 INTRODUCTION

Today’s social media landscape not only enables individuals to access a rich well of information and to connect with
others but also allows for user-generated content to be published. However, not all activity on social media platforms
originates from human users. In recent years, concerns about the in�uence of automated accounts, so-called social
bots, has risen. Social bots on social media are generally de�ned as automatic or semi-automatic accounts run by
computer algorithms. As they often mimic human behavior (e.g. posting content, "liking", and "retweeting"), their
automated nature can go unnoticed to human users. Social bots have been associated to a plethora of di�erent functions
like copy-paste bots which post the same content multiple times to gain attention [40], ampli�er accounts that boost
particular sources by aggregating and repeating content [21], fake followers to boost follower counts and popularity, or
online trolls which engage in malicious activity, targeting (vulnerable) users. Recent �ndings suggest that between 9 to
15% of active Twitter accounts were run by social bots [45].
The in�uence of social bots has become a public but also an academic concern. Bots have been, for example, accused

of steering discussions online to promote speci�c ideas, spread misinformation [46], engage in political astrotur�ng
[27], a�ecting the stability of �nancial markets [7] and endorse conspiracy theories. Moreover, in�uential bot activity
has been found in Japan’s general election in 2014 [40], the Brexit referendum in 2016 [4], the U.S. presidential election
in 2016 [5], and the French general election in 2017 [17]. Besides their role in election campaigns, it was found that
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social bot activity linked to detrimental e�ects on public health like the promotion of e-cigarettes [1] and the promotion
of anti-vaccination content [8].
Due to their detrimental e�ects, many e�orts have been made to detect social bots online. Most solutions employ

machine learning models for automated detection, which rely on account features like posting behavior, timing, or
social networking structures. For a review of detection techniques, see [26]. Another methodological approach suggests
identifying social bots through coordinated behavior or co-retweeting activity [27]. An example of such a strategy is to
identify accounts that share identical content within a short period of time.
While these automated techniques provide one solution to detect social bots, we want to focus on the lesser attended

users’ side of social bot detection. In this contribution, we want to pose the following research question:

RQ: When and why do users perceive an account as a social bot?

To answer this question concerning users’ perception, we rely on �ndings from social and cognitive psychology which
points out that individuals sometimes perceive information in a biased manner. Especially, the theory of motivated
reasoning suggests that information that is in line with prior-opinions and attitudes is favored over information that
contradicts prior-opinions and attitudes. This results in overcon�dence as well as overreliance when information is
opinion-congruent but also in rejection and overcritical assessment of opinion-incongruent information. Concretely,
this could result in users blindly approving of accounts only because the account represents one’s own opinion, while
accounts that disagree with one’s own opinion are rejected or discredited as social bots.
Therefore, once we understand when and how users perceive an account as a social bot, users can be assisted

through media literacy interventions as well as assisting tools. While media literacy interventions could, for example,
correct erroneous user perceptions, assisting tools can support users in the identi�cation process itself. Considering the
detrimental e�ects of social bots, it is important that users can correctly identify social bot accounts.
As a �rst concern of this paper, we want to brie�y summarize users’ knowledge about social bots, users’ engagement

with social bots, users’ detection abilities, and users’ acceptance of social bots. Building on this as well as the theory of
motivated reasoning, we present a pre-registered study, investigating users’ ability to detect political social bots on
Twitter. In doing so, we hypothesized that users’ bot detection ability is biased in a way that opinion-congruent bots
are less likely and opinion-incongruent bots more likely to be detected whereas opinion-congruent human pro�les
are perceived as such but opinion-incongruent human pro�les become less human. Because in the past, social bots
have been found to in�uence political events such as elections, we chose the context of political communication for our
study. Similarly, we selected Twitter as a social medium as a substantial presence of social bots has previously been
found on Twitter [11] and it is a popular social medium for political communication [23].
This paper makes the following contributions:

• An empirical investigation of human interaction with social bots which is grounded in social psychological
theory

• Deeper understanding of when and why users perceive an account as a social bot
• Guidance for developers of assisting tools which want to support users in the detection of social bots

2 THEORETICAL BACKGROUND

2.1 What users know about, how they engage, how they detect and when they accept social bots

The acclaimed purpose of some social bots is to engage with users. Results for how users interact with social bots
are, however, mixed. Building on the Computers are Social Actors (CASA) paradigm [39], Edwards and colleagues
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[15], for example, wanted to know if social bots are perceived di�erently from human agents when communicating
on Twitter. As CASA suggests, they found that individuals perceived social bots "as a credible source of information"
(p. 374) and competent communicator. They also found that individuals showed no di�erence in intending to interact
between a human agent or a social bot. These results contradict later �ndings by Murgia and colleagues [35] who
investigated human-bot interaction on Stack Over�ow, a question and answer site for developers. Their results indicate
that, although communication of the human agent and social bot was identical, answers given by the social bot were
less excepted and received more down-votes than the human agent. This was especially prevalent when the bot made
an erroneous statement, leading the authors to suggest that humans have a "low tolerance for mistakes by a bot" (p. 6).
The two opposing results could be explained, however, by the varying functionality of social bots in the experiments.
While Edwards and colleagues [15] used social bots to inform users, social bots in Murgia’s et al. [35] study were used
to engage with users by providing answers to user questions.
Both studies assume, however, that users know about social bots. Yet, are users on social media aware of social

bots? Answers to that are scarce. One exception comes from the Pew Research Center [42]. The authors found that
two-thirds of U.S. Americans had at least heard about social bots, although only 16% heard about them a lot, with
younger individuals being more likely to have heard about them. Moreover, most people believed that social bots were
used for malicious purposes (80%). The authors also asked those participants, who indicated to know about social bots,
how con�dent they were to detect a social bot on social media. About one half of the participants were somewhat
con�dent to con�dent that they would recognize a social bot account on social media, with younger individuals, again,
being more con�dent than elder individuals. This indicates that, with 60% knowing of social bots and of those 50%
feeling con�dent to detect social bots, only one third of U.S. Americans felt con�dent to detect social bots.
To support users in identifying, especially, malicious social bots, di�erent countermeasures have been developed

and tested concerning their usability. Through a user experience survey, Yang et al. [48] wanted to know how users
engage with Botometer, one of the early A.I. bot detection tools available to the public as well as a commonly used
tool for academic purposes [12]. If users �nd a Twitter account to be suspicious, they can enter the account name into
Botometer which will return a probability score. Their results showed that most users found Botometer scores easy
to understand (80%). Moreover, the authors found that users were equally concerned about false positives (humans
erroneously classi�ed as bots) and false negative results (bots erroneously classi�ed as humans) a concern that has
echoed recently within academia as well (see Rauch�eisch and Kaiser [37]). However, the survey by Yang et al. [48]
does neither answer why and how people selected accounts they wanted to test nor how they interpreted the results. In
other words, their work leaves open how people detected a suspicious account and why they made the decision to
verify it on Botometer.
Concerning the acceptance of social bots, Hong and Oh [20] investigated how self-e�cacy in identifying social news

bots and greater prevalence of social news bots increased users’ acceptance. The authors found that with increased
self-e�cacy in identifying social news bots, social news bots become more acceptable. Likewise, the more prevalent
news from social news bots were perceived, the more acceptable they became. The authors argue, however, that
self-e�cacy was measured through subjective evaluations so that it was uncertain whether individuals who indicated
high self-e�cacy in identifying could actually identify social news bots correctly.
Concludingly, while some �rst attempts have been made to understand how users interact with social bots, how

many users know of social bots, how they apply assisting tools such as Botometer, and when users accept social bots, it
remains unknown when and why users detect social bots.
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2.2 Motivated reasoning theory and credibility cues in human social bot detection

In this study, we provide a �rst attempt to understand the processes behind human social bot detection. In doing so,
we apply the theory of motivated reasoning to understand users’ detection abilities and relate this to credibility cues.
Motivated reasoning theory generally proposes that incoming information is processed in a way to maintain existing
attitudes and beliefs and disregard, reject or downplay opposing views. For example, a person cheering for a speci�c
soccer club will reject any criticism against this club but happily agree that one’s own team is the best in the world.
While this example portrays a rather harmless consequence of motivated reasoning, engaging in motivated reasoning
can become harmful easily. Replacing the soccer club in the example with a conspiracy follower might result into
persons harming themselves or others.
Di�erent underlying psychological mechanisms of motivated reasoning have been identi�ed. Early investigations,

for example, suggest that this bias is a results of di�erent motivational states [10, 29]. Others have connected motivated
reasoning to cognitive biases such as con�rmation bias [36] or myside bias [33] as well as a�ect-driven, biased memory
retrieval [43].
Although the causes for motivated reasoning are debated within social psychology, e�ects of it have been found in

various disciplines such as science communication [41], political communication [13], information selection on social
media [47], misinformation detection and processing [44] or fact-checking [14]. While motivated reasoning has been
found in many domains, real-world repercussions of motivated reasoning have been mostly associated with political
decision making [38]. In one study, Bisgaard [6] found, for example, that while partisans are willing to except a decrease
of economic conditions, responsibilities were, however, attributed in a way to protect one’s loyalties. In the context
of misinformation, results from Ecker and Ang [14] indicated that, even after being retracted, misinformation had a
continued in�uence when they were in line with previous attitudes.
In line with the existing literature on motivated reasoning, we suggest that social media users engage in motivated

reasoning when perceiving social bots, resulting in an overcon�dence and "blindness" towards social bots that promote
favored content, and skepticism and rejection towards bots promoting opposing views. We assume, however, that
this motivated social bot detection is limited to accounts which are not clearly distinguishable as human- or bot-run
(ambiguous accounts). If accounts can clearly be identi�ed as human or bot (unambiguous accounts), we suggest that
users do not engage in motivated bot detection even if an account endorses an attitude contrary to one’s own because
individuals "draw the desired conclusion only if they can muster up the evidence necessary to support it" [29]. In
other words, we assume that, if an account shows undeniable signs of automation or humanness, users cannot reason
themselves into believing it is not automated or automated, respectively.
To summarize, we hypothesize:
Hypothesis 1

a For accounts that are ambiguous whether they display a human or a bot account (ambiguous pro�les), opinion-
congruent accounts are more likely to be identi�ed as human accounts.
b For accounts that are ambiguous whether they display a human or a bot account (ambiguous pro�les), opinion-
incongruent accounts are more likely to be identi�ed as bot accounts.

Hypothesis 2

a For accounts that are clearly human (unambiguous human pro�les), there is no di�erences between congruent
and incongruent pro�les concerning the correct identi�cation as human accounts.
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b For accounts that are clearly bot (unambiguous bot pro�les), there is no di�erences between congruent and
incongruent pro�les concerning the correct identi�cation as bot accounts.

In addition to this, we argue that perceived account credibility will in�uence users’ perception. It was found that
users on social media employ a number of cues, speci�c to the respective platform, to arrive at a credibility evaluation
[34]. Cues can concern the source, like perceived knowledge, passion, transparency, reliability and in�uence as well as
the message or content, like consistency, accuracy and authenticity [25]. In the semantics of social media platforms,
these cues have been translated into features like metadata, follower/followee ratio, linguistics, use of hashtags, or
visual- and image-based features [24]. Another strand of research examines credibility cues related to posting behavior,
meaning, for example, temporal patterns of tweeting and retweeting [9]. In other words, accounts were perceived as
less credible when post occurred regularly and did not follow a circadian rhythm. In addition, a recent �nding by [3]
could show that users relied mostly on content cues such as whether an account shared random or nonsensical content
as well as commercial content and poor language. However, in recent years, bots have become more sophisticated in
their e�orts to disguise their automated nature [2].
In connection with motivated reasoning theory, we argue that the use of the described credibility cues is biased in

favor of own attitudes and beliefs. Hence, perceived credibility depends on the displayed opinion of an account. In turn,
more credible accounts should be perceived as more human, whereas less credible accounts should be perceived as
more bot-like. We hypothesize:

Hypothesis 3

We hypothesize that the relationship between opinion-congruency and account perception is mediated by the
perceived account credibility.

All hypotheses were pre-registered under https://osf.io/97mcr/ . Hypothesis 3 was erroneously preregistered as a
moderation hypothesis which was corrected in the online registration.

3 METHOD

A report on how we determined our sample size, data exclusions, manipulations and measures as well as the dataset of
this this study are available online (https://osf.io/36mkw/). The study received ethical approval by the ethics committee
of XXXX.

3.1 Sample

To test our hypotheses, we conducted a within-subject design with two independent factors, ambiguity and congruency.
The factor ambiguity consisted of three levels "human", "social bot" and "ambiguous", specifying whether a Twitter
account is ambiguous about its nature (neither clearly social bot nor clearly human) or not. The factor congruency
consisted of the two levels, "opinion-incongruent" and "opinion-congruent". For the online experiment, we recruited
participants through Proli�c.co, a UK-based online survey platform similar to Amazon Mechanical Turk. The experiment
was conducted in late July 2020. Participation was restricted to U.S. Americans. The �nal sample consisted of N = 151
participants (60 male, 84 female, 6 non-binary, 1 not shared) with an age range from 18 to 68 years (M = 28.86, SD =
10.18). A majority of participants held at least a High School degree (n = 72) or a Bachelor’s Degree (n = 54). Most
participants were Whites (n = 86), followed by Asian Americans (n = 28) and Black or African Americans (n = 16).
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3.2 Procedure

The general task of participants was to identify whether an Twitter account represented a human-run account or a
social bot. Before entering this task, we provided participants with a working de�nition 1 of social bots to ensure
that all participants held a similar understanding. After that, we presented participants with 24 Twitter pro�les, 12
of which had been previously clearly identi�ed as representing a human or bot account, and 12 of which had been
previously identi�ed as ambiguous pro�les which were neither clearly human nor bot (see section stimulus material
for an in-depth description of how pro�les were build). In addition, for each type, unambiguous and ambiguous, six
pro�les were created to represent a Democrat account and six pro�les to represent a Republican account. Again, to
validate this distinction, pro�les were pretested.

3.3 Measures: Dependent variables and control variables

After viewing each Twitter pro�le, participants were asked to indicate on a continuous sliding scale from 0 to 100
in whole integers, if they thought the pro�le represented a bot or a human run account, with values lower than 50
indicating a bot account and values greater than 50 a human account. The stronger it was perceived as a social bot,
the lower the value and the stronger it was perceived as a human account, the higher the value. This constituted the
dependent variable pro�le perception.
Participants were then asked to indicate how credible they found the displayed pro�le. To assess credibility measures,

we used the ’trustworthiness’ subscale from McCroskey and Teven’s [31] source credibility scale. Credibility was
measured through six semantic descriptions with two antonyms on each side of a 7-point Likert scale (honest/dishonest;
untrustworthy/trustworthy (R); honorable/dishonorable; moral/immoral; unethical/ethical (R); phony/genuine (R)). The
sub-scale achieved a satisfactory Cronbach’s 훼 = .94.
Because other variables might also contribute to the perception of social bots, we included several control variables

in our study. These consisted of standard demographic data like age, gender, and education but also included a measure
for hours spend on social media per day, number of actively used social media platforms, whether Twitter was actively
used, whether participants knew about social bots as well as media literacy. To control for media literacy, we used the
subscale critical consumption developed by Koc and Barut [28] which consists of eleven items that are answered on a
5-point Likert scale, ranging from 1 = strongly disagree to 5 = strongly agree. The sub-scale achieved a satisfactory
Cronbach’s 훼 = .87.

3.4 Stimulus material and independent variables

For the �rst factor, ambiguity, we manipulated the displayed Twitter pro�les in a way that they were either unambiguous
or ambiguous about their nature (human- or bot-run). We selected three main characteristics that have previously
been found to alter individuals’ credibility perception. These characteristics were timing of posting behavior, shared
content, and the displayed pro�le picture [16, 18, 24, 32]. Concerning the timing of posting behavior, we manipulated
pro�les in a way that postings were either frequent (e.g. post appeared every two minutes) or infrequent. For the shared
content, we manipulated whether the pro�le (a) tweets only, (b) retweets only, (c) shares links only, or (d) shares a mix
of a, b, and c. Concerning the pro�le picture, we either showed a picture of a person or a picture displaying a graphic
1Working de�nition that was shown to participants before entering the detection task: "Social bots are automated online accounts that communicate
more or less autonomously. They typically operate on social media sites, such as Twitter. Social bots serve di�erent functions. Some are programmed
to forward, like or comment on speci�c topics like the weather, sports results, but also political issues. Some others are programmed by companies to
disseminate advertisements within social networking sites. Some bots state openly that they are automated accounts. Other accounts do not disclose their
automated nature and can hardly be di�erentiated from human run accounts."
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Fig. 1. Example for a neutral bot profile from the pre-test (le�) and the final democrat bot profile used in the study (right). Here, we
manipulated the timing of posts, the content of posts (non-sensical) as well as the sharing of only original tweets (no retweets).

(non-human). All pro�les were mock-ups and did not represent real accounts on Twitter. This resulted in overall 15
mock-up Twitter pro�les which were pretested concerning their credibility. All mock-up pro�les were created in a way
that they shared non-political, neutral content (e.g. content on animals or nature) to avoid the hypothesized bias that
accounts become more or less bot-like because of opinion-congruency.
Results of the pre-test indicated that three pro�les were identi�ed as social bots, six were identi�ed as human accounts,

and seven as ambiguous pro�les, neither clearly bot nor clearly human. In a next step, we created unambiguous and
ambiguous pro�les. For the unambiguous pro�les, we selected the three identi�ed bot accounts and three of the
identi�ed human accounts to build new Twitter pro�les. For each of these overall six accounts we created two version:
one representing a Democrat account and one representing a Republican account. To generate ambiguous pro�les,
we selected six of the pretested pro�les that were neither classi�ed as clearly human nor bot and created again two
version: one representing a Democrat account and one representing a Republican account. An overview of the �nal set
of created Twitter accounts is given in Table 1. One example for an unambiguous (social bot) pro�le is given in Figure
1. Each pro�le consisted of ten posts. All created Twitter pro�les are uploaded (TP1-TP24) and can be viewed under:
https://osf.io/36mkw/.
For the second factor, congruency, we measured individual partisanship through the 4-item Partisan Identity Scale

developed by Huddy et al. [22]. The factor was then calculated by adding participants’ partisanship for congruent
evaluations (congruent = Democratic Twitter pro�le for self-identi�ed Democrats / Republican Twitter pro�les for
self-identi�ed Republicans) and incongruent evaluations (incongruent = Republican Twitter pro�les for self-identi�ed
Democrats / Democrat Twitter pro�les for self-identi�ed Republicans).
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Table 1. Overview of all created Twi�er profiles.

Unambiguous Ambiguous
Bot Human

Democrat 3 3 6
Republican 3 3 6

Table 2. Correlation coe�icients of all control variables correlated with each other. The variables age, NML, SM platforms used, and
time spend on SM were continuous variables. The variables social bot knowledge (1 = knowing of social bots, 2 = not knowing of social
bots) and Twi�er usage (1 = using Twi�er, 2 = not using Twi�er) were entered as dichotomous variables (NML = New Media Literacy,
SM = Social Media).

1. Age 2. NML 3. SM Platforms used 4. Time spend on SM 5. Social bot knowledge 6. Twitter usage
1. 1 −.004 −.17∗ −.22 ∗ ∗ .01 −.03
2. 1 .14 .11 -.14 .23**
3. 1 .21** -.15 .44**
4. 1 .07 .24**
5. 1 -.16*

** p < .01, *p < .05.

3.5 Strategy of analysis

In order to answer our hypotheses, we conducted a 2 x 3 repeated measure ANOVA. We originally pre-registered a 2 x
2 repeated measure ANOVA with only two levels of ambiguity. The distinction into three instead of two levels enabled
us, however, to di�erentiate between human and social bot accounts. A detailed reasoning for a changed strategy of
analysis can be found here (https://osf.io/36mkw/) as well as the results of the originally preregistered analysis.
For hypothesis 3 (hypothesizing that the relationship between congruency and account perception is mediated by

perceived account credibility), we ran mediation analyses for all three levels of ambiguity, using the PROCESS macro
Version 3 by Hayes [19] for SPSS. We entered a grouping variable representing the two levels of opinion-congruency as
a predictor into the model, the perceived credibility ratings as a mediator and the Twitter pro�le perception as the
outcome variable.

4 RESULTS

All analyseswere conducted using R StudioVersion 3.5 aswell as SPSS Version 26 and pre-registered (https://osf.io/97mcr/).

4.1 Descriptive results

In addition to the demographic data described in the method section, we assessed �ve additional control variables: time
spend on social media per day, number of social media platforms actively used, Twitter usage, social bot knowledge and
media literacy. We found that two thirds of the participants in our sample spend between >1 and up to three hours a
day on social media, while, on average, actively using 3-4 di�erent social media platforms. Roughly two thirds reported
to use Twitter actively, about 86% of the participants knew about social bots, and self-reported a mean media literacy of
3.9 (SD = 0.58) on a �ve-point Likert scale. Correlations of the control variables can be found in Table 2.
However, we wanted to know which accounts would be identi�ed as social bots and whether participants would

identify accounts in a biased manner (H1), assuming opinion-congruent accounts to be perceived as more human.
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Table 3. Means and standard deviations of the dependent variable profile perception for the three levels of ambiguity. Values closer
to 100 indicate higher perceived "humanness", while values closer to 0 indicate higher perceived "botness".

Ambiguity Congruency M SD

Bot Pro�le Congruent 39.7 20.8

Incongruent 31.6 20.4

Human Pro�le Congruent 76.6 17

Incongruent 70.4 19.8

Ambiguous Pro�le Congruent 57.4 16.2

Incongruent 52.4 17.4

Descriptive results of the dependent variable pro�le perception by condition are reported in 3. A visual analysis through
density distributions of the dependent variable pro�le perception is presented in Figure 2.
According to the visual analysis reported in Figure 2, we found the results of our pre-test con�rmed. Our prede�ned

Twitter pro�les classi�ed as social bot accounts were identi�ed as such (means below 50), whereas accounts designed
to represent humans were identi�ed as human (means above 50). Similarly, accounts designed to be ambiguous were
perceived as such (means close to 50).

4.2 Hypothesis testing through repeated measure ANOVA

As described in the section strategy of analysis, we conducted a 2 x 3 repeated measure ANOVA with the factors
congruency (two levels) and ambiguity (three levels) to answer hypothesis H1 and H2. Because the assumption of
sphericity was not met for the factor ambiguity, we used the Greenhouse-Geisser sphericity correction for this factor.
Supporting the results of the visual analysis reported in Figure 2-4, we found a signi�cant main e�ect for ambi-

guity, F(1.76, 150) = 7.87, p < .001, 휂2푝 = .05 (using Greenhouse-Geisser correction). This meant that participants
evaluated pro�les of the three di�erent levels (bot, human, and ambiguous), in fact, di�erently. This supported our
operationalization of the three di�erent levels. In addition to this, we found a signi�cant interaction of ambiguity
with the control variable age (F(1.79, 150) = 7.29, p = .001, 휂2푝 = .05). After visual analyzing this result, we found that
younger individuals performed worse in di�erentiating between the three levels.
Concerning the factor congruency, we found no signi�cant main e�ect, F(1, 150) = 0.72, p = .39, 휂2푝 = .005, which

indicated that, when holding pro�le ambiguity constant, there was no signi�cant di�erence between congruent or
incongruent pro�les other than motivated reasoning would suggest. In turn, this implied that hypothesis H1a and
H1b had to be rejected. However, when scrutinizing the results of the control variables, we noted that three variables
interacted signi�cantly with the factor congruency: social bot knowledge (F(1, 150) = 5.52, p = .02, 휂2푝 = .04), age
(F(1, 150) = 13.29, p < .001, 휂2푝 = .09), and time spend on social media (F(1, 150) = 4.51, p = .03, 휂2푝 = .03). Through
visual analysis, we assessed what this interaction meant for each level of ambiguity. For all levels (human, social bot,
and ambiguous pro�les), we found that individuals who knew about social bots showed a greater e�ect of motivated
reasoning. In other words, people with prior knowledge of social bots rated opinion-congruent pro�les as more human
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Fig. 2. Density distribution of the dependent variable profile perception. If a Twi�er profile was perceived as a social bot, values are
below 50. If the Twi�er profile was perceived as a human profile, values are above 50. Red lines indicate opinion-congruent profiles,
whereas blue lines indicate opinion-incongruent profiles.

and opinion-incongruent pro�les as more bot-like compared to people who did not know about social bots before.
Similarly, we found that the more time people spend on social media the greater the motivated reasoning e�ect. In
other words, people how spend more time on social media rated opinion-congruent pro�les as more human and
opinion-incongruent pro�les as more bot-like compared to people spend less time on social media. For age, the results
were less clear. Younger individuals showed more motivated reasoning only for human pro�les. For bot pro�les as well
as ambiguous pro�les age did not show a substantial e�ect.
Moreover, we did not �nd a signi�cant interaction between congruency and ambiguity, F(1.86, 150) = 1.46, p = .23,

휂2푝 = .01 (using Greenhouse-Geisser correction), including the before mentioned control variables. This meant that our
overall assumption that opinion-congruency would in�uence pro�le perceptions only for ambiguous pro�les was not
met (the combination of H1 and H2).

4.3 Planned contrasts

Through paired sample t-test, we found a signi�cant di�erence between the means of ambiguous, opinion-congruent
(M = 57.4) and ambiguous, opinion-incongruent (M = 52.4) accounts, t(150) = 3.48, p = .001, d = 0.28. Hence, the result
for ambiguous opinion-congruent accounts supported H1a which suggested that these accounts would be perceived as
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human accounts (i.e. M > 50). H1b was, however, not supported. We hypothesized that ambiguous opinion-incongruent
accounts would be perceived as social bot pro�les (i.e. M < 50). This was not the case (M = 52.4). Concludingly, we
found that opinion-congruent accounts were perceived as relatively more human than opinion-incongruent accounts,
supporting the motivated reasoning hypothesis.
To test H2a and H2b, we performed a paired sample t-test for the respective hypothesis, adjusting for multiple

comparisons through Bonferroni correction. We found neither support for H2a nor H2b. Means of opinion-congruent
(M = 39.7) and opinion-incongruent (M = 31.6) social bots accounts were signi�cantly di�erent, t(150) = 4.72, p < .001,
d = .38. Similarly, means of opinion-congruent (M = 76.6) and opinion-incongruent (M = 70.4) human accounts were
signi�cantly di�erent as well, t(150) = 3.77, p < .001, d = .3. In both cases, opinion-congruent accounts were perceived
as relatively more human, similarly to ambiguous accounts. However, we hypothesized that accounts that are clearly
identi�able as human or bot should be perceived as such, independent of the displayed opinion in the account. We
conclude that the e�ect of motivated reasoning is stronger than we originally anticipated as we found motivated
reasoning even for accounts that were previously identi�ed as clearly human and social bot.

4.4 Mediation analysis for credibility

We conducted overall three mediation analysis, representing the three levels of ambiguity and following the procedure
described in the strategy of analysis. The outcome variable for each analysis was the perception of the Twitter pro�les,
whereas the two levels of congruency were the predictor variable. The mediator variable was the credibility rating of
the respective level of ambiguity.
We tested the signi�cance of this e�ect using bootstrapping procedures, computing 5000 bootstrapped samples with

a con�dence interval of 95%. The unstandardized indirect e�ect coe�cient of credibility of congruent and incongruent
social bot pro�les was -7.59 with a 95% con�dence interval ranging from -10.94 to -4.48 (see also Figure 3a). This
supported our hypothesis that the perception of bot pro�les is mediated by perceived credibility of the social bot pro�le.
Similarly, we found a signi�cant indirect e�ect of credibility of congruent and incongruent human pro�les of -8.27 with
a 95% con�dence interval ranging from -11.12 to -5.76 (see Figure 3b) as well as a signi�cant indirect e�ect of credibility
of congruent and incongruent ambiguous pro�les of -9.77 with a 95% con�dence interval ranging from -12.64 to -7.11
(see Figure 3c). Overall, this results show that opinion-congruent pro�les were perceived as more credible which lead
users to rate them as more human, whereas pro�les that were opinion-incongruent were perceived as less credible
which lead users to rate them as more bot-like.

5 DISCUSSION

In this study, we wanted to know as to when users perceive an account to be a social bot or an human. Following
motivated reasoning theory, we hypothesized that Twitter pro�les which are opinion-congruent would be more likely to
be identi�ed as human accounts (H1a), whereas opinion-incongruent accounts would be more likely to be identi�ed as
social bot accounts (H1b). We also suggested that this would only occur in cases where users are unable to di�erentiate
between social bots and human accounts (ambiguous accounts). In other words, if pro�les clearly represent a human
(H2a) or a social bot (H2b) account, opinion-congruency has no e�ect on how the pro�le is perceived. Additionally, we
predicted that the relationship between opinion-congruency and pro�les perception is mediated by perceived pro�le
credibility.
Our results indicated that participants perceived the levels of Twitter pro�les namely, human, social bot and ambiguous

pro�les di�erently (a signi�cant main e�ect for the factor ambiguity) as can also be seen in Figure 3. The results of
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(a) (b)

(c)

Fig. 3. Mediation analyses with relevant path coe�icients for (a) bot profiles, (b) human profiles, and (c) ambiguous profiles. Significant
path coe�icients are marked as followed: ***p < .001, ** p < .01, *p < .05.

paired sample t-tests also supported this. Consequently, we observe that participants could generally di�erentiate
between social bot and human accounts.
Moreover, we �nd that younger individuals di�erentiated less between the three levels of Twitter pro�les as compared

to older individuals, independent of the levels of opinion-congruency. We suggest that the increased exposure of younger
individuals to social media (see signi�cant correlations of agewith time spend on social media and social media platforms
used in Table 2) makes them more suspicious of accounts. This is why they are unable to ascertain the identity of any
account (human or social bot) with greater certainty. However, to understand why participants perceived a particular
account as social bot or human can only be answered through in-depths qualitative studies similar to [3].

5.1 The role of opinion-congruency when perceiving Twi�er accounts

In relation to our central hypothesis, suggesting that pro�les are perceived in a biased manner, we found only partial
evidence to support this claim. When including control variables, we did not �nd a main e�ect for opinion-congruency.
This indicates that opinion-congruent and opinion-incongruent pro�les were perceived similarly. This result rejects our
hypothesis that motivated reasoning guides pro�le perception. However, we found a motivated reasoning e�ect for the
control variables age, time spend on social media and social bot knowledge. We found that, especially, participants with
prior knowledge of social bots as well as participants that spend more time on social media showed a greater bias. In
line with motivated reasoning, they perceived opinion-congruent pro�les as more human and opinion-incongruent
pro�les as more bot-like.
We propose that these results stem from a di�erent usage of the term social bot. We agure that participants with

prior knowledge of social bots and participants who spend more time on social media might apply the term social bot
as a pejorative term to indicate disagreement and discredit accounts in comparison to less well versed users. We believe
that the e�ect of motivated reasoning is, in turn, ampli�ed by wanting to show disagreement by labeling accounts as
social bots (expressive disagreement). Popular media have discussed this labeling of others as social bots to discredit
them before. In 2019, Sašo Ornik discussed in a Medium article how the political opposition in Slovenia, as well as the
USA, have been demonized and degraded by associating them with social bots or an evil mastermind 2.

2https://medium.com/@saoornik/everybody-i-dont-agree-with-is-a-russian-bot-or-how-it-is-easier-to-believe-an-evil-mastermind-ca02391055cb
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Morevoer, when excluding the control variables from our analysis through paired-sampled t-test, we found that
mean pro�le perceptions of opinion-congruent pro�les were, as predicted, rated relatively more human (H1a) whereas
opinion-incongruent pro�les were rated as relatively more bot-like (H1b). This was a constant pattern overall pro�les,
independent of the levels of ambiguity. This means that a motivated reasoning e�ect could only be found when not
controlling for individual di�erences such as age, time spend on social media or knowledge of social bots.
Our results also reveal the expected mediation of congruency and pro�le perceptions through pro�le credibility. This

means that perceived pro�le credibility contributes signi�cantly to the e�ect of opinion-congruency on the pro�le
perception whereby opinion-congruent pro�les were perceived as more credible than opinion-incongruent pro�les.

5.2 Practical implications and future directions

Our results can be used to inform developers of assisting tools for social bot detection as well as media literacy scholars.
For assisting tools like Botometer, which rely on users to self-identify accounts they want to check, our results suggest
that users might enter simply pro�les they disagree with, expecting it to be a social bot, due to motivated reasoning. In
turn, the Botometer result might become less credible because it does not con�rm one’s expectation. Future studies
should take into account the users’ bias when investigating the usability and resulting credibility of assisting tools. For
example, it could be asked whether accounts that are incongruent to one’s own opinion are more likely to be tested of
being a social bot? Moreover, are results of assisting tools less credible to the users, if they do not con�rm the expected
outcome?
Because motivated reasoning in�uences individuals to become overcon�dent as well as overcritical of what they

perceive on social media, we suggest the inclusion of motivated reasoning and its e�ects in media literacy programs. This
has been proposed before, for example, Lenker [30] argued that individuals need to be educated about the detrimental
e�ects of motivated reasoning as well as to re�ect upon one’s own motivated reasoning when processing information.
Future studies could investigate whether educating users about motivated reasoning results into less biased perception.

5.3 Limitations

Participants were only shown Twitter pro�les. Limitations that come with this are twofold: First, our results are platform
dependent. Although we asked whether participants actively used Twitter and controlled for this factor, we can neither
make claims about speci�c other social media platforms, nor can we assess how generalizable our results are. Second,
users were presented full Twitter pro�les of only ten posts. Actual Twitter pro�le go beyond ten posts and o�er more
information which can help better identify an account. Third, users are most likely to come across social bots on their
Twitter timeline, where they can only view one post. However, one post is less indicative about an accounts authenticity
than an account pro�le.
Lastly, the social bot accounts which we used in this study were arti�cially created. Although similar to social bots on

Twitter as well as pre-tested, they represent only a limited type of social bots. The cues that we used to build the pro�les
do not represent all possible cues and combination of cues. For example, we did not manipulate follower/followee
ratio or pro�les pictures, both of which are commonly used cues to assess whether an account is automated or not.
Future studies would pro�t from assessing users’ perception among a variety of di�erent social media platforms, within
di�erent contexts (timeline versus pro�les) and with di�erent cues associated with social bots.
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5.4 Conclusion

In this study, we investigated as to when users perceive an account to be a social bot or an human. In line with motivated
reasoning, we hypothesized that opinion-congruent accounts are perceived as more human and opinion-incongruent
accounts as more bot-like. Our main �nding supports this hypothesis: users’ ability to di�erentiate human and social bot
accounts is a�ected by their prior-opinion. We conclude that participants who know about social bots and participants
who spend more time on social media labeled pro�les as social bots to express disagreement and discredit the pro�le.
Moreover, we assert that opinion-congruent pro�les were perceived as more credible than opinion-incongruent pro�les.
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Abstract
This article investigates under which conditions users on Twitter engage with or react 
to social bots. Based on insights from human–computer interaction and motivated 
reasoning, we hypothesize that (1) users are more likely to engage with human-like 
social bot accounts and (2) users are more likely to engage with social bots which 
promote content congruent to the user’s partisanship. In a preregistered 3 × 2 within-
subject experiment, we asked N=223 US Americans to indicate whether they would 
engage with or react to different Twitter accounts. Accounts systematically varied in 
their displayed humanness (low humanness, medium humanness, and high humanness) 
and partisanship (congruent and incongruent). In line with our hypotheses, we found 
that the more human-like accounts are, the greater is the likelihood that users would 
engage with or react to them. However, this was only true for accounts that shared the 
same partisanship as the user.
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Introduction

Communication on social media platforms is not always generated by human users. 
So-called social bots, automated accounts run by computer algorithms, increasingly 
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populate social networking sites. While automated scripts have been used for some time, 
these social bots are design to interact with human users and to shape “the aggregate 
social behavior and patterns of relationships between groups of users online” (Hwang 
et al., 2012: 40). Being designed as such socio-technical entities, it has been argued that 
social bots go beyond previous functionalities (e.g. scripts that do undesirable labor) but 
are built to resemble a social Self, opening new frontiers of robo-sociality (Bakardjieva, 
2015; Gehl and Bakardjieva, 2017).

Because previous research connects some of these social bots to a plethora of malicious 
activities such as the promotion of misinformation (Wang et al., 2018), political astroturfing 
(Keller et al., 2020), and the influence of election outcomes (Bessi and Ferrara, 2016; Ferrara, 
2017; Schäfer et al., 2017), it is important to scrutinize the mechanisms of their effects. In this 
study, we are interested in such malicious social bots which try to disguise their automated 
nature by blending with human online activities (e.g. “liking” or “retweeting”).

While previous work has already investigated the effects of bots on social networks 
(Cheng et al., 2020; Keijzer and Mäs, 2021; Ross et al., 2019), in this article we offer a 
psychological perspective on how deceitful and manipulative social bots and social 
media users engage with each other through following, retweeting, quoted retweeting, 
and commenting on Twitter. We argue that investigating such engagement with social 
bots is crucial to better understand how social bot communication affects not only social 
media networks but also the user’s contribution to the amplification of malicious social 
bot communication.

To this end, we experimentally investigate two factors: the humanness of an account 
and the displayed partisanship of an account. We base our assumptions on previous find-
ings which indicate that users rate human communication as more attractive than social 
bot communication (Edwards et al., 2014), as well as on insights from partisan-moti-
vated reasoning (e.g. Bolsen et al., 2014) which suggests that users process information 
in a biased manner, favoring opinion-congruent information over opinion-incongruent 
information. Hence, the central research question of our study is the following:

RQ1. How does the humanness and partisanship of a social bot account influence 
users’ willingness to follow, comment, retweet, and share a quoted retweet of a social 
bot account?

Based on previous results on the interplay of humanness and partisanship (Wischnewski 
et al., 2021; Yan et al., 2020), we assume that the effects of humanness and partisanship 
influence each other. Opinion congruency might be more pronounced for highly human-
like accounts, whereas opinion congruency might matter less when accounts are less 
human-like. Moreover, we want to know why participants chose for or against following, 
retweeting, quoted retweeting, and commenting. Hence, in this article, we are also inter-
ested in the motivations, that is, possible reasons for users to engage with and react to 
social bots. In two subsequent research questions, we ask,

RQ2. Does the humanness of an account interact with the congruency of the displayed 
account partisanship and users’ partisanship?
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RQ3. Which engagement motivations drive users’ engagement activities and are these 
engagement motivations rather dependent on the humanness or partisanship of an 
account?

Investigating how users engage with varying degrees of social bot humanness and 
partisanship, we contribute to a better understanding of the assumed effects of social bots 
on online communication networks. In particular, the results of our study help to gain a 
deeper understanding of the users’ contribution to the amplification of malicious social 
bot content. Our results can also help to design countermeasures and inform policymak-
ers and social media providers alike.

Theoretical background

To understand the effects of social bots on users and, ultimately, on society, different 
strategies have been pursued, for example, modeling approaches that simulate the (hypo-
thetical) impact of social bots in social networks through (multi)agent-based modeling 
(Cheng et al., 2020; Keijzer and Mäs, 2021; Ross et al., 2019) or epidemiological models 
of contagion (Mønsted et al., 2017). For example, employing an agent-based model of 
the spiral of silence, Ross et al. (2019) found that, under certain circumstances, social 
bots can alter the opinion climate of a communication network. Another approach is to 
investigate how social bots spread information in online networks (Gorodnichenko et al., 
2018; Salge et al., 2021). For example, Salge et al. (2021) observed information dissemi-
nation by social bots in the 2013 Brazilian Confederation Cup riots. Relaying on conduit 
brokerage, the authors derive a theoretical model of information dissemination, incorpo-
rating an algorithmic process of social alertness and social transmission. In doing so, the 
authors thoroughly explain the complex processes that constitute information dissemina-
tion by social bots.

While these approaches provide meaningful conclusions on how deceitful and manip-
ulative social bots can affect social networking platforms as a whole, they do not offer 
insights into how individual social media users might (unwillingly) promote social bot 
accounts. Moreover, knowing how individual users perceive and engage with social bots 
is crucial to inform modeling approaches. For example, Ross et al. (2019) employed two 
agent-based models with varying degrees of social bot influence on individual users. The 
authors found that, depending on the social bot influence on individual users, group-level 
effects varied: Bots with low influence on users were more effective in sparse networks, 
whereas bots with high influence on users were more effective in dense networks. 
Similarly, Salge et al. (2021: 4) were interested in the study of “bots taking action to dis-
seminate information, regardless of whether the information they disseminate is received 
or not by the actors.”

In this study, we want to know how much direct influence social bots exert on indi-
vidual users to overcome this limitation. While the direct persuasive effect of social bots 
on individual users’ opinions is difficult to assess, we argue to investigate, in a first step, 
how social bots and users engage with each other. Such user engagement can be investi-
gated from different perspectives and varying depth. In this study, we limit engagement, 
however, to selected actions that individual users can take on Twitter which are 
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commenting, following, retweeting, and quoted retweeting. With engagement as a first 
proxy to assess a possible social bot influence, we follow the assumption “that the inter-
action with other individuals (or a group) [here: social bots] may affect or change sub-
jects’ thoughts, feelings, or behavior” (Luceri et al., 2019:2). Empirical evidence supports 
this view. For example, investigating political persuasion on social media, Diehl et al. 
(2016) found that, besides news use, social interactions of users with each other posi-
tively affected attitude formations.

While not many studies have experimentally investigated under which circum-
stances users engage with social bots (see, for example, Edwards et al., 2014; Spence 
et al., 2018), previous observational evidence confirms that users, indeed, engage with 
social bots (Cardoso et al., 2019; Wagner et al., 2012). Trying to identify which users 
are more susceptible to engage with social bots, Wagner et al. (2012), for example, 
found that more interactive users were more likely to reply to and befriend social bots. 
Similarly, Wald et al. (2013) found that users’ Klout score1 and the total number of fol-
lowers predicted the likelihood of users replying to or following a social bot. Results 
by Cardoso et al. (2019) were especially alarming. The authors could show that “[o]ne 
in three posts reshared by humans is an original content created by bots” (Cardoso 
et al., 2019: 2).

Although these results indicate that users frequently engage with social bots, other 
findings suggest that this engagement is less likely, if the users suspect an account to be 
a social bot. For example, Edwards et al. (2014) found that, while users rated social bots 
as similarly credible and competent compared with human accounts, social bots were 
perceived as less social and task attractive. In another study by Edwards et al. (2015), the 
authors found that users display higher uncertainty, less liking, and less social presence 
when communicating with a social bot than a human user.

Considering these results, we suggest that users show an engagement preference for 
human-like social bot accounts over accounts perceived as social bots. Central to this 
claim is our hypothesis that the perception of an account determines how users would 
engage with an account. The perception, however, might deviate from the actual nature 
of an account. For example, highly technically sophisticated social bots might appear 
human, whereas accounts run by human users might appear to be social bots. It is also 
likely that some accounts are perceived as somewhat ambiguous, neither clearly auto-
mated nor clearly not automated. Hence, we argue that whether an account is truly a 
social bot or a human user is less relevant for our approach. Instead, our focus is on the 
effect of users’ perceptions of humanness. In doing so, we investigate the effects of dif-
ferent levels of humanness. Relaying this to the findings cited above, we assume that

H1. Users prefer to engage (commenting, following, retweeting, and quoted retweet-
ing) with clearly human-like accounts over medium human-like accounts (ambigu-
ous—neither clearly human nor social bot) over low human-like accounts (social 
bot-like).

Because engagement is not limited to users initiating engagement, we also investigate 
how users react when accounts initiate engagement. Similar to H1, we assume that 
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users are less likely to react to low human-like accounts and are more likely to react 
to high human-like accounts:

H2. Users prefer to react to high human-like accounts over medium human-like 
accounts (neither clearly human nor clearly social bot) over low human-like accounts 
(social bot-like).

Influence of users’ and profiles’ partisanship on engagement activities

Besides the humanness of accounts (high human-likeness vs medium human-likeness 
vs low human-likeness), we suggest that specific opinions expressed by accounts 
increase or decrease the likelihood of users engaging with the account. Especially find-
ings in the context of political communication and political information processing 
could show that opinion-congruent information is more likely to lead to engagement on 
social media than opinion-incongruent information (Colleoni et al., 2014; Garz et al., 
2020). Such effects have led researchers to assume the emergence of so-called echo 
chambers and filter bubbles within social media, suggesting that users become encapsu-
lated only with like-minded views, reinforcing existing beliefs (Barberá et al., 2015; 
Colleoni et al., 2014). However, this notion has recently been challenged (Bruns, 2019) 
and refined Kitchens et al. (2020).

The psychological mechanisms driving this preferential behavior have been associ-
ated with motivated reasoning. Motivated reasoning generally proposes that information 
processing is driven by either accuracy or directional goals (Kunda, 1990). While the 
motive of accuracy goals is to arrive at an accurate conclusion, directional goals aim to 
arrive at predefined conclusions that support previous attitudes or identities. In an early 
study, Kunda (1987) found that female heavy coffee consumers were less convinced 
about the harmful effects of caffeine than female low coffee consumers.

Motivated reasoning has also been found for engagement activities of users on social 
media (Cinelli et al., 2020), indicating that users were more likely to engage with like-minded 
users, leading to homophilic interaction patterns. We assume that this preference for engage-
ment with like-minded users, rooted in motivated reasoning, should also occur when engag-
ing with social bots. However, we assume a differentiated pattern, depending on the 
engagement activities. For the case of Twitter, activities such as retweeting or following2 
signal endorsement, which should predominantly be used for like-minded users/content. 
Especially retweeting has been associated not only with agreement in a message but also with 
trust in the author of a tweet (Metaxas et al., 2015). In contrast, by sharing a quoted retweet 
or a comment, users can similarly express endorsement and disagreement and we assume that 
motivated reasoning would not affect these activities. We hypothesize the following:

H3a. Users follow and retweet accounts in a biased manner, favoring opinion-congru-
ent accounts over opinion-incongruent accounts.

H3b. Users comment on and share quoted retweets of opinion-congruent and opinion-
incongruent accounts equally likely.
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Similar to H2, engagement can also be initiated by another account. In the same man-
ner as H3a, we assume that motivated reasoning would affect this process so that users 
are less likely to react to opinion-incongruent accounts and more likely to react to opin-
ion-congruent accounts:

H4. Users are more likely to react to accounts that are opinion-congruent than 
opinion-incongruent.

To answer RQ1, how does the perceived humanness and partisanship of a social 
media account influence users’ willingness to engage with and react to it, we suggest so 
far that both perceived humanness of accounts (H1 & H2) and partisanship (H3 & H4) 
drive users’ engagement with an account. However, previous studies have also found that 
motivated reasoning also affects how users perceive the humanness of profiles. Results 
indicate that users perceive opinion-congruent accounts as more human-like than opin-
ion-incongruent accounts, which were perceived as less human-like and more bot-like 
(Wischnewski et al., 2021; Yan et al., 2020). Building on these results, we take our 
assumptions in H1–H4 one step further and suggest a mediating role of account percep-
tions. We hypothesize that

H5. The relationship between the users’ partisanship and the likelihood to engage with 
an account is mediated by the perceived humanness of an account (see Figure 1).

In addition, humanness (H1/H2) and users’ partisanship (H3/H4) might affect each other 
in a way that opinion-congruent preferences are more pronounced when accounts are per-
ceived as more human-like, whereas opinion-congruency might matter less when accounts 
are perceived as less human-like. Independent of the accounts’ displayed partisanship, users 
might generally be less likely to engage with accounts of low humanness. This would 

congruency

perceived 
humanness

engagement 
likelihood

Figure 1. Mediation hypothesis (H5).
If a participant’s partisanship and the displayed partisanship of a profile match (congruent condition), the 
participant is more likely to engage with the profile as compared with the non-matching condition. This 
effect can partly be explained by the effect of partisanship congruency on perceived humanness (see Wis-
chnewski et al., 2021; Yan et al., 2020), where congruent profiles are perceived as more human-like than 
incongruent profiles.
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suggest an important boundary condition of motivated reasoning, indicating that users do 
not blindly engage with any account on social media just because it shares the users’ parti-
sanship. Hence, we included RQ2 into our study: Does the perceived humanness of an 
account interact with the congruency of the displayed account partisanship and users’ 
partisanship?

Finally, we want to know why participants chose for or against engagement with 
accounts. Hence, we are also interested in the motivations which drive the engagement 
process. We address this in a third research question (RQ3): Which engagement motiva-
tions drive users’ engagement activities, and are these engagement motivations rather 
dependent on the perceived humanness or the partisanship of an account?

All hypotheses and research questions were preregistered prior to data collection and 
are publicly available via OSF (https://osf.io/w42ca/).

Method

The ethical committee of the University of Duisburg-Essen approved the study. The data 
set, stimulus material, analysis, and Supplementary Material are publicly available on 
OSF: https://osf.io/w42ca/.

Sample

To test our hypotheses, we recruited 223 US American Twitter users from the crowd-
sourcing platform Prolific. The sample size of 220 was determined through a prior power 
analysis (for details, see preregistration). Participants’ age ranged from 18 to 75 
(M = 30.75, SD = 11) years. A total of 115 identified as female, 96 as male, nine as non-
binary, and three participants did not disclose their gender. Most participants held either 
a high school degree (75) or a university degree (BA = 98; MA = 28) and were White 
(139), Black or African American (25), Hispanic/Latino (25), or Asian American (24).

Experimental design and procedure

We conducted an online experiment, using a 3 × 2 within-subject design, with two inde-
pendent factors, humanness and congruency. Humanness described the nature of a 
Twitter account and consisted of three levels: highly human-like accounts, medium 
human-like accounts (ambiguous), and low human-like accounts. The factor congruency 
consisted of two levels, opinion-congruent and opinion-incongruent, and referred to the 
agreement between the participants’ partisanship and the partisanship displayed in the 
Twitter account. To determine the congruency, we measured the political partisanship of 
each participant (Democrat or Republican) and experimentally manipulated the expressed 
partisanship of the Twitter accounts in the stimulus material.

To ensure all participants had the same understanding of social bots, we provided 
a general definition of social bots3 before the experiment. After that, participants 
viewed 18 different Twitter profiles in a randomized order. For each profile, partici-
pants were asked (1) how likely they would engage (retweet, follow, quoted retweet, 
and comment) with the profile, (2) how they would react if the profile engaged with 
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them, (3) which motivations drove their engagement intentions, and (4) how auto-
mated they perceived the profile. Finally, the experiment asked about participants’ 
basic demographic data, social media usage, time spent on social media, Twitter 
usage, political interest, and partisanship.

Stimulus material

Constituting the first factor, humanness, we manipulated Twitter profiles to appear either 
run by a human, ambiguous, or run by a social bot. We followed the procedure developed 
by Wischnewski et al. (2021), who manipulated profiles by varying different character-
istics, including the timing of posting behavior (frequent and infrequent), content (retweet 
only, tweets only, shared links only, and mixed content), and the profile picture.

For the second factor, congruency, we manipulated the political partisanship expressed 
in each profile, representing either a Republican or a Democrat account. Each profiles’ 
partisanship was matched with the participants’ partisanship, resulting in the two factor 
levels: opinion-congruent (Democratic Twitter profile and self-identified Democrat/
Republican Twitter profile and self-identified Republican) and opinion-incongruent 
(Democratic Twitter profile and self-identified Republican/Republican Twitter profile 
and self-identified Democrat).

For each of the overall six conditions, we created three Twitter profiles consisting of 
10 posts per profile, resulting in 18 Twitter profiles. Each Democrat account had a match-
ing Republican account, displaying similar features concerning their follower/followee 
ratio, posting timings, and posting behavior. An example of a low human-like Democratic 
profile and the corresponding low human-like Republican profile is shown in Figure 2.

Measures

After viewing each Twitter profile, we asked participants several questions concerning 
their intention to engage with the respective profile. First, we wanted to know how likely 
participants would engage with a profile. Hence, for each of the four engagement activi-
ties (retweet, follow, quoted retweet, and comment), we asked, “How likely is it that you 
would [activity] this account?” Answers were given on a 5-point-Likert-type item, rang-
ing from 1 = very unlikely to 5 = very likely. Second, we wanted to know how participants 
would react if a profile engaged with them. Hence, for each of the four engagement 
activities (retweet, follow, quoted retweet, and comment), we asked participants to indi-
cate whether they would (1) “engage in some way with the account (e.g. follow back, 
retweet, or comment),” (2) “block/report this account,” or (3) “do nothing.”

To assess how profile perceptions affect the relationship of opinion congruency and 
engagement intentions, we measured the profile perception on a continuous sliding scale 
from 0 to 100, with lower values indicating more bot-like perceptions and higher values a 
more human-like perception (see also, Wischnewski et al., 2021). Finally, we also wanted to 
know which motivations drove participants’ engagement intentions. To this end, we col-
lected previously found engagement motivations that have been shown to drive users’ 
engagement online. Each motivation could then be answered on a 5-point-Likert-type scale, 
ranging from 1 = completely disagree to 5 = completely agree. A list of all engagement  
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motivations for each of the four engagement activities (retweet, follow, quoted retweet, and 
comment), including references, can be found in the Supplementary Material S1.

Control variables

Previous studies have shown that multiple variables, besides the variables of interest 
in our study, can affect how users perceive and engage with other users online. For 
example, Wischnewski et al. (2021) found that younger participants, participants who 
spent more time on social media and who know about social bots, showed a greater 
motivated reasoning bias. Hence, we included a one-item measure to assess how much 
time participants spent on social media (“less than 1 hour,” “1–3 hours,” “4–7 hours,” 
or “more than 8 hours”), and participant’s previous social bot knowledge (“How much 
do you think you know about ‘social bots’?” “a great deal/I am an expert on this topic,” 
“a lot/I have read quite a lot about them,” “some/I have some knowledge about them,” 
“a little/I have only heard of them,” or “none/I have no idea what they are”), following 
Yan et al. (2020).

In addition, we assessed participant’s everyday engagement on social media (“How 
often do you engage in the following activities [retweet, follow, quoted retweet, com-
ment] on Twitter?” with answers on a 5-point-Likert-type scale, 1 = never, 5 = always; 
Cronbach’s � = .82) and Twitter-related items from the Twitter and Facebook Usage 

Figure 2. Examples of two low human-like profiles, depicting a Democrat profile (left) and a 
Republican profile (right).



10 new media & society 00(0)

Scale by Hughes et al. (2012), resulting in two measures: Twitter for information sharing 
and searching (Cronbach’s � = .8) and Twitter for socializing (Cronbach’s � = .86). This 
allowed us to account for natural differences in engagement habits and accommodate 
findings by Wagner et al. (2012), who found that more engaged users were more suscep-
tible to engage with social bots. Previous research could also identify that, for political 
context, political interest is an important moderator (e.g. Carrus et al., 2018), with higher 
levels of interest increasing partisan effects. Consequently, we included Shani’s (2012) 
three-item measure of political interest (Cronbach’s � = .94).

Results

User-initiated engagement with social bots

The main interest of this study was the effects of humanness and partisanship on dif-
ferent engagement activities. Hence, we preregistered four repeated measures analy-
ses of variance (ANOVAs), including predefined control variables, for all four 
different engagement intentions (following, retweeting, commenting, and quoted 
retweeting). As hypothesized, we found a significant main effect of humanness (H1) 
for following, F(2, 428) = 61.84, p < .001, �p

2  = .22; retweeting, F(2, 428) = 75.99, 
p < .001, �p

2  = .26; commenting, F(2, 428) = 61.39, p < .001, �p
2  = .22; and quoted 

retweeting, F(2, 428) = 76.63, p < .001, �p
2  = .26. All means and standard deviations 

are given in Table 1. Planned contrasts supported the results of the omnibus test, indi-
cating that, for each engagement activity, participants were most willing to engage 
with highly human-like accounts over medium human-like accounts over low human-
like accounts. Results of the planned contrasts can be found in Table S2 in the 
Supplementary Material.

Moreover, in H3a, we hypothesized that participants would show a motivated reasoning 
bias for the endorsement activities, following, and retweeting (main effect of congruency). 
Results of the repeated measures ANOVAs supported our hypothesis. We found a signifi-
cant main effect of opinion-congruency for following, F(1, 214) = 183.93, p < .001, �p

2  = .46, 
and retweeting, F(1, 214) = 185.79, p < .001, �p

2  = .47. For the ambiguous engagement, 
commenting, and quoted retweeting, we did not expect an effect of opinion congruency 
(H3b). However, for both commenting, F(1, 214) = 131.09, p < .001, �p

2  = .38, and quoted 
retweeting, F(1, 214) = 174.53, p < .001, �p

2  = .45, the main effect of congruency was sig-
nificant. This indicates that, for all engagement activities, participants preferred to engage 
with congruent profiles, instead of incongruent profiles, even for engagements that do not 
indicate endorsement, such as commenting and quoted retweeting.

In addition to the main effects of humanness and partisanship congruency, we wanted 
to know whether the effect of partisanship congruency was different for different levels 
of humanness (RQ2). Over all four engagement activities, we found that the effect of 
congruency was dependent on the level of humanness, following: F(2, 428) = 72.2, 
p < .001, �p

2  = .25; retweeting: F(2, 428) = 174.53, p < .001, �p
2  = .45; commenting: 

F(2, 428) = 64.93, p < .001, �p
2  = .23; and quoted retweeting: F(2,428) = 66.75, p < .001, 

�p
2  = .24. When visually inspecting (see Figure 3) the mean engagement likelihoods, we 

found that the effect of congruency was much more pronounced for human-like accounts 
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as compared with medium human-like, ambiguous accounts and low human-like 
accounts, indicating a boundary effect of motivated reasoning.

Reactions to social bot-initiated engagement

Similar to users initiating engagement with social bot accounts, social bot accounts can 
initiate engagement with users by following user accounts and commenting on, retweet-
ing, or quoted retweeting user posts. Visually inspecting the descriptive outcomes of the 
four reactive engagement decisions (Figure 4), we observed several overall trends. 
Confirming the user-initiated engagement results (see the previous section), incongruent 
Twitter profiles received similar (dis-)engagement reactions, independent of the level of 
perceived humanness.

In contrast, reactions to congruent profiles were dependent on the level of humanness. 
Fewer participants indicated to report/block highly human-like accounts and more par-
ticipants reported reacting to such accounts. Notably, participants likely just ignored 

Table 1. Mean engagement likelihoods and standard deviations for all four engagement 
activities.

Engagement Human-likeness Congruency M SD

Following Low Congruent 1.86 0.81
Incongruent 1.39 0.67

Medium Congruent 2.05 0.95
Incongruent 1.54 0.82

High Congruent 2.58 1.15
Incongruent 1.44 0.84

Retweeting Low Congruent 1.90 0.80
Incongruent 1.39 0.66

Medium Congruent 2.11 0.97
Incongruent 1.44 0.76

High Congruent 2.62 1.21
Incongruent 1.43 0.85

Commenting Low Congruent 1.82 0.85
Incongruent 1.45 0.71

Medium Congruent 2.00 0.99
Incongruent 1.57 0.81

High Congruent 2.46 1.18
Incongruent 1.55 0.91

Quoted 
retweeting

Low Congruent 1.84 0.81
Incongruent 1.40 0.70

Medium Congruent 2.04 0.97
Incongruent 1.46 0.76

High Congruent 2.55 1.19
Incongruent 1.44 0.82

SD: standard deviation.
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congruent accounts of low and medium humanness. For highly human-like accounts, the 
reaction depended on the initiating behavior. While following, retweeting, and quoted 
retweeting were still likely to be ignored, commenting human-like accounts are most 
likely to engage participants.

To confirm the visual analysis, we conducted mixed multinomial regressions. Because 
the visual analysis conveyed that participants were most inclined to ignore any engage-
ment behavior, for the dependent variable, we used “nothing” as the baseline category, 
which we compared with the decision to “react” and “block/report.” For the factor con-
gruency, we classified “congruent” and for the factor sophistication “ambiguous” at 
baseline. Control variables were included in each model. Coefficients and standard errors 
of all models can be found in Table 2.

Results of the mixed multinomial regression models are similar to all initiating activi-
ties and support the visual analysis. Compared with less human-like (ambiguous) Twitter 
accounts, less human-like accounts were more likely to be blocked/reported but equally 
(un)likely to be reacted to. Compared with less human-like (ambiguous) Twitter accounts, 
human-like accounts were more likely to be reacted to and less likely to be blocked/
reported. Moreover, congruent profiles were more likely to be reacted to and less likely 
to be blocked than incongruent profiles.

Profile perception as the driver of engagement decisions

As suggested by motivated reasoning theory, we assumed that matching the participants’ 
partisanship and the displayed partisanship of the account (i.e. congruent) would drive 

Figure 3. Mean engagement likelihoods for retweeting, following, quoted retweeting, and 
commenting.
Error bars depict 95% confidence intervals.
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Figure 4. Count data of reaction decisions for each of the four behaviors (retweeting, 
commenting, following, and quoted retweeting).
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the decision to engage with this account. We found this hypothesis supported (see “User-
initiated engagement with social bots” section). In addition, we wanted to know whether 
we can explain this effect through the participants’ perception of the account. Hence, we 
hypothesized that partisan congruency indirectly affected the engagement likelihood 
through a biased perception of the account (H5).

To test H5, we employed mediation analyses, using the PROCESS macro for SPSS by 
Hayes (2017). We initially preregistered mediation analyses only for the endorsement 
activities (following and retweeting) because we expected these activities to be affected 
by motivated reasoning. However, the analysis in section “User-initiated engagement 
with social bots” indicated that commenting and quoted retweeting were also affected by 
partisanship congruency. Hence, we also conducted mediation analyses for commenting 
and quoted retweeting, assuming the same mediating role of profile perception.

Overall, for engagement activities, the mediation analyses supported H5 only for low 
human-like and highly human-like accounts but not for less human-like (ambiguous) 
accounts. For both low and highly human-like accounts, incongruent profiles were less 
likely to be engaged with (significant negative c-paths). They were also perceived as less 
likely to be human (significant negative a-paths). In turn, being perceived as less human 
decreased the likelihood of engagement with an account (significant negative b-path). 
For both low human-like accounts and highly human-like accounts, including the per-
ception of an account partially explained the effect of congruency on engagements (sig-
nificant indirect effects). All path coefficients and confidence intervals are reported in 
Table S5 in the Supplementary Material.

Similar to low and highly human-like accounts, we found for less human-like (ambig-
uous) that congruency increased engagement likelihoods accounts and a more human-
like profile perception (significant negative c′- and a-paths). However, we did not find 

Table 2. Results of the mixed multinomial regression analysis.

Engagement Term Low humanness High humanness Incongruent

Estimate SE Estimate SE Estimate SE

Following React –0.23 0.16 0.88** 0.14 –0.66** 0.15
Block/
report

0.45** 0.16 –0.56** 0.21 1.89** 0.21

Retweeting React –0.11 0.08 0.35** 0.07 –0.33** 0.10
Block/
report

0.29** 0.08 –0.32** 0.12 0.94** 0.08

Commenting React –0.09 0.07 0.4** 0.06 –0.19* 0.07
Block/
report

0.20* 0.08 –0.31** 0.11 0.79 0.07

Quoted 
retweeting

React –0.11 0.08 0.36** 0.07 –0.19* 0.07
Block/
report

0.29** 0.08 –0.41** 0.12 0.87** 0.09

SE: standard error.
*p < .05; **p < .01; ***p < .001.
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that the profile perception affected the likelihood of engagement (non-significant 
b-paths). Trying to understand this null effect, we first inspected the means and standard 
deviations of profile perceptions for ambiguous profiles: Mcongruent = 59.84, SD = 20.62 
and Mincongruent = 57.83, SD = 21.33. A paired-samples t test indicated that both means did 
not differ significantly, t(222) = 1.43, p = .154. Hence, we concluded that partisanship 
congruency did not affect how users perceived profiles with less human-likeness (ambig-
uous accounts).

Engagement motivations

As a follow-up to the findings above, we also wanted to know why users decided for or 
against engaging with an account (RQ3). Through four multiple regression analyses, we 
found which motivations drove users’ decisions. Standardized regression coefficients 
and significance tests are summarized in Table S3 in the Supplementary Material.

To understand whether engagement motivations depended on the level of humanness 
of an account and/or the congruency of an account, we ran repeated measures ANOVAs 
with the two within-factors, humanness and partisanship congruency, and the previ-
ously mentioned control variables. Across all motivations, we consistently found a main 
effect for humanness and partisanship congruency and an interaction effect of both. 
Planned contrasts revealed that engagement results were similar to the engagement and 
reaction results. For incongruent accounts, levels of humanness did not matter. Most 
engagement motivations were equally low independent of an account’s humanness. In 
contrast, for congruent accounts, most motivations increased with increased human-
likeness. For a detailed report of the F statistics, p values, and planned contrasts, see 
Table S4 in the Supplementary Material. We found one exception for this pattern for the 
motivation to share a quoted retweet (“I want to argue by adding my own opinion to a 
retweet”). Here, we did not find a significant interaction of perceived humanness and 
partisanship congruency, F(1.88, 428) = 0.89, p = .41, �p

2  = .004. While this motivation 
was less relevant for incongruent profiles, the motivation became more relevant with 
increased human-likeness.

Discussion

Drawing on insights from previous research on human–social bot interaction and moti-
vated reasoning theory, we hypothesized that the likelihood of social bot accounts to 
engage with users depends on two factors: the humanness of an account and the partisan-
ship displayed by the account. In doing so, we differentiated between initiating engage-
ment of users with social bots and reactive engagement of users with social bots. The 
behaviors of interest were the engagement activities: following, retweeting, commenting, 
and quoted retweeting. In addition to the direct effect of partisanship displayed by the 
account, we also hypothesized partisanship to indirectly affect engagement likelihoods by 
altering how profiles are perceived (mediation hypothesis). Finally, to better understand 
why users chose to engage or not, we also explored users’ engagement motivations.

Through repeated measures ANOVAs, we found for all four engagement activities of 
interest (following, retweeting, commenting, and quoted retweeting) the expected effects 
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of humanness and partisanship congruency as well as an interaction of both. These 
results indicated that (1) highly human-like accounts were more likely than medium and 
low human-like accounts to receive engagement from and also that (2) this was only true 
for congruent accounts. In contrast, accounts that did not share participants’ partisanship 
were highly unlikely to receive engagement from participants. Hence, our study high-
lights that Twitter users are more willing to engage with human-like accounts, especially 
when they share the same political partisanship.

Similarly, when investigating how likely participants would react to accounts, only 
human-like, congruent accounts were likely to receive any engagement. However, it was 
most likely that participants would not react at all when an account initiated engagement. 
Independent of the level of humanness, incongruent accounts were most likely to be 
either blocked/reported or ignored. This implies that only very sophisticated social bots, 
which can successfully disguise their automated nature, are likely to engage with or 
receive engagement from users.

Moreover, we found that the impact of partisanship congruency was dependent on the 
level of humanness. The effect of partisanship congruency was largest for highly human-
like accounts, smaller for medium human-like accounts, and smallest for low human-like 
accounts. This implies that users do not “blindly” engage with any account which shares 
their political partisanship but incorporate their perception of the humanness of the 
account into their engagement decision.

Results of the mediation hypothesis support this. Here, we revealed that the effect of 
congruency was partly due to biased humanness perceptions, indicating that congruent 
profiles were perceived as more human-like which, in turn, lead to an increased likeli-
hood of user engagement. Similar to the engagement results, this suggests that users are 
unlikely to react to clear social bot accounts and most likely ignore or block/report these 
accounts. However, we did not find this effect for profiles that fell neither into the 
clearly social bot category (low human-like accounts) nor into the clearly human cate-
gory (highly human-like accounts). We assume that due to the ambiguous nature of 
these accounts, participants needed to engage in more deliberative processing, which 
has previously been found to reduce the effect of motivated reasoning (Pennycook and 
Rand, 2019).

Especially the results concerning partisanship congruency confirm previous find-
ings of motivated reasoning and homophilic patterns in social networks (Colleoni 
et al., 2014; Garz et al., 2020; Mosleh et al., 2021). Our results add to this that, in the 
context of social bot accounts, this pattern is partly due to biased perceptions of pro-
files with partisan-congruent profiles being perceived as more human-like (see also 
Wischnewski et al., 2021; Yan et al., 2020). However, our results also show limitations 
of this effect. Partisanship congruency mattered the least for bot-like accounts. With 
previous studies indicating that human-like social bot accounts are likely to be rare 
(Assenmacher et al., 2020), we conclude that the influential impact of social bots is 
likely to be overestimated. In fact, our results suggest that most accounts that show low 
to medium levels of humanness are likely to be ignored if they are congruent or 
blocked/reported if they are incongruent. However, this also implies that, as soon as 
social bots are well enough developed to successfully disguise their automated nature, 
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users become increasingly more susceptible, especially if accounts are tailored to sup-
port specific partisan views.

These results for humanness extend previous findings on user social bot engagement 
which conventionally do not differentiate between different levels of social bot human-
ness (Cardoso et al., 2019; Wagner et al., 2012). For example, Cardoso et al. (2019) 
found that an increasing number of users interact with social bots and share content from 
social bot accounts. However, the authors do not differentiate between different levels of 
humanness of these accounts. Our findings indicate that, besides the strong impact of 
partisan congruency, user engagement with social bots is most likely driven by highly 
human-like bots.

Finally, by investigating different engagement motivations, we could also show that 
the effects of humanness and partisanship congruency are reflected by users’ motivations 
to engage. If accounts are incongruent, participants were generally not motivated to 
engage. If accounts were congruent, participants were most motivated to engage when 
the accounts were also human-like. In addition, we found that the different levels of 
humanness and partisanship (in)congruency of a profile affect all engagement motiva-
tions equally, except for the motivation to share a quoted retweet. Here, we found that the 
motivation “I want to argue by adding my own opinion to a retweet” was not affected by 
the displayed partisanship of the profile. This supports our initial hypothesis that differ-
ent engagement activities are affected differently by partisanship congruency. Activities 
that do not imply endorsement, such as commenting or sharing a quoted retweet, should 
be less affected by the displayed partisanship.

Limitations and future work

The discussed results include methodological and theoretical limitations. By choosing 
Twitter as a social media platform, assumptions are restricted to it. Similarly, we can only 
make assumptions about political partisanship in the US context. However, different 
dynamics might occur when transferring our experimental setup to different cultures but 
also different polarizing contexts. For example, while partisans in the US are less likely 
to engage with each other (Finkel et al., 2020), other contexts might show different 
engagement patterns.

Moreover, participants in our study were immediately confronted with Twitter pro-
files. Consequently, suspicious behavior such as repetitive retweeting was immediately 
evident. However, in their everyday social media browsing experience, participants are 
more likely to come across single posts of accounts. In addition, we measured partici-
pants’ engagement intentions but not actual behavior. While previous research suggests 
that intentions are generally a good indicator for behavior, research on the intention–
behavior gap suggests that, under certain circumstances, behavior deviates from the 
intention (see Sheeran and Webb, 2016, for a review). Furthermore, the introductory 
definition of social bots might have primed participants to more aware of a possible bot 
presence which would not occur in a real scenario. To overcome these limitations and 
increase ecological validity, field experiments similar to Mosleh et al. (2021) are neces-
sary to strengthen our findings.
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Theoretically, our argumentation relies on the assumption that social bots exert influ-
ence through communication with users. In doing so, we imply that users actively engage 
with or react to social bots. This assumption bears at least two limitations. First, active 
engagement is not a necessary but only a sufficient requirement for influence. Especially 
findings on mere exposure and prior exposure show that one or multiple exposures to a 
stimulus can change perceptions (Pennycook et al., 2018; Zajonc, 1968). This implies 
that passive engagement without any reactions such as following, retweeting, comment-
ing, or quoted retweeting can already influence users. To account for such passive 
engagement, eye-tracking studies could complement the findings of our study to detect 
concentration and attention to social bot accounts (e.g. Counts and Fisher, 2011). Second, 
our findings cannot account for the influence of social bots on a social network. Previous 
studies could show that social bots can amplify specific content, leading to “megaphone 
effects” (Woolley and Guilbeault, 2019: 193), as well as initiating political astroturfing 
campaigns (Keller et al., 2020). Because our results suggest that the social influence of 
social bots on individual users is low, we suspect that the actual impact of social bots 
originates in their ability to affect network structures, thus network influence.

Besides these methodological and theoretical limitations, our work also holds 
important social implications. In particular, our results suggest that with increased 
sophistication of social bots, in other words, an increased robotization of social media 
users, the line between “real” human users and “automated” users becomes increas-
ingly blurred which can lead to feelings of alienation and dehumanization of human 
users (Fortunati et al., 2019).

Conclusion

In this article, we wanted to know under which conditions Twitter users engage with and 
react to social bots. We found that highly human-like social bots were most likely to 
receive user engagement and were also more likely to initiate engagement with users. We 
also found that this was only true for accounts that shared the same partisanship as the 
user. Thus, users prefer to engage with and react to highly human-like accounts that share 
the same political opinion. Moreover, this effect of partisanship congruency decreased 
for accounts displaying medium or low levels of humanness, indicating that users do not 
blindly engage with any account that shared their political partisanship. Thus, we con-
clude that the impact of social bots on individual users is nuanced and most likely over-
estimated. Social bot engagement is only effective if they achieve to disguise their 
automated nature.
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Notes

1. A single indicator of an account’s influence on social media networks developed by Klout.
com.

2. We acknowledge that both following and retweeting are not always clear indications of 
endorsement. Some users on Twitter explicitly state, for example, in their bios that “RTs 
[retweets] ≠ endorsement.” However, the disclaimer “RT ≠ endorsement” is likely a (mean-
ingless) phrase dating back to the early use of Twitter by journalists (https://www.buzz-
feednews.com/article/charliewarzel/meet-the-man-behind-twitters-most-infamous-phrase). 
Moreover, while some users follow others, for example, to surveil an account, most following 
motivations relate to endorsement (Ouwerkerk and Johnson, 2016).

3. Social bots are automated online accounts that communicate more or less autonomously and 
typically operate on social media sites, such as Twitter. They serve different functions like 
forwarding, liking, or commenting on specific topics like the weather, sport results, but also 
political issues. Social bots can also be programmed by companies to disseminate adver-
tisement within social networking sites. They can openly disclose that they are automated 
accounts.
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ABSTRACT
Past research has drawn on motivated reasoning theories in order
to explain why some people fall for fake news while others do not.
One such motivated reasoning paradigm proposes an elicitation
of identity threat when incoming information is inconsistent with
prior attitudes and beliefs. This experienced identity threat leads
to biased information processing in order to defend those prior
attitudes and beliefs. Building on this, we conducted two studies
to test the overarching hypothesis that shifting identity salience
changes information processing outcomes. In two experimental
studies with N = 353, we tried to (1) increase factual information
acceptance and (2) decrease misinformation acceptance. Our data
support the previously found results that identity-threatening in-
formation decreases the evaluation of information compared to
a control group. Findings also suggested that identity-supporting
information was evaluated better, respectively. However, in both
studies, identity salience manipulation did not change the evalua-
tion of the information. Still, we found that those participants for
whom another identity was made more salient indicated reduced
feelings of anger compared to participants who were threatened
and received no identity salience manipulation. We interpret these
results as a promising �rst step to counter motivated reasoning
processes.
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1 INTRODUCTION
Today, misinformation spreads online with rapid velocity and seems
to become ever more pervasive [42]. Repercussions of this vast in-
crease of shared misinformation have not only become tangible in
the health sector (see outbreaks of measles) [30] but more generally
relate to increased distrust of public institutions [28]. Notably, social
media sites such as Facebook, Twitter, and Reddit, that facilitate the
creation and sharing of user-generated content are often associated
with dissemination and consumption of misinformation [29]. In
addition to that, messanging services like WhatsApp contribute
increasingly to the circulation of misinformation [31]. These de-
velopments coincide with two facilitating processes, namely, (1)
increasing numbers of people receive their news through social
media platforms [32] and (2) content is created and spread by au-
tomated accounts (e.g., social bots) [43] and so-called trolls (e.g.,
Russion Intelligence Research Agency) [3] who target individual
users. In all likelihood, more social media users will be exposed to
misinformative content in the future.
In light of these trends, the question of why people fall for fake

news has not only been raised within the research community [26]
but also on popular news sites [27]. We can �nd answers in prior
research on motivated reasoning. Motivated reasoning theories
propose that individuals sometimes process incoming information
with a bias in favor of existing beliefs and attitudes, “to arrive at
a desired conclusion” [[2], p. 485]. According to this, motivated
reasoning a�ects the perception of both misinformation and ac-
curate information: misinformation that supports existing beliefs
and attitudes is likely to be accepted (false positive acceptance),
just as misinformation that contradicts those beliefs and attitudes
is easily detected (true positive). In return, information rejection
of factual information contradicting an individual’s prior beliefs
and attitudes are higher (false negative) and vice-a-versa, in cases
where information acceptance coincides with the individual’s prior
belief’s and attitudes (true negative).
Analogous to the discussion of why people fall for fake news,

studies examining the possibilities to protect individuals from mis-
information, as well as to correct misinformation at its source, have
increased in number. Many of these investigate misinformation
corrections [8] and the acceptance of these corrections [25], but
also inoculation strategies [6] and media literacy interventions [34].
This paper contributes to the existing literature by introducing
another approach to deal with the increase of misinformation cir-
culation and propose ways of protecting users. We employ a social
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identity approach to address this. We propose manipulating identity
salience of users’ to either a) make a threatened identity less salient
or b) to reduce the salience of a misinformation a�rming identity.

2 THEORETICAL BACKGROUND
2.1 Information processing and motivated

reasoning
The central claim of motivated reasoning theories is that the indi-
vidual assessment of information is driven by prior attitudes [36]
and beliefs as well as group belonging [5] and identity [16]. Mo-
tivated reasoning theories claim that if incoming information is
congruent with an individual’s prior beliefs and attitudes or if it
supports one’s world view, it is more likely to be believed, whereas
information contradicting individuals’ views is more likely to be
rejected.
To explain the underlying psychological mechanisms of moti-

vated reasoning, di�erent theoretical approaches have been pro-
posed. With origins in cognitive dissonance theory [7], earlier theo-
ries suggest that incoming information elicits di�erent motives like
the need for accuracy, self-defense and impression management [4]
which are then associated with biased memory search and selec-
tion of reasoning strategies [20]. In particular, defense motivation
as a result of perceived social identity threat has been related to
directionally motivated information processing [13]. More recently,
emotional processes have been introduced to add to the existing
literature on cognitive and motivational approaches. For example,
in coining the term a�ective contagion, Lodge and Taber [22], ac-
knowledge these a�ective processes within motivated reasoning.
They argue that early a�ective associations towards the incoming
information determine memory retrieval and set the direction for
subsequent processing via associative pathways [37]. By contrast,
instead of focusing on early a�ective reactions, Suhay and Erisen
[35] investigate the discrete emotions of anger, anxiety and enthusi-
asm, which all occur later, and their e�ect on motivated reasoning.
Through mediation models, they con�rmed the role of anger for
attitude inconsistent information and enthusiasm for attitude con-
sistent information. In their analysis, however, motivated reasoning
was mostly fueled by anger. In addition to this research, a third
theoretical approach centers on the role of “Identity Protection
Cognition” (IPC) within the psychological processes of motivated
reasoning.

2.2 Identity Protection Cognition and Identity
Salience

A prerequisite for Identity Protection Cognition posits that speci�c
ideas, ideologies or world views become "a badge of membership
with identity-de�ning a�nity groups" [[9], p. 2]. The formation of
such groups is evident, especially when issues become politicized.
In other words, group identities and alliances become tightly bound
to speci�c belief systems which in turn a�ect behavior. According
to Identity Protection Cognition, it is considered individually ratio-
nal for individuals to reject information that is contrary to group
beliefs, because acceptance would threaten their status within their
a�nity group. "[I]n fact, identity-protective cognition is a mode of
engaging information rationally suited to the ends of the agents

who display it" [[9], p.1]. It is then the primary goal of an individual
to protect her or his status within the respective group. In this,
Identity Protection Cognition draws on both evolutionary psychol-
ogy and utility maximation theory. While the former proposes that
social groups ful�l basic needs of belonging, protection and safety,
the latter supplements utility maximation theory in proposing that
the bene�ts of conforming to group beliefs outweigh the costs of
rejecting them. Furthermore, empirical studies in the context of pol-
itics [2] and technology acceptance [11] support Identity Protection
Cognition. Van Bavel and Pereira [2] suggest in their identity-based
model of beliefs that "accuracy goals compete with [partisan] iden-
tity goals to determine the value of beliefs" (p. 215). For our part,
instead of focusing on partisan related identities and goals, we want
to focus on the underlying processes of identity threat and identity
a�rmation.
As stated above, identity-based beliefs may either support or

reject factual information or misinformation. In our two studies
we focussed on false negatives and false positives (see c and d in
Table 1). The overall aims are to increase acceptance and decrease
rejection of factual information (thereby addressing false negatives),
and decrease acceptance and increase rejection of misinformation
(with an eye to false positives), through a manipulation of identity
salience. We hypothesize that changing the salience of an individ-
ual’s identity from a threatened identity to an unthreatened identity
will, in turn, increase the likelihood of accepting factual information
and rejecting misinformation.
In general, identity salience manipulations have been success-

fully implemented to change attitudes and behavior as observed
in studies on stereotype susceptibility [33], stereotype threat [24]
and performance [18] but also within the realm of policy support
[41]. These studies draw mostly on social identity theory and self-
categorization theory. According to social identity theory, people
can de�ne themselves both in terms of who they are as an indi-
vidual as well as their membership in various groups [38]. Turner,
Oakes, Haslam and McGarty [40] extend this view by what they
called self-categorization theory. Self-categorization theory picks
up the concept of personal and social identity and describes these as
“di�erent levels of self-categorization” (p.1). It asserts an experience
of self through varying identities, and that the prevalent identity
shifts in response to contextual and social cues. Consequently, once
another identity becomes more salient, the respective norms of the
salient group guide downstream cognition and emotion [15].
Moreover, we hypothesize that a shift in identity salience would

not only a�ect how individuals think about incoming information
but also how they feel about it. Because experiences of identity
threat have previously been shown to induce either feelings of anx-
iety or anger [16], we hypothesized that a manipulation of identity
salience should also be re�ected by an identi�able emotional reac-
tion. Depending on the emotion induced by the identity-threatening
information (either anger or anxiety), this emotion should decrease
upon the manipulation of identity salience. Building on this, we
conducted two studies, (1) which tried to increase the acceptance
of factual information and (2) which tried to increase the rejection
of misinformation.
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Table 1: Processing (mis-)information.

Information is true (factual
information

Information is false (misinformation)

Belief supports information (a) True positive (b) False positive
Belief contradicts information (c) False negative (d) True negative

2.3 Hypotheses Study 1
In study 1, we hypothesized the following: (H1.1) If incoming infor-
mation (news) threatens the identity of individuals, the information
is evaluated more poorly than compared to a groupwhose identity is
not threatened by the information. (H1.2) This identity threat is ac-
companied by an emotional reaction. Therefore, identity-threatened
individuals experience higher levels of anger or anxieties. (H2.1)
When the salient identity of an individual is changed to an unthreat-
ened identity, the individual will evaluate the factual information
better. (H2.2) An identity salience manipulation for an unthreat-
ened identity will result in no changes in evaluation. (H3.1) The
change from a threatened to an unthreatened identity will also be
re�ected in a change to the emotion experienced (i.e., individuals
will experience less anger or anxiety). (H3.2) The identity salience
manipulation for unthreatened identities will result in no changes
in experienced emotion. See Appendix A.1 for an overview of all
hypotheses.

2.4 Hypotheses Study 2
For study 2, instead of increasing the acceptance of factual informa-
tion, we intended to increase the rejection of misinformation (i.e.,
(b) false positives in Table 1). Building on IPC, we hypothesized
the following. (H4.1) If incoming information (misinformation)
supports the identity of individuals, the information evaluation is
better than compared to a group whose identity is not supported
by the information. (H4.2) This identity support is accompanied
by an emotional reaction towards the identity-supporting stimu-
lus. Therefore, individuals experience higher levels of enthusiasm.
(H5.1) By changing the salient identity of individuals to a non-
supporting identity, the a�ected individuals will have a poorer
evaluation of the misinformation. (H5.2) An identity salience ma-
nipulation from one non-supporting identity to another will result
in no changes in evaluation. (H6.1) The change from a supporting
to a non-supporting identity will also be re�ected in a change of ex-
perienced emotion. Individuals should experience less enthusiasm.
(H6.2) The identity salience manipulation from non-supported to
another non-supported identity will result in no changes in experi-
enced emotion. See Appendix A.2 for an overview of all hypotheses.

3 METHODS
Both studies received ethical approval by the ethics committee
of the Department of Computer Science and Applied Cognitive
Science, University of Duisburg-Essen.

3.1 Study 1 - Design and Procedure
To test our hypotheses, we conducted a 2 (manipulation versus no
manipulation) x 2 (women versus men) between-subject study with

247 University students (175 female) with an age range of 18 to 62
years (M = 23.36, SD = 3.65). Participants of both groups (control
and experimental group) were asked to read and evaluate a news
article. In addition, we asked for participants’ a�ective reactions
after reading the article. After being randomly assigned to one of
the two groups, participants in the experimental group received an
identity salience manipulation before reading the news article. All
participants were debriefed upon completion.
In order to reduce identity-threatening potential, per our hy-

potheses, of the news article, we implemented an identity salience
manipulation. Since all participants were university students, we in-
tended to shift identity salience to that identity. For this, we applied
a manipulation used by Shi, Pittinsky, and Ambady [33], which has
previously been found to induce identity salience change. Partic-
ipants of the experimental group were asked the following four
questions: 1) if they were enrolled at a university, 2) what subject
they were studying, 3) which semester they were in, and 4) if they
were living in a student home.

3.2 Stimulus material
The article presented to all participants discussed factual informa-
tion about domestic violence. Speci�cally, it focused on domestic
violence committed by female perpetrators against their male part-
ners, and, hence, was written in a way that threatened women’s
identity. The article was relatively short (approximately 350 words)
and was presented in the design of a well-known newspaper.

3.3 Evaluation of the articles
To measure how the participants evaluated the article, we used
the Trust in News Media (TiNM) scale by Kohring and Matthes
[19]. The scale is a standardized and validated multidimensional
measurement to depict trust and credibility of news media. It con-
sists of four lower-order factors that are assessed by four items: (1)
trust in the selectivity of topics, (2) trust in the selectivity of facts,
(3) trust in the accuracy of depictions and (4) trust in journalistic
assessment. Answers were given on a �ve-point Likert scale (1 =
“do not agree at all”, 5 = “fully agree”) and items reached acceptable
reliability of Cronbach’s α = .86. The complete list of items can be
assessed in Table 2

3.4 Emotions
To assess emotional reactions towards the news article, we asked
participants to self-report their experience of anger and anxiety. To
do so, we created six items based on A�ective Intelligence Theory
(AIT) [23]. Anger and anxiety were measured through three items
respectively: hateful, angry, outraged (Cronbach’s α = .65) and
afraid, worried, anxious (Cronbach’s α = .71). Participants indicated
on a �ve-point Likert scale (1 = “do not agree at all”, 5 = “fully
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Table 2: Items of the Trust in News Media Scale by Kohring and Matthes.

Items

Selectivity of topics

The topic of domestic violence by female perpetrators received the necessary attention.
The topic of domestic violence by female perpetrator is assigned an adequate status
The frequency with which domestic violence by female perpetrators is covered is adequate.

The topic is covered on the necessary regular basis.

Selectivity of facts
The essential points are included.
The focus is on important facts.
All important information regarding the topic of domestic violence by female perpetrators is provided.

Reporting includes di�erent points of view.

Accuracy of depiction
The information in a report would be veri�able if examined.
The reported information is true.
The report recounts the facts truthfully.
The facts that I received regarding domestic violence by female perpetrator are correct

Journalistic assessment

Criticism is expressed in an adequate manner.
The journalist’s opinions are well-founded.
The commentary regarding domestic violence by female perpetrators consists of well-considered
conclusions.
I feel that the journalistic assessment regarding the topic of domestic violence by female perpetrators is
useful.

Table 3: Mean scores of TiNM, self-reported anger and anxiety by group.

Condition TiSM Anger Anxiety

M SD M SD M SD
Salience manipulated female 40.40 9.46 6.57 2.54 7.40 2.80

male 42.50 9.24 6.30 2.05 6.65 2.56
Salience not manipulated female 38.62 9.83 7.46 2.87 7.53 2.71

male 43.13 10.91 6.41 3.01 6.84 2.55

agree”) how they felt when reading the article. The use of AIT to
assess emotions via self-reporting is sound and has previously been
used in several studies.

3.5 Results study 1
Mean scores over all groups for the Trust in News Media scale,
self-reported anger and self-reported anxiety are presented in Table
3. To test the in�uence of identity threat on article evaluation (H1.1)
and the proposed e�ect of an identity salience manipulation to
decrease that e�ect (H2.1), we conducted an analysis of variance
(ANOVA) with planned contrasts, with a standard p < .05 criterium
of signi�cance. The groups (manipulation/no manipulation) were
entered as independent factors whereas the Trust in News Media
score was entered as a dependent variable.
The overall model did not reach signi�cance, F (3, 242) = 2.6, p =

.053, ηp2 = .03. Yet, to answer H1.1, we compared the evaluation of
female readers with male readers through planned contrast. H1.1
hypothesized that female readers would evaluate the article worse
than male readers. This was supported in our data: male readers
assigned a higher quality evaluation to the article than did female

readers (F(1, 242) = 6.22, p = .01, ηp2 = .03). However, this was
neither re�ected by the reported experience of anger (F(1, 242) =
3.1, p = .08, ηp2 = .01) nor of anxiety (F (1, 242) = 3.4, p = .06, ηp2 =
.01), as we had hypothesized in H1.2.
Concerning H2.1, which hypothesized that an identity salience

manipulation would lead to a decreased identity threat, we con-
ducted another planned contrast. However, the identity salience
manipulation in one group did not change how females evaluated
the information compared to females of the group without a manip-
ulation (F (1, 242) = 1.37, p = .24). As hypothesized in H2.2, we did
not �nd a change in the evaluation between male readers (F (1, 242)
= 0.1, p = .76). Although our data did not support that the identity
salience manipulation changed the evaluation of the article, we
found that female readers of the salience manipulation reported
lower levels of anger than females of the control group (F (1, 242)
= 4.82, p = .03). These data support H3.1. This was, however, only
true for reported levels of anger but not for anxiety (F(1, 242) =
0.12, p = .74). As hypothesized (H3.2), male readers of the salience
manipulation group did not di�er from male readers of the control
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Table 4: Items of the Group Identi�cation Scale. (R) indicates a reversed-scored item.

Subscale Item

A�ective
1. I would like to be in a di�erent group (R).
2. Members of this group like one another.
3. I enjoy interacting with the members of this group.
4. I don’t like many of the people in this group (R).

Behavioral
5. In this group, members don’t have to rely on one another (R).
6. All members need to contribute to achieve the group’s goals
7. This group accomplishes things that no single member could achieve alone.
8. In this group, members do not need to cooperate to complete group tasks (R).

Cognitive
9. I think of this group as a part of who I am.
10. I see myself as quite di�erent from other members of the group (R).
11. I don’t think of this group as a part of who I am (R).
12. I see myself as quite similar to other members of the group.

group concerning anger (F (1, 242) = 0.03, p = .87) and anxiety (F (1,
242) = 0.1, p = .75).
The results from study 1 showed that Identity Proteciton Cogni-

tion was supported. The threatened group gave a worse evaluation
of the factual news article than did the non-threatened group, as
was also re�ected in self-reported levels of anger. The manipula-
tion of identity salience to close this gap was unsuccessful. After
receiving the manipulation, mean evaluations did not change sig-
ni�cantly, although we did observe an increase in mean evaluation
in the hypothesized direction. Self-reported levels of anger changed
signi�cantly after the manipulation, but not self-reported levels of
anxiety.

3.6 Study 2 - Design and Procedure
The basic construction of study 2 was similar to study 1. To test
our hypotheses, we conducted a 2 (manipulation versus no manip-
ulation) x 2 (vegetarian versus meat-eater) between-subject study
with 106 University students (75 female) with an age range of 18
to 56 years (M = 23.44, SD = 4.01). Participants of both groups
(control and experimental group) were asked to read and evaluate a
news article. In contrast to study 1, the news article was written in
the style of misinformation. In doing so, we oriented ourselves to
�ndings by Horne and Adali [14], including elements likesimple lan-
guage and sensationalizing headlines. After evaluating the quality
of the article, participants were asked to indicate their experienced
enthusiasm. As in study 1, one group’s participants received an
identity salience manipulation before reading the news article in
order to reduce our hypothesized identity-supporting potential of
the misinformation article. Here we aimed to make the identity of
student more salient. After the experience in study 1 of employing a
manipulation consisting of only four questions, we decided to use a
more elaborate manipulation in study 2. We applied the group iden-
ti�cation scale developed by Henry, Arrow, and Carini [10]. The
scale consists of 12 items which can be divided into three subscales:
cognitive (social categorization), a�ective (interpersonal attraction)
and behavioral (interdependence). For a full list of all questions see
Table 4. After completion, all participants were debriefed..

3.7 Stimulus Material
The article presented to all participants discussed misinformation
about the apparent positive e�ect of a vegetarian diet on job success.
It was written in such a way as to venerate individuals who are
vegetarian or vegan. The article was similar in length to study 1
(∼ 330 words) and was presented in the design of a well-known
newspaper.

3.8 Evaluation of the article
As in study 1, we used the Trust in News Media (TiNM) scale to
assess how participants evaluated the article.

3.9 Emotions
Because we expected that participants following a vegetarian diet
would feel positively about the identity-supporting misinformation,
instead of assessing anger and anxiety, participants were asked to
self-report feelings of enthusiasm. As with the evaluation of anger
and anxiety in study 1, the measure of enthusiasm was based on
A�ective Intelligence Theory (AIT) by [23], andwas assessed through
three categories: proud, enthusiastic and hopeful (Cronbach’s α
= .86). Participants indicated on a �ve-point Likert scale (1 = “do
not agree at all”, 5 = “fully agree”) how they felt when reading the
article.

3.10 Results study 2
For an overview of mean responses concerning TiNM scores and
self-reported enthusiasm, see Table 5. To determine whether in-
dividuals whose identity was supported by the misinformation
evaluated the article better than those whose identity was not
supported (H4.1), we conducted an analysis of variance (ANOVA)
with planned contrasts and controlled for age and gender, with a
standard p < .05 criterium of signi�cance. The overall model was
not signi�cant concerning the grouping variable (F(3, 99) = 2.63,
p = .054, ηp

2 = .07). However, the planned contrast revealed that
vegetarian readers evaluated the misinformation signi�cantly bet-
ter than meat-eaters (F(1, 99) = 4.66, p = .03), as was predicted
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Table 5: Mean scores of TiNM score and self-reported enthusiasm by group.

Condition TiSM Enthusiasm

M SD M SD
Salience manipulated vegetarian 46,62 8.22 10.00 2.51

meat eater 45.57 9.26 6.03 2.88
Salience not manipulated vegetarian 48.75 7.78 9.88 3.27

meat eater 42.61 7.8 6.52 2.58

by identity-support hypothesis (H4.1). This was also re�ected in
higher self-reported levels of enthusiasm (F (1, 99) = 39.07, p < .001,
ηp

2 = .28) (H4.2)
To test whether shifting identity salience from an identity-

support to an uninvolved identity, we conducted another planned
contrast. However, results revealed no signi�cant change between
vegetarian readers of the manipulation group and vegetarian read-
ers of the control group (F (1, 99) = 1.24, p = .27, ηp

2 = .01)
(H5.1). Nevertheless, inspecting the mean scores (see Table 5), we
noted a change in the hypothesized direction (Mvege_manipulated <
Mvege_control). For the non-supported identity, we found that the
manipulation did not change the evaluation as was expected (F (1,
99) = 2.14, p = .15, ηp

2 = .02) (H5.2). This overall picture was con-
�rmed when running an ANOVA with planned contrast for the
dependent variable enthusiasm as well. Manipulation did not a�ect
the responses for enthusiasm of identity-supported individuals (F (1,
99) = 0.04, p = .85, ηp

2 < .001) (H6.1) and non-supported individuals
(F (1, 99) = 0.63, p = .43, ηp

2 = .02) (H6.2).

4 DISCUSSION
In this paper, we wanted to assess if an individual’s evaluation of a
news article changes when their identity salience is manipulated. In
doing so, our overall aim was to increase the acceptance of factual
information on the one hand and to increase rejections of misin-
formation on the other. We build on Identity Protection Cognition
which argues both that information is rejected when it threatens
an individual’s identity and that a piece of information is accepted
when it supports an individual’s identity. Our hypothesis was, then,
that by changing an individual’s identity from a threatened to an un-
threatened identity, they would be more likely to accept incoming
information. Further, by our changing an individual’s salient iden-
tity from a supporting identity to a non-supporting, they would
be more likely to reject incoming information. We applied this
to increase factual information acceptance (study 1) and increase
misinformation rejection (study 2).
The results of study 1 con�rmed Identity Protection Cognition

insofar as individualswhose identity was threatened by the informa-
tion of the news article did indeed evaluate the article to be worse
than individuals whose identity was not threatened. They also
self-reported signi�cantly higher instances of experiencing anger.
However, even after changing identity salience to an unthreatened
identity, we did not �nd that individuals indicated signi�cantly
increased acceptance of the news article compared to the control
group who did not receive the salience manipulation. However, we
did �nd that, although evaluation did not change after the salience
manipulation, levels of self-reported anger were signi�cantly lower

for individuals of the manipulation condition. We did not observe
this �nding for levels of self-reported anxiety.
The aim of study 2 was to increase misinformation rejection for

individuals whose identity was supported by the misinformation.
Our results con�rmed Identity Protection Cognition, as individuals
whose identity was supported evaluated the misinformation better
than those whose identity was not supported. We found this to be
re�ected by the self-reported levels of enthusiasm, as individuals
whose identity was supported indicated signi�cantly higher lev-
els of enthusiasm. Contrary to our hypotheses, changing identity
salience to a non-supporting identity did not result in lower levels of
misinformation acceptance. Although mean acceptance decreased,
this change was not signi�cant. Likewise, we found no support
for our hypothesis in self-reported experiences of enthusiasm. The
identity salience manipulation did not change how individuals felt
about the misinformation.

4.1 Limitations
Before we dive deeper into implications, we want to elaborate on
the limitations of our �ndings. In study 1, we found evidence in our
data that manipulating identity salience led to lower levels of anger.
This suggests that the information was less identity-threatening.
However, we did not �nd this re�ected in the mean evaluation
(TiNM scores). Although the mean evaluation of participants from
the salience manipulation condition was higher as hypothesized
(Mmanipualtion = 40.40; Mno manipulation = 38.62), the di�erence was
not signi�cant. Results from study 2 con�rmed this. Similarly, while
the mean evaluation decreased in the hypothesized direction. the
change was not signi�cant. We identify four possibly explanations
for these results.
(1) The manipulation had no real e�ect across the two studies.

However, we would like to call attention to the signi�cant change
in experienced anger that was recorded. Given this, we assume
that at least in study 1 the manipulation worked. Future studies
would need to further investigate the shift in identity salience via
manipulation.
(2) Identity salience was manipulated, but the e�ect of such a

manipulation was not lasting. Again, we cannot refuse this either.
We know that the duration of framing e�ects depend heavily on
individual characteristics like a person’s political knowledge [21].
Nevertheless, little is known about the e�ectiveness of identity
salience manipulations.
(3) The manipulation worked but its e�ect was too weak to be

statistically signi�cant.
(4) Similarly to the previous possible explanation, both studies

may have been underpowered. To this and the previous explanation,



I Reason Who I am? Identity Salience Manipulation to Reduce Motivated Reasoning in News Consumption SMSociety ’20, July 22–24, 2020, Toronto, ON, Canada

we see reason to believe that our results support our original hy-
potheses. Our data demonstrated the expected direction of change
for both studies when scrutinizing the mean di�erences, and we
saw the same pattern for the experienced emotion of anger.

4.2 Implications and Conclusion
Despite its limitations, our research o�ers some valuable conclu-
sions. First, both studies support claims made by Identity Protection
Cognition. Threatened individuals evaluated factual information
as being of poorer quality, and experienced higher levels of anger.
At the same time, information, in our case misinformation, that
supports an identity is evaluated as being of better quality, while
also re�ecting a higher level of experienced enthusiasm on the part
of the reader. This has important implications for how we approach
misinformation and factual information acceptance, namely, go-
ing further than con�rmation and partisan bias. While it is true
that issues arise when prior attitudes are con�rmed or rejected
by incoming information, incorporating attitudes in a model of
identity might explain why misinformation corrections [8], fact-
checking [1], and other attempts to rectify false information fail. If
an attitude or previously held opinion becomes closely associated
with an a�nity group, as Identity Protection Cognition suggests,
corrections to information are likely to be ignored, counterargued,
or outright dismissed. Although studies have shown that individu-
als are willing to adapt their views [39]—a phenomenon that has
previously been related to “Cognitive Re�ection” [26] —we �nd
those cases to be generally less polarized. Studies have shown that
beliefs can become more polarised after increasing the saliency
of the reader’s political identity [41], while others have indicated
that intergroup comparisons can maximise perception of between-
group di�erences [12]. In light of this, we argue that whether it is
delivering news or o�ering misinformation corrections, practition-
ers need to consider these e�ects that are so associated with the
readers’ identities. This implies refraining from framing issues in a
politicized light but instead focusing on what is said rather than by
whom.
In closing, let us turn to the by far more obvious problem: social

media. Here, admittedly, little can be done concerning the visibility
of political identities. We fear that other issues like content moder-
ation [9] and the monetization of clicks and views may be far more
decisive than any identity salience manipulation we might devise.
Nevertheless, we do not intend to discourage anyone. In fact, build-
ing on our results, we encourage our colleagues to investigate not
only the role of identity in information processing and motivated
reasoning, but also emotional processes and contextual cues.
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A APPENDIX
A.1 Hypothesis for study 1 and their respective results.

Hypotheses Con�rmed?
H1.1 Incoming information threatens the identity of individuals. As a result, the information is evaluated more

poorly than compared to a group whose identity is not threatened by the information.
Yes

H1.2 Identity threat is accompanied by the emotional reactions of anger or anxieties. Yes
H2.1 By changing the salient identity of individuals to an unthreatened identity, the individuals will evaluate

the factual information better.
No

H2.2 An identity salience manipulation for an unthreatened identity will result in no changes in evaluation. Yes
H3.1 The change from a threatened to an unthreatened identity will also be re�ected in a change of

experienced emotion. Individuals will experience less anger or anxiety.
Yes

H3.2 The identity salience manipulation for unthreatened identities will result in no changes in emotion
experienced.

Yes

A.2 Hypothesis for study 2 and their respective results.
Hypotheses Con�rmed?

H4.1 If incoming information (misinformation) supports the identity of individuals, the information evaluation
is better than compared to a group whose identity is not supported by the information.

Yes

H4.2 This identity support is accompanied by higher levels of enthusiasm. Yes
H5.1 Changing the salient identity of individuals to a non-supporting identity, the individuals will evaluate the

misinformation worse.
No

H5.2 An identity salience manipulation from one non-supporting identity to another will result in no changes
in evaluation

Yes

H6.1 The change from a supporting to a non-supporting identity will also be re�ected in a change of
experienced emotion. Individuals will experience less enthusiasm.

No

H6.2 The identity salience manipulation from nonsupported to another non-supported identity will result in no
changes in experienced emotion

Yes
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The Role of Emotions and Identity-Protection Cognition When
Processing (Mis)Information

Magdalena Wischnewski and Nicole Krämer
Social Psychology: Media and Communication, University of Duisburg-Essen

In this study, we investigate the role of emotions in identity-protection cognition to understand how people draw inferences from
politicized (mis-)information. In doing so, we combine the identity-protection cognition theory with insights about the effects of
emotions on information processing. Central to our study, we assume that the relationship between an individual’s political identity
and inference-conclusions of politicized information is mediated by the experienced emotions anger, anxiety, and enthusiasm. In an
online study, 463 German adults were asked to interpret numerical information in two politically polarizing contexts (refugee intake
and driving ban for Diesel cars) and one nonpolarizing context (treatment of skin rash). Results showed that, although emotions were
mostly unrelated to political identity, they predicted performance more consistently than political identity and cognitive
sophistication.

Keywords: misinformation, identity-protection cognition, emotions, mediation, cognitive sophistication
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The increased circulation of misinformation and its direct
linkage to damaging consequences, such as information avoidance
about the recent Coronavirus disease 2019 (COVID-19) outbreak
(Kim et al., 2020), decreased trust in the media (Turcotte et al.,
2015), and environmental harm (Farrell, 2019), has resulted in the
proliferation of academic studies investigating misinformation.
Different approaches and fields investigated, for example, the

spread of misinformation (Brady et al., 2017), susceptibility for
it (Druckman, 2012; Pennycook & Rand, 2019), and the difficulty
to correct it (De keersmaecker & Roets, 2017; Flynn et al., 2017).

Previous studies about misinformation acceptance have placed
their investigation within the broader concept of motivated reason-
ing to understand its underlying psychological mechanisms.
Motivated reasoning, also known as biased assimilation (Lord
et al., 1979), generally assumes that information processing and
assimilation are sometimes biased in favor of one’s prior-beliefs and
attitudes.

In this article, we contribute to this growing knowledge on
misinformation by investigating the role of identity protection
cognition and protection-related emotions. To do so, in our
theory-driven approach, we combine insights from the theory of
identity-protection cognition (IPC), an identity-centered motivated
reasoning conceptualization, with theories of identity threat, affir-
mation, and emotional reaction to identity threat. We choose IPC,
which was originally developed to explain public disagreement
about risk (Kahan et al., 2007) and scientific consensus (Kahan
et al., 2011), as it was recently introduced to explain why indivi-
duals believe misinformation (Kahan, 2017). Moreover, although it
has the individual at the center, it also incorporates cognition related
to group belonging and social identity which the classical motivated
reasoning literature has generally disregarded. However, especially
in highly politically polarizing contexts, group belongings and
social identity play a crucial role (Cohen, 2003).

By applying IPC, we asked participants to draw numerical
inferences in two politically polarized contexts as well as how
they experienced the inference-tasks concerning the emotions of
anger, anxiety, and enthusiasm, emotions which have previously
been closely related to political reasoning (Marcus et al., 2000). We
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argue that if information threatens one’s status within an affinity
group, as IPC suggests, the identity threat elicits anger or anxiety. In
turn, if incoming information affirms one’s identity, enthusiasmwill
be elicited. As emotions have been shown to influence downstream
information processing, we hypothesize that both the experience of
anger and anxiety, as well as enthusiasm, mediate the relationship of
IPC and the reasoning outcome. Our overarching objective is to
contribute to a better understanding of cognitive and emotional
processes in combating misinformation.

Theoretical Background

An Identity Approach to (Mis)Information Processing

With the increasing emergence of misinformation, Yeo et al.
(2015) found that, especially in social media, the question of why
people believe misinformative content has experienced a renewal of
interest. Findings from previous studies reveal that belief in misin-
formation is either rooted in motivational processes (Chaiken et al.,
1996; Kunda, 1990), cognitive biases such as confirmation bias
(Nickerson, 1998) and myside bias (Mercier, 2016), biased memory
retrieval (Taber & Lodge, 2016), or cognitive sophistication
(Pennycook &Rand, 2019). Contrary to this, we focus on a different
approach that places information processing in an identity-driven
framework of motivated reasoning.
In identity-protection cognition (IPC), Kahan (2017) argues that

beliefs and political views become “a badge of membership with
identity-defining affinity groups” (p. 2). IPC considers it individu-
ally rational to reject information that opposes group beliefs, not
solely individuals’ beliefs, engaging in information processing that
is “rationally suited to the ends of the agents who display it” (Kahan,
2017, p. 1). The main goal of an individual becomes then to protect
one’s status within the affinity group. Empirical results of recent
studies support this claim by showing that the rejection of scientists
as well as anthropogenic climate change is driven by social identity
threats (Nauroth et al., 2017; Postmes, 2015).
Relating IPC to misinformation, Kahan (2017) argued that IPC’s

contribution is twofold. On the one hand, individuals accomplish
their goal of expressing group belonging in selectively dismissing
factual information while on the other hand crediting misinforma-
tion that confirms affinity-group identities. This argumentation is
supported by studies that experimentally modified identity salience
to increase misinformation rejection and increase genuine informa-
tion acceptance, respectively (Wischnewski & Krämer, 2020).
Testing IPC empirically against deliberate and reflective infor-

mation processing, Kahan et al. (2017) gave participants numerical
information about the effect of a gun-ban and asked them to derive
from the numbers the correct conclusion of the ban: either an
increase or a decrease of crime. Unlike deliberative and reflective
information processing would suggest, namely, that individuals
with higher numeracy scores performed better in solving the
task, they found that individuals were more likely to answer
correctly if the answer confirmed their political identity.
Although Kahan et al. (2017) do not directly compare the accep-

tance of real and fake news like others have done (e.g., Pennycook
et al., 2018) but rather investigate inferential conclusions about
facts, we considered their approach fruitful: The actual validity of
information put aside, it explains not only why people believe
misinformation but also why some real information is rejected.

Moreover, in Kahan et al.’s (2017) study, the authors used numeric
information and mathematical evaluations. One would expect that
even strong identifications cannot change numerical inferences–
after all, the numbers in their study allowed for only one correct
interpretation. However, that was not the case. Although numbers
unequivocally implied one answer, strong identifications had an
impact on the answering behavior, even for individuals who were
highly numerate. We argue that even supposedly undebatable
arguments such as numbers can be perceived in a biased manner.

The theoretical groundwork of IPC draws on evolutionary psy-
chology and utility maximation theory. According to the former,
social groups fulfill humans’ inherent need of belonging, protection,
and safety, whereas the latter suggests that the benefits of conform-
ing to group beliefs outweigh the costs of accepting group-
inconsistent information. Empirical studies support IPC in the
context of politics (Kahan et al., 2017) and risk perception
(Kahan et al., 2007).

Attitudes or values that are transformed into a badge of group
membership leading to IPC are manifold. However, in line with the
original works on IPC (Kahan et al., 2017), our goal is to investigate
politicized attitudes. We argue that this is appropriate given that
political partisanship has previously been associated with group-
belongings and social identity theory (Greene, 2004). Hence, we
combine IPC with partisanship and social identity to suggest that
political identity-incongruent information becomes identity threat-
ening, whereas political identity-congruent information becomes
identity-affirming.

While the resulting bias of IPC and other theories of motivated
reasoning within reasoning about politics is widely accepted, the
moderating variable of cognitive sophistication yielded contradict-
ing results. Findings by Kahan et al. (2017) indicated that cognitive
sophistication increased identity-protection cognition and, hence,
resulted in a stronger bias. However, recent investigations of this
relationship found the opposite effect. Individuals with higher
cognitive abilities showed less bias (Lind et al., 2018;
Pennycook & Rand, 2019; Tappin et al., 2020). We position our
investigation within the latter findings. In addition to this, IPC has
been a source of criticism concerning its earlier label cultural
cognition (used in, e.g., Kahan et al., 2011). Specifically, the notion
of “cultural” bias has led to conceptual criticism (van der Linden,
2016). For our study, we do not want to argue for or against a notion
of culture but rather follow IPC’s argumentation of an identity-based
approach to understand how people reason about (mis)information.
In doing so, we follow Van Bavel and Pereira (2018) who adopt the
idea of IPC in their identity-based model of beliefs. Their main
argumentation proposes that “accuracy goals compete with identity
goals to determine the value of beliefs” (p. 215). Examples of these
identity goals are belonging goals, epistemic goals, status goals, or
system goals which Van Bavel and Pereira connect to partisan
identities. Similar to Kahan (2017), they argue that “maintaining
beliefs and judgements that are aligned with one’s political identity
[ : : : ] is a higher priority than achieving accuracy” (p. 217).

Concludingly, we hypothesized, based on the above-reviewed
literature on identity-protection cognition:

Hypothesis 1: If participants are asked to draw inferences from
neutral stimuli, accurate inferences are predicted by partici-
pants’ cognitive sophistication, not their political identity (see
Figure 1 Hypothesis 1).
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Hypothesis 2: If participants are asked to draw inferences from
politicized stimuli, accurate inferences are predicted by parti-
cipants’ political identity, not by cognitive sophistication (see
Figure 1 Hypothesis 2).

Hypothesis 3: If participants are asked to draw inferences from
politicized stimuli, the relationship between participants’ polit-
ical identity and accurate inferences is moderated by partici-
pants’ cognitive sophistication (see Figure 1 Hypothesis 3).

The Central Role of Identity-Defense

The psychological defense mechanism against threats to self-
integrity, that IPC uses, has long been discussed (e.g., Sherman &
Cohen, 2002). For example, Chaiken (1987) argued in the heuristic-
systematic model (HSM) that individuals’ primary motivation is to
arrive at an accurate conclusion. Given sufficient cognitive capaci-
ties and motivation, individuals process information thoroughly
(systematic), whereas they otherwise rely on mental shortcuts

(heuristic). In a later version of the HSM, Chaiken et al. (1996)
revised this understanding, saying that accuracy goals are not always
the primary driver of cognition but instead goals that preserve beliefs
and self-concept (defense motivation) or impression management
goals (impression motivation). This defense motivation has later
been associated not only to the protection of the self-concept but also
to favor in-groups (De Dreu et al., 2008). Concludingly, the defense
mechanism becomes a central part of our theoretical understanding
of IPC.

In the next section, we combine this defense motivation with
emotional experiences related to identity threat.

Emotions and Identity-Protection Cognition

For the longest time, emotions have been regarded as corroding
rational thought. In the last two decades, however, they found their
way into many theories on human reasoning (Blanchette &
Caparos, 2013; Jung et al., 2014; Ray & Huntsinger, 2017). Emo-
tions have been introduced to political science (Brader et al., 2008;

Figure 1
Visualization of Hypotheses 1–3. Hypothesis 1 Describes the Inferential Process for Neutral Stimuli, Whereas
Hypotheses 2 and 3 Describe the Inferential Process for Politicized Stimuli in Accordance to IPC
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MacKuen et al., 2010; Marcus et al., 2000, 2011), as well as studies
on misinformation (Bakir & McStay, 2018; Brady et al., 2017;
Van Damme & Smets, 2014; Weeks, 2015) and motivated rea-
soning (Lodge & Taber, 2013; Lord et al., 1979; Martel et al.,
2019; Suhay & Erisen, 2018; Taber & Lodge, 2016).
Earlier research on the effects of emotion on cognition differen-

tiated primarily between positive and negative emotions. Concern-
ing social cognition, for example, it was found that positive moods
induce top–down processing strategies, whereas negative moods
induce a more systematic, stimulus-driven, bottom–up processing
(Fiedler, 2001). In line with this, Schwarz (2002) suggested that
emotions signal the level of required vigilance and effort, where
negative states signal potential threat and positive states signal a safe
environment which he called cognitive tuning. Later findings dif-
ferentiate, however, between negative emotions, such as anger and
anxiety. Contrary to previous findings, it was found that anger, as
well as enthusiasm, led to a general overreliance on prior beliefs and
superficial reasoning strategies (Huddy et al., 2007)—a top–down
processing strategy. In the same lines, Weeks (2015) found that
angry people were also “more likely to be motivated to defend their
attitudes or partisanship” (p. 126). In turn, it was found that the
discrete emotion of anxiety facilitates attention to available infor-
mation and prompts thorough information seeking and processing
(Brader et al., 2008). People who felt anxious were more likely to
put their prior attitudes aside and to consider evidence in a balanced
manner. These findings are consistent with the argumentation of
affective intelligence theory (AIT) by Marcus et al. (2000). In AIT,
Marcus and colleagues introduce two affective systems, the surveil-
lance and the dispositional systems. While the former is alerted
when an individual encounters new and unknown situations or
information, the latter monitors habitual behavior. As part of the
surveillance system, Marcus et al. propose that anger increases
reliance on heuristics as well as enthusiasm. In contrast, anxiety
facilitates the use of careful considerations.
Another strand of research regards emotions as additional infor-

mation for the evaluation of information. The feelings-as-information
hypothesis suggests that feelings are used to infer conclusions in a
“how-do-I-feel-about-it” manner (Schwarz & Clore, 1983). Positive
emotions signal positive evaluations, whereas negative emotions
signal negative evaluations, respectively. Slovic et al. (2007) have
argued that this reliance on affective cues gives individuals an

advantage over the more effortful and time-consuming reasoning
processes of weighing pros and cons, independent of whether the
affective cue is consciously perceived or not. They propose that the
use of a mental shortcut, an affect heuristic, is especially likely
“when the required judgement or decision is complex or mental
resources are limited” (Slovic et al., 2007, p. 1336). In a complex
inference task, it is, hence, more likely that feelings guide individuals’
processing. If a task holds identity-threatening potential, negative
emotions such as anger or anxiety amplify this threat, leading to either
avoidance or rejection of the given information, as IPC suggests.
Positive emotions such as enthusiasm signal safety and approval of
incoming informationwhich is, in turn, used as additional information
in the decision-making process.

This research aligns with Lazarus’ (1991) appraisal theory which
proposes that any emotional state is preceded by a subjective evalua-
tion of the event. Especially going beyond a dimensional understand-
ing of emotions, discrete emotions like anger, anxiety, or enthusiasm
require some degree of cognitive appraisal (Lodge&Taber, 2013). For
the case ofmotivated reasoningwhich IPC relates to, Suhay and Erisen
(2018) found, for example, that the discrete emotion anger success-
fully mediated the relationship between prior attitude and quality
ratings and counter arguments of political campaigns.

Concerning IPC, as stated above, it is assumed that group-
inconsistent information threatens an individual’s identity. Conse-
quently, the individual reacts to the threat with identity-protective
cognition which leads to the rejection of information, independent of
its veracity. Previous studies on identity threat have shown, how-
ever, that identity threat elicited feelings of either anger or anxiety
(Huddy et al., 2005; Huddy et al., 2015; Wischnewski & Krämer,
2020). We can expect that anger is elicited as a result of a perceived
violation of one’s standards (Carver & Harmon-Jones, 2009),
whereas anxiety is associated with a lack of personal control and
uncertainty (Eysenck et al., 2007). Hence, if IPC is a reaction to
identity threat, we can expect that this threat is accompanied by
emotions integral to the situation like anger or anxiety (see dashed
arrows in Figure 2). However, if incoming information is identity
affirming, we can expect that enthusiasm is elicited due to identity
affirmation (Marcus et al., 2000). In turn, we can expect that an
individual, who identifies less with a certain issue, experiences less
identity threat or identity affirmation. Hence, the individual should
also be less biased in her/his reasoning.

Figure 2
Original Identity-Protection Cognition Path in Unbroken Lines. We Hypothesize That Dependent on an
Individual's Attitudes, Anger, Anxiety (for Identity Threat) or Enthusiasm (for Identity Affirmation) are Elicited
(dashed Lines). In Turn, the Effect of Identity-Protection Cognition on the Reasoning Outcomes is Mediated by the
Respective Elicited Emotions
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In accordance with the discussed literature and empirical results,
we theorize that emotional reactions are an integral part of IPC. We,
therefore, hypothesize a mediating role of emotions:

Hypothesis 4: If participants are asked to draw inferences from
politicized stimuli, the relationship of participants’ political
identity and accurate inferences is mediated by experienced
anger, anxiety, and enthusiasm.

The Current Study

In this study, we investigated the role of emotions in identity-
protection cognition to understand how people draw inferences from
politicized information. Central to our study, we assume that the
relationship between an individual’s political identity and inference
conclusions of politicized information is mediated by the experienced
emotions anger, anxiety, and enthusiasm (H4). To assess this, we first
hypothesize that inferring conclusions from nonpoliticized informa-
tion are driven by an individual’s cognitive sophistication skills
(Hypothesis 1), whereas inferences about politicized information
are driven by individual’s political identity (Hypothesis 2). In addi-
tion, we hypothesized that the relationship between an individual’s
political identity and the inference conclusion for politicized infor-
mation is moderated by cognitive sophistication (Hypothesis 3).
To test our hypotheses, we gave participants information about two

politicized scenarios and one unpoliticized scenario and asked them to
interpret the given information. Information was presented in a way to
either confirm or reject one side of the selected politicized issue.
Through self-report measures, we assessed participants’ emotional
responses as well as their cognitive sophistication.

Method

This study received ethical approval from the ethics committee
of the Department of Computer Science and Applied Cognitive
Science, University of Duisburg-Essen.

Sample

In an online experiment using convenience sampling, 463 (304
female) German citizens were recruited via different online
platforms (to arrive at our final sample size, we used the software
G * Power version 3.1.9.4). The mean age of participants was
27.82 years (SD = 8.64), with most participants having a Univer-
sity degree (54%). Subjects who indicated so could participate in a
raffle to win one out of overall 18 gift cards, worth between 10€ and
100€, as compensation. The data collection took place throughout
late April to early June 2019.

General Procedure

After assessing individual cognitive sophistication skills, parti-
cipants encountered three different fictitious scenarios in a random-
ized order. Within each scenario, they were confronted with a math
task, asking them to draw inferential conclusions from numerical
data. Immediately after each scenario, we asked participants to
self-report their emotional reaction. The study closed with mea-
sures of political identity, basic demographic data, and a debrief-
ing statement.

Pilot Study

To select potential polarized issues, we tested the threatening and
affirming potential of seven controversies in a prestudy (N = 64).
Controversies were selected through purposive sampling. A detailed
report of the pilot study can be found here: https://osf.io/8wt59/. We
selected the two most threat- and affirmation-inducing topics of the
pretest, which were refugee intake and a driving ban for diesel cars.
The former has been a highly discussed issue in multiple European
countries and has induced IPC before (Lind et al., 2018). The latter
relates to environmental concerns which have shown to induce
biased reasoning as well (e.g., Hart & Nisbet, 2012; Kahan, 2013).
Furthermore, the pretest results confirmed that issue positions (pro-
refugee intake versus against, and pro-driving ban versus against)
were closely related to specific political identities. However, posi-
tions for refugee intake were more pronounced and divergent than
for a driving ban.

Experimental Design

In a 3 (neutral/polarized I/polarized II) × 2 (increase/decrease)
mixed experimental design, participants encountered three different
fictitious scenarios in a randomized order. Constituting the first
factor, in each of the three scenarios participants were asked to draw
inferential conclusions: (a) Use of a skin crème and the occurrence
of a skin rash (neutral), (b) refugee intake and crime rates (polarized I),
and (c) driving ban for Diesel cars and air quality (polarized II).
Constituting the second factor, each of these three scenarios was
randomly presented in a way to indicate either an increase or a
decrease (between factors), resulting in overall six different scenarios.
For example, in the neutral condition, the skin crème could either
increase or decrease the rash. In turn, for the polarized conditions, it
meant that a refugee intake either increased or decreased crime rates
as well as a Diesel car driving ban resulting to better (increase) air
quality or worse (decrease).

Dependent Variable

General scenario structure, instructions, and data presented in
each condition (see Figure 3 for an example) were adapted from
Kahan et al. (2017) and translated to German.We asked participants
to read the text as well as the numbers to indicate which conclusion
they thought to be accurate, according to the data presented. The
correct answer could be derived through inferential reasoning about
data presented in a 2 × 2 contingency table (see Figure 3). Hence,
the dependent measure task performance was the answer given by
the participants, which resulted in a binary measure (correct vs.
incorrect).

Independent Variables

Political Identity

Similar to Kahan et al. (2017), we assessed participants’ political
identity through two different measures: a left-right scale and a
progressive-conservative scale. Participants were asked to indicate
on two 5-point Likert scales to self-identify as either political left or
right and progressive versus conservative. High scores indicated far

Different Facebook groups, Twitter, Survey Circle, eBay.
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right and very conservative, respectively. Both measures were
skewed toward the left and progressive side, which was found in
German samples before (Bauer et al., 2017;M = 2.43, SD = 0.75).
We joined both scales to one continuous political identity score,
which proofed to show acceptable reliability (Cohen’s α = .71).

Independent and Moderator Variable: Cognitive
Sophistication

To assess cognitive sophistication, we followed operationaliza-
tions of previous studies (e.g., Lind et al., 2018). We assessed
individual abilities through two different measures: the Computer
Adaptive Berlin Numeracy Test (BNT) developed by Cokely et al.
(2012) and the cognitive reflection task (Frederick, 2005). Both
measures were added to one overall cognitive sophistication mea-
sure (Cohen’s α = .66; see in Appendix Table A1 for all questions)
with values ranging from zero to seven. Participants’mean cognitive
sophistication was M = 3.21 (SD = 1.98).

Mediator Variables: Emotions

In addition to the independent variable political identity, we
implemented three self-report measure of affective reactions, analog
to affective intelligence theory (Marcus et al., 2000), which have
previously been used (Weeks, 2015): anger (angry, outraged,
disgusted; Cohen’s α = .84–.93), anxiety (afraid, anxious, nervous;
Cohen’s α = .84–.86), and enthusiasm (enthusiastic, hopeful,
proud; Cohen’s α = .74–.89). Affect judgments were given in
percentages on a sliding scale from 0 (not at all) to 100 (very
much), in whole integers.

Statistical Analysis

To account for the binary nature of the dependent variable, we
conducted logistic regression analyses. In general, logistic regres-
sion estimates the probability of an outcome, in our case if parti-
cipants answered correctly, via estimation of the log odds as a linear
combination of the independent variables. Concerning levels of
statistical significance, we followed the conventional alpha level
of .05.

In the results section, we first entered cognitive sophistication,
political identity as well as the control variables age, gender, and
education into the regression model (Hypotheses 1 and 2). To
account for the hypothesized moderation of cognitive sophistica-
tion, we included in a next step an interaction term of cognitive
sophistication with political identity (Hypothesis 3). If the interac-
tion coefficient is positive (negative) in the crime increase condition
(crime decrease condition) and in the air quality decrease condition
(air quality increase condition), Hypothesis 3 is supported

Finally, to assess the hypothesized mediating effects of anger,
anxiety, and enthusiasm (H4), we used mediation analysis for
binary-dependent variables according to Feingold et al. (2019)
for all four politicized conditions. We used the PROCESS macro
Version 3 (Hayes, 2017) for SPSS for all mediation models.

Results

An overview of the descriptive statistics of all variables can be
found in Table 1 (dependent variables per scenario) and Table 2
(emotions per scenario). As described in the section Statistical
Analysis, we performed binary logistic regressions for all six

Figure 3
One of Six Experimental Conditions, Depicting the Inferential Task. Participants Were Asked to Read the Text as
Well as the Numbers in the Table and Then to Indicate Which of the Statements Was Correct (Here Decrease).
Statements Either Aligned With or Opposed Political Identities. to Create the Increase Condition, the Column
Heads “Crime Rate Decrease” and “Crime Rate Increased” Were Swapped
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scenarios (see Table 3 for numerical results and Figure A1 in the
Appendix for a visual analysis).

Binary Logistic Regression for Nonpolarized Scenarios
(Hypothesis 1)

As hypothesized in Hypothesis 1, cognitive sophistication was a
significant predictor for the nonpolarized rash increase tasks,
whereas the measure for political identity remained insignificant.
However, in the second neutral tasks, the rash decrease condition,
cognitive sophistication was not significant (p = .057). The positive
regression coefficients for cognitive sophistication support the
hypothesis that more numerate people were more likely to answer
correctly (Hypothesis 1).

Binary Logistic Regression for Polarized Scenarios
(Hypothesis 2)

When examining the politicized scenarios, the effects of cognitive
sophistication were, as hypothesized (Hypothesis 2), mostly not
significant. For the crime increase scenario, none of the suggested
predictors reached significance. Instead, we noted that one of the
control variables, gender, reached significance, indicating that men

were more likely to answer correctly than women. Nonetheless, in
the crime decrease scenario, political identity reached significance
which was hypothesized (Hypothesis 2). The negative regression
coefficient indicated that people who self-identified as left and
progressive were more likely to answer correctly, supporting the
identity-protection hypothesis. Interestingly, for one of the driving
ban scenarios, cognitive sophistication was a significant predictor.
Again, the positive regression coefficient indicates that with
increased cognitive sophistication, individuals became more likely
to answer correctly, as was expected for the neutral rash conditions.
Nagelkerke’s R for all six models was between .044 and .098,
which implied that the models could explain 4.5%–10% of the
variance of our dependent variable, the response.

Moderation Analysis for Cognitive Sophistication
(Hypothesis 3)

In the next step, we included an interaction term of cognitive
sophistication and political identity in each model. Our results partly
supported the hypothesis (Hypothesis 3). The interaction became
significant only in the crime decrease condition (b = −.24,
p = .015) but not in the crime increase and both Diesel ban
conditions (see in Appendix Table A2 for regression coefficients).
The nonsignificant results indicated that cognitive sophistication did
not increase or decrease identity-protection cognition. The signifi-
cant interaction of cognitive sophistication and political identity for
the crime decrease condition supported Hypothesis 3, suggesting
that cognitive sophistication decreases identity-protection cogni-
tion. Entering cognitive sophistication as a moderator revoked,
however, the previously found effect of political identity in the
crime decrease condition.

Mediation Effects of Anger, Anxiety and Enthusiasm

We hypothesized that the relationship between political identity
and task performance is mediated by experienced anger, anxiety,
and enthusiasm. As the results of the previous binary logistic
regression analyses conveyed, we already knew that political iden-
tity and task performance are only associated in the case of crime
decrease. We, therefore, focused on possible indirect effects of
emotional experiences.

Results of the binary logistic regression analysis were generally
confirmed. Political identity was only associated with the task
performance in the crime decrease condition: participants with
relatively left attitudes were more likely to correctly respond which
supports the identity protection hypothesis. The respective relevant
path coefficients per condition are displayed in Figure 4, while the
respective results by emotion are reported in the next sections.

Anger

For the conditions of crime increase and air quality increase,
political identity was a significant predictor for anger, whereas
political identity and anger were not associated with the crime
decrease condition and air quality decrease. Anger was a significant
predictor for task performance only in the crime increase condition
(see Figure 4a). We tested the significance of this effect using
bootstrapping procedures, computing 5,000 bootstrapped samples
with a confidence interval of 95%. The unstandardized indirect

Table 1
Descriptive Statistics of the Dependent Variable Task Performance
Per Experimental Scenario

Dependent variable N M SD

Rash increase 228 −0.05 1
Rash decrease 235 −0.03 1
Crime increase 225 −0.25 0.97
Crime decrease 238 −0.01 1
Air quality increase 242 0.52 0.85
Air quality decrease 221 0.18 0.98

Table 2
Descriptive Statistics of All Emotion Scores Per Experimental
Scenario

Scenario Emotion N M SD

Rash increase Anger 226 17.71 22.41
Anxiety 225 15.55 20.09
Enthusiasm 223 18.16 21.48

Rash decrease Anger 234 20.53 23.95
Anxiety 234 16.29 20.93
Enthusiasm 234 17.15 22.46

Crime increase Anger 222 14.55 19.92
Anxiety 220 16.89 20.85
Enthusiasm 223 29.02 25.49

Crime decrease Anger 234 20.53 23.95
Anxiety 238 19.98 23.02
Enthusiasm 237 20.57 22.37

Air quality increase Anger 240 22.49 25.41
Anxiety 242 14.85 18.99
Enthusiasm 242 22.6 21.15

Air quality decrease Anger 218 22.49 25.41
Anxiety 216 20.53 22.28
Enthusiasm 217 18.21 22.54
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effect coefficient of anger was .19 with a 95% confidence interval
ranging from −.01 to .52 (note, since the dependent variable
response is binary, the metric of all effects is log-odds). Thus,
the indirect effect of anger on the response was not significant, and
the mediation hypothesis for anger was in no condition confirmed.

Anxiety

The picture for the experienced emotion anxiety was slightly
different. Except for the air quality decrease condition, political
identitywas always a significant predictor for anxiety (see Figure 4d).
In all conditions, anxiety was also a significant predictor for task
performance, mainly indicating a negative relationship which
implied that feelings of anxiety associated with political identity

were detrimental to the correct responding behavior. In order to
gauge the significance of the indirect effects of anxiety, we used
bootstrapping procedures for the respective cases. The unstandard-
ized indirect effect coefficient of anxiety in both the crime increase
and air quality increase condition was, however, not significant
(crime increase = .21, CI [−.04, .6]; air quality increase = −.13,
CI [−.38, .02]). In contrast to that, we found that for the crime
decrease condition, the indirect effect of anxiety was significant
(−.69, CI [−2.13,−.17]; see Figure 4b). The mediation hypothesis of
anxiety must broadly be declined, apart from one condition: In the
crime decrease condition, we found an indirect-only mediation of
anxiety. This conveys that individuals, identifying with the political
right, experienced higher levels of anxiety which, in turn, deteriorated
task performance.

Table 3
Regression Coefficients of the Logistic Regressions (Controlled for Age, Gender, and Education)

Predictor Variables

Rash condition Refugee intake Diesel ban

Increase Decrease Increase Decrease Increase Decrease

Cognitive sophistication 0.21** 0.13 0.05 −0.02 0.17* 0.12
Political identity 0.07 −0.08 0.21 −0.57** −0.07 −0.26
Gender 0.65* −0.19 0.9** 0.1 −0.06 −0.07
Nagelkerke’s R 0.1 0.05 0.08 0.06 0.05 0.04

p = .057. * p < .05. ** p < .01. *** p < .001.

Figure 4
Mediation Analysis With Relevant Path Coefficients for the (a) Crime Increase Condition, (b) Crime Decrease Condition, (c) Air Quality
Increase Condition, and (d) Air Quality Decrease Condition

Note. Significant path coefficients are marked as followed: * p < .05. ** p < .01. *** p < .001.
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Enthusiasm

Political identity was generally not a predictor for feelings of
enthusiasm except for the condition air quality decrease (see Figure 4d),
whereas enthusiasm significantly predicted task performance through-
out all conditions. Considering a possible mediation, we, therefore,
looked only into the condition of air quality decrease.We found that the
unstandardized, indirect effect of enthusiasm was significant, −.28, CI
[−.72, −.01], supporting an indirect-only mediation. Individuals from
the political right experienced higher levels of enthusiasm which, in
turn, deteriorated responses.

Discussion

In this study, we investigated the role of emotions in identity-
protection cognition to understand how people draw inferences from
politicized information. To do so, we relied on insights from
motivated reasoning theories in social psychology and political
science as well as advances in emotion research. Our central
hypothesis assumed that the relationship between an individual’s
political identity and inference conclusions of politicized informa-
tion is mediated by the experienced emotions anger, anxiety, and
enthusiasm. To assess this, we first hypothesized that inferring
conclusions from nonpoliticized information are driven by an
individual’s cognitive sophistication skills, whereas inferences
about politicized information are driven by individual’s political
identity (identity-protection cognition hypothesis). In addition, we
hypothesized that the relationship between an individual’s political
identity and the inference conclusion for politicized information is
moderated by cognitive sophistication. We operationalized our
hypotheses thematically in the field of refugee intake and driving
bans for Diesel cars, both of which were highly politicized topics in
Germany at the time of data collection.
Upon data analysis, we found only partial support for our

hypotheses. Logistic regression analyses revealed that political
identity did not predict task performance in three politicized con-
ditions (Hypothesis 1), except one (crime decrease). Our data
support IPC, therefore, only in the case of crime decrease. Overall,
our results indicate that there is no bias related to opposing political
identities. However, adding cognitive sophistication in the crime
decrease condition as a moderator revoked this effect. The biasing
effect of political identity was successfully moderated by indivi-
duals’ cognitive ability, as we hypothesized (Hypothesis 3) and
aligns with previous findings (Pennycook & Rand, 2019; Tappin
et al., 2020). Concludingly, neither the political identity nor cogni-
tive sophistication in isolation seemed to fully explain our data but
rather the interaction of both.
Concerning our main research question, to investigate the role of

emotions in identity-protection cognition, results were clearer,
although not as predicted.Mediation analyses revealed that, whereas
political identity was mostly neither associated with anger nor
enthusiasm, we found a significant association of political identity
and anxiety (see Figure 4b) which indirectly mediated the associa-
tion of political identity and task performance. Mediation analyses
also revealed that, unlike political identity and cognitive sophisti-
cation (as discussed above), emotional responses were related to
task performance. In our data, we found that, other than expected,
political identity did not predict identity-protection cognition but
that, instead, emotional reactions determined responses. These

findings are in line with previous studies. Slovic et al. (2007) argued
that people use their emotional responses as heuristics when tasks
are complex, as can be found, for example, in evaluative priming
(Hofmann et al., 2010). Results by Lind et al. (2018) indicated that
individuals with higher numeric abilities (which we refer to as
cognitive sophistication) showed less identity-protection cognition,
arguing, in turn, that identity-protection cognition is more likely to
be driven by emotions. Recent findings on fake and genuine news
differentiation further support this argumentation. It was found that
participants, when encouraged to rely on their intuition and gut
feelings, were less likely to differentiate real from fake news (Martel
et al., 2019). Because we did not find that emotions were consis-
tently related to political identities, we assume that elicitation was
somehow the result of political identities as well as the task content.
This could have only been avoided if emotions were exogenously
induced, as has been done before (Weeks, 2015), to a loss of external
validity.

Limitations

There are several potential limitations to our study. First, the
inconsistent relation of political identity and emotional reactions
could be explained by a weaker association of self-identity and
political identity. Although we tested how strongly political identi-
ties related to the selected topics (refugee intake and ban of diesel
cars), the mere self-reported identification on a political spectrum
might have reflected actual identification less well, especially
considering the facetted nature of a multiparty system such as
Germany. This might also explain why we found no relationship
between political identities in the Diesel Ban scenario. While people
may have held strong beliefs, these were not necessarily bound to a
specific political identity but were rather associated with contextual
factors that influenced an individuals’ attitude (e.g., living in the
countryside and being dependent on a car). Future studies could
incorporate an identity scale like the four-item self-report measure,
developed and tested by Bankert et al. (2017) or assess actual ego-
involvement (see also Carpenter, 2019), to not only assess identifi-
cation through a more direct measure but also accommodate for
identity intensity.

Second, we want to remind the reader that our analyses rely on
convenience sampling. We found that our sample was younger,
more female, and more educated than a representative German
sample, making it less clear how these findings generalize. How-
ever, the theoretical considerations and implications remain valid,
despite missing representativeness. From a methodological view,
we also want to point out that we followed the conventional standard
to not correct for multiple testing. However, we are aware that
calculating six regression analyses increases the chance for alpha
error cumulation.

Third, it is theoretically unclear when identity threat evokes anger
and when anxiety. It was previously found that a perceived violation
of an individual’s standards elicited anger (Carver & Harmon-Jones,
2009), whereas the latter is generally associated with a lack of
personal control and uncertainty (Eysenck et al., 2007). Empirical
findings are, however, mixed. While our results indicate a stronger
association between political identity and anxiety, others have found
anger to be strongly associated with prior opinions (Suhay & Erisen,
2018). Future studies could investigate if these differences are
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merely measurement artifacts (identity measure versus opinion
measure) or represent actual underlying psychological differences.
Fourth, we suggest that future studies could accommodate a

cognitive psychological perspective on processing conflicting infor-
mation. If we argue that identity threat is evoked, we assume that
information inconsistent with one’s own believes has been pro-
cessed. This cognitive conflict should result into slower reaction
times for stimuli that are inconsistent with prior-opinion which has
been, for example, found in the Stroop task or the Simon task
(Simon & Berbaum, 1990).

Implications for Misinformation Research in
Social Media

Differentiating true from fake material online, and especially on
social media, has become one of the greatest challenges in today’s
information society. Flagging and correcting misinformation (Flynn
et al., 2017) for users is one way to reach accurate beliefs but has
also shown to create new challenges such as implied truth effects
where unchecked misinformation is considered validated
(Pennycook et al., 2019). The ability to draw correct inferences
from presented information is, hence, central to the constitution of
accurate beliefs. Previous studies on misinformation have also
shown that emotions are central to the language of misinformation
(Bakir & McStay, 2018), its acceptance (Zollo et al., 2015), its
spread (Vosoughi, Roy, & Aral, 2018), and its likelihood to be
shared (Brady et al., 2017). Our study adds to this literature that
emotional reactions indeed guide inferences, showing that not only
identity-threatening information per se (as has been shown before:
Kahan et al., 2017) but also identity-induced emotional reactions
contribute to inaccurate inferences. To include these emotional
reactions has already been addressed within the media literacy
literature. For example, Sivek (2018) suggests mindfulness techni-
ques to answer the palpable influence of emotion by, first, raising
awareness of news exposure and, second, raising awareness for
emotional responses. This relates to some degree to research on
mood misattribution where individuals erroneously incorporated
unrelated, incidental emotions into their judgments (Schwarz &
Clore, 1983).
Considering the role of social media platforms in the proliferation

of misinformation, applied research could investigate, for example,
which information processing style might be more dominant when
reading news on social media. Do contextual cues of social media
feeds induce heuristic-driven information processing compared to
traditional online news media? This would connect to phenomena
like incidental news exposure (Kaiser et al., 2018) which describes
the unintentional exposure to news via a user’s social media feed and
is driven by heuristics decision processes concerning news selection
(Marewski et al., 2009).

General Conclusion

In this study, we investigated the role of emotions in motivated
reasoning to understand how people draw inferences from politi-
cized information. With increased misinformation dissemination,
the skill to draw accurate inferences about politicized information
has become more and more critical. From a psychological perspec-
tive, it is critical to understand the underlying cognitive and
emotional processes of misinformation acceptance to advise policy

making in the best possible way. Our results align with previous
findings on the role of cognitive sophistication, which can be
considered a protection factor to decrease the likelihood of falling
for misinformation. We did not find, however, consistent support for
identity-protection cognition. More strikingly, our findings show
that emotional processes, only partially related to political identity,
drive the inferential processes.
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Appendix

Table A1
Questions of the Computer Adaptive Berlin Numeracy Test and Cognitive Reflection Test, Used to Assess an Overall Cognitive
Sophistication Score

Questionnaire Question Correct answer

Computer adaptive
berlin numeracy test

Out of 1,000 people in a small town 500 are members of a choir. Out of these 500 members
in the choir 100 are men. Out of the 500 inhabitants that are not in the choir 300 are
men. What is the probability that a randomly drawn man is a member of the choir? Please
indicate the probability in percent.

25%

Imagine we are throwing a five-sided die 50 times. On average, out of these 50 throws
how many times would this five-sided die show an odd number (1, 3, or 5)?

30 out of 50

Imagine we are throwing a loaded die (6 sides). The probability that the die shows a 6 is
twice as high as the probability of each of the other numbers. On average, out of these 70
throws how many times would the die show the number 6?

20 out of
70 throws

In a forest 20% of mushrooms are red, 50% brown, and 30% white. A red mushroom
is poisonous with a probability of 20%. A mushroom that is not red is poisonous with a
probability of 5%. What is the probability that a poisonous mushroom in the forest
is red?

50%

Cognitive reflection test A bat and a ball cost 1,10€ in total. The bat costs 1,00€more than the ball. How much does the
ball cost?

0,05 €

If it takes 5 machines 5 min to make 5 widgets, how long would it take 100 machines to
make 100 widgets?

5 min

In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days
for the patch to cover the entire lake, how long would it take for the patch to cover half of
the lake?

47 days

(Appendix continues)

12 WISCHNEWSKI AND KRÄMER



Figure A1
Graphic Analysis of Each Task, Illustrating Task Performance by Cognitive Sophistication (Numeracy Score)

Note. Red Lines Indicate People From the Political Left, Whereas Blue Lines Indicate People From the Political Right.

(Appendix continues)
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Table A2
Binary Logistic Regression Results for All Six Conditions, Including the Interaction Term Cognitive Sophistication*ideology

Predictor Variables

Rash condition Crime condition Driving ban condition

Increase Decrease Increase Decrease Increase Decrease

Cognitive sophistication 0.16 0.1 −0.02 −0.13 0.31** 0.13
Political identity 0.31 0.12 0.56 0.16 −0.83 −0.29
Cognitive sophistication*political identity 0.47 −0.07 −0.1 −0.24* 0.248 0.01
Gender 0.66* 0.2 0.94** 0.12 −0.01 −0.07
Nagelkerke’s R 0.10 0.05 0.08 0.09 0.08 0.04
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