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Kurzfassung  

Strengere Emissionsvorschriften weltweit, gerade im Automobilmarkt, sorgte für steigende Effi-
zienz des Verbrennungsmotors und wichtigen Entwicklungen in der Abgasnachbehandlung. Diese 
Zielvorgaben erfordern eine Erhöhung des Wirkungsgrades bei gleichzeitigem Einsatz erneuer-
barer Energieträger wie biologischer Brennstoffe oder synthetischer Kraftstoffe. Technologisch 
haben die Forderungen zu zwei Trends in der Motorenauslegung geführt: Downsizing, d. h. Re-
duktion des Hubvolumens bei gleichbleibender Leistung und Downspeeding, d. h. Verringerung 
der Motordrehzahl bei gesteigertem Drehmoment. Verbunden mit diesen Änderungen der Be-
triebsparameter ist das Auftreten von Zündphänomenen in Otto-Motoren beobachtet worden, 
welche zu Detonation mit extremen Druckoszillationen und einer Schädigung des Motors führen 
können. Diese Zündphänomene unterscheiden sich vom klassischen Klopfen einerseits durch 
vielfach höhere Druckanstiege und andererseits durch ihr zufälliges Auftreten unabhängig vom 
Zündwinkel. Weil diese unnormale Verbrennung zufällig unter geringer Motordrehzahl und ho-
her Last auftritt, wird diese „Low-speed pre-ignition (LSPI)“ genannt. 
Es wird vermutet, dass lokale Zündquellen wie Partikel, Schmieröltropfen oder heiße Oberflächen 
die Zündung im Kompressionstakt initiieren. In dieser Arbeit wurden lokale Zündungen in homo-
genen Gasmischungen und der Einfluss von lokalen Zündquellen wie Partikel, heiße Oberflächen 
und Schmieröl auf die Zündverzugszeit in einem Hochdruckstoßwellenrohr zum ersten Mal un-
tersucht. Stoßwellenrohre vereinfachen ideal die Bedingungen in einem Motor (vernachlässigen 
den Einfluss von Transportprozessen), was die Untersuchung von reaktiven Kraftstoffmischungen 
unter konstantem Druck und Temperaturen nach nahezu instantaner Kompression erlaubt.  
In einem ersten Schritt wurde die Zündverzugszeit, die Lokalität und Homogenität der Zündung 
des primären Referenzkraftstoffs PRF95 (95 Vol.% iso-Oktan und 5 Vol.% n-Heptan) und von 

Ethanol in Luft bei einem Äquivalenzverhältnis () von 1 unter motorischen Bedingungen 

(p5 = 20 bar, T5 = 750–950 K) untersucht. Hierfür wurde das Hochdruckstoßwellenrohr mit einer 
optisch zugänglichen Endwand ausgestattet. Die Zündung wurde gleichzeitig von zwei Hochge-
schwindigkeitskameras, eine im sichtbaren (VIS) und eine im ultravioletten (UV) Spektrum, beo-
bachtet. 
Untersuchungen der Gasphasenzündung haben gezeigt, dass abhängig vom Temperaturbereich 
die Zündung nicht vollständig homogen für unverdünnte Mischungen ist. Lokale Zündungen in 
der Nähe der Seitenwand, nahe der Endwand wie auch weit entfernt (verursacht durch heiße 
Partikel), wurden beobachtet. Es wurde herausgefunden, dass die heißen Membranpartikel nicht 
die Zündverzugszeit beeinflussen. Im Gegensatz, lokale Gasphasenzündung ergab eine Reduktion 
der Zündverzugszeit. Gezielte Verdünnung der reaktiven Gasmischung mit Komponenten, die 
entweder die Wärmekapazität oder die Wärmeleitfähigkeit der Mischung steigern, ermöglichen 
die Prävention lokaler Zündungen in der reinen Gasphase. 
Der Einfluss definierter Inhomogenitäten auf die Selbstzündung der genannten Kraftstoff/Luft 
Mischungen wurde untersucht. Der Einfluss einer heißen Oberfläche auf die Zündverzugszeit 
wurde bestimmt durch das Einführen einer Glühkerze in die Seitenwand des Stoßwellenrohres 
und das damit einhergehende nicht homogene Temperaturfeld. Die nicht homogene Tempera-
turverteilung, hervorgerufen durch die heiße Oberfläche, führt zu lokalen Zündungen für Gas-
temperaturen hinter der reflektierten Stoßwelle (T5) unter 850 K und Oberflächentemperaturen 
(TS) über 1000 K. Es wurde kein Einfluss auf die Zündverzugszeit beobachtet.  
Vorherige Studien haben gezeigt, dass in Motorversuchen die Zusammensetzung des Schmieröls 
einen Einfluss auf die Frequenz von LSPI Ereignissen hat. Es ist unklar, ob das Schmieröl zersetzt 
wird und Oxidationsprodukte die lokale Zündung begünstigen oder ob Prozesse in der flüssigen 
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Phase des Tropfens wichtiger sind. Für die Klärung wurde das Problem in dieser Arbeit in drei 
Schritten untersucht.  
In einem ersten Schritt wurden Schmierölproben mit thermogravimetrische Analyse (TGA) und 
differential scanning Kalorimetrie (DSC) in Kombination mit Quadrupol-Massenspektroskopie 

(QMS) analysiert. Zündverzugszeit-Messungen von PRF95/Luft Mischungen bei  = 1 mit bis zu 
1000 ppm der schwefelhaltigen, potenziell begünstigenden Moleküle, zeigten keinen Effekt. Zur 
Nachahmung des Prozesses, in welchem Öltropfen in den Verbrennungsraum unter repräsenta-
tiven und wiederholbaren Bedingungen geschleudert werden, wurden einzelne Tropfen hinter 
der reflektierten Stoßwelle durch einen Zugang in der Seitenwand in das Hochdruckstoßwellen-
rohr eingespritzt. Die Tropfen bestanden aus n-Dodekan, Basis-Schmieröl und/oder verschiede-
nen einzelnen Zusätzen und/oder flüssigem PRF95. Die eingespritzten Tropfen wurden beobach-
tet durch Laser induzierte Fluoreszenz in Kombination mit hoch repetitiver Bildgebung. Hierfür 
wurde jede Probe mit 0,1 mmol/l Pyrromethene 597 dotiert. Die lokale Zündung, Ausbreitung 
und volumetrische Zündung wurde beobachtet und die Zündverzugszeit über der Temperatur für 
jede Probe bestimmt. Tropfen von n-Dodekan und Basis-Öl zugesetzt mit Anti Abrieb Zusatz, ba-
sierend auf Zink Diphosphat (ZDDP) oder Seife-Zusätzen, basierend auf Kalzium zeigten, signifi-
kant schneller lokale Zündverzugszeiten, als die Anwesenheit von puren Basis-Öltropfen und be-
schleunigten die volumetrische Zündverzugszeit signifikant verglichen zu Fällen ohne Einsprit-
zung von Tropfen. 
 



 

 

Abstract 

Stringent emission requirements around the world, particularly in the automotive market lead 
to increasing efficiency of internal combustion (IC) engines and major developments in the ex-
haust after-treatment. The set targets require an increase in efficiency with the simultaneous use 
of renewable energy like biomass -derived or synthetic fuels. Technologically, the requirements 
have led to two trends in IC engines design: Downsizing, i.e., reducing the stroke volume while 
maintaining the same power, and down-speeding, i.e., reducing the engine speed (RPM) while 
increasing the torque. The increase in power density is achieved by increasing the boost pressure 
and the associated temperature rise. In conjunction with these changes in operating parameters, 
abnormal ignition phenomena have been observed in spark ignition (SI) engines that can lead to 
detonation with extreme pressure oscillations and engine damage. These ignition phenomena 
differ from classical knock on the one hand by much higher pressure rises and on the other hand 
by their random occurrence independent of the ignition angle. Because this abnormal combus-
tion occurs randomly under operation of low engine speed and high load, it is called low-speed 
pre-ignition (LSPI). 
It is assumed that local ignition sources like particles, lubricant oil droplets or hot surfaces can 
initiate ignition in the compression stroke. In the present work, local ignition in homogeneous 
gas mixtures and the influence of local ignition sources like particles, hot surfaces and lubricant 
oil on the ignition delay time were investigated in a high-pressure shock tube for the first time. 
Shock tubes ideally simplify the conditions in an engine (approaching the influence of transport 
processes), which allow the investigation of reactive fuel mixtures at constant pressure and tem-
perature after nearly instantaneous compression.  
In a first step, the ignition delay time, spot and homogeneity of the ignition of the primary refer-
ence fuel PRF95 (95 vol. % isooctane and 5 vol. % n-heptane) and of ethanol in air at equivalence 

ratios () of 1 was investigated under engine-like conditions (p5 = 20 bar, T5 = 750–950 K). There-
fore, the high-pressure shock tube was equipped with an optic accessible endwall. The ignition 
was observed by two high-speed cameras one in the visible (VIS) and one in the ultraviolet (UV) 
spectrum simultaneously.  
Investigations of the gas-phase ignition have shown, that depending on the temperature range, 
the ignition is not fully homogeneous for the undiluted mixtures. Local ignition near the wall in 
the vicinity of the endwall as well as upstream (caused by hot particles) were observed. The hot 
membrane particles were found not to influence the ignition delay time. In contrast, local gas-
phase ignition resulted in a reduction of the ignition delay times. Targeted dilution of the reactive 
gas mixture with components that either increase the heat capacity or the thermal diffusivity of 
the mixture enabled the prevention of local ignition in the pure gas phase. 
The influence of defined inhomogeneities on the auto-ignition of the mentioned fuel/air mixtures 
was analyzed. The influence of a hot surface on the ignition delay time was determined by insert-
ing a glow plug in the sidewall of the shock tube and the associated non-uniformity of the tem-
perature field. Non-uniform temperature distribution induced by the hot surface led to local ig-
nition for gas temperatures behind the reflected shock wave (T5) below 850 K and surface tem-
peratures Ts above 1000 K. No influence on the ignition delay time was observed. 
Previous studies have shown that the formulation of lubricant oil influences the frequency of LSPI 
events in engine experiments. It is unclear whether the lubricant oil is decomposed, and oxida-
tion products favor the local ignition or if processes in the liquid phase of the droplet are more 
important. For clarification, the problem was investigated in this work in three steps. 
In a first step, lubricant oil samples were analyzed by thermogravimetric analysis (TGA) and dif-
ferential scanning calorimetry (DSC) in combination with quadrupole mass spectroscopy (QMS). 
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Ignition delay time measurements of PRF95/air mixture at  = 1 plus up to 1000 ppm of mole-
cules identified as potential promotors containing sulfur showed no effect.  
To mimic the process of oil droplets that are hurled into the combustion chamber under repre-
sentative and repeatable conditions, single droplets were injected behind the reflected shock 
wave through a sidewall port into the high-pressure shock tube. The droplets contained n-do-
decane, lubricant base oil, and/or different single additives and/or liquid PRF95. The injected 
droplets were observed by laser induced fluorescence in combination with a high-repetitive im-
aging. Therefore, each sample was doped with 0.1 mmol/l of pyrromethene 597. The local igni-
tion, propagation and volumetric ignition was observed and ignition delay times over tempera-
ture were determined for each sample. Droplets of n-dodecane and base oil with the addition of 
an anti-wear additive based on zinc diphosphate (ZDDP) or a detergent additive based on calcium 
showed significantly faster local ignition delay times than the presence of pure base oil droplets 
and accelerated the volumetric ignition delay time significantly compared to cases without injec-
tion of droplets.  
 
 



 

 

Symbols 

Symbol Meaning Unit 

A Pre-exponential factor  

CD Dragging forces at the droplet  

cp Heat capacity at constant pressure J/K 

cV Heat capacity at constant volume J/K 

D Diameter m 

d Distance between droplet centers m 

d0 Diameter at time zero (nozzle diameter) m 

E Internal energy W 

f Number of degrees of freedom  

G Combustion number according to Chiu et al.  

g Gravitational constant m/s2 

h Enthalpy J 

hc Enthalpy of combustion J 

k Thermal conductivity W/(m K) 

L Characteristic length of the droplet or wave m 

Le Lewis number  

l Length m 

m Mass kg 

mD Mass of droplet kg 

ṁF Mass rate of diffusion kg/s 

M Mach number  

N Total number of droplet or 
total number of data points 

 

Nu Nusselt number  

n Number of samples  

Oh Ohnesorge number  

p Pressure Pa or bar 

p Surface tension pressure Pa 

Pr Prandtl number  

q Exponential growth rate  

R Universal gas constant J/(mol K) 

Re Reynolds number  

r Radius m 

rl Radius of droplet m 



X Symbols 
 

 

Sc Schmidt number  

S Standard deviation of the samples  

T Statistic t-value  

t Time s 

T Temperature K 

U Voltage DC V 

u Velocity m/s 

V Voltage AC V 

We Weber number  

x Distance m 

xx Sample of the population called x  

𝑥̅ Mean of samples  

ZF Impedance Pa s/m3 

 
 



 

 

Greek symbols 

Symbol Meaning Unit 

α Thermal diffusivity m2/s 

α Convective heat transfer coefficient W/(m2 K) 

 Maximum error  

δflame Flame thickness Mm 

 Heat flux W/m2 

 Equivalence ratio  

L Dynamic viscosity Pa s 

 Isentropic exponent  

 Wavelength or constant evaporation rate Nm 

µ Mean of population  

 Density kg/m2 

σ Surface tension J/m2 

σ Standard deviation  

σ2 Variance  

ign Volumetric ignition delay time determined by PMT ms 

local Local ignition delay time determined by imaging ms 

𝜈~ Wave number m–1 

i Stoichiometric coefficient  

L Kinematic viscosity m2/s 

 Angular velocity s–1 

2 Chi square goodness of a distributions  

χx Statistic population named x  

 





 

 

Abbreviations and acronyms 

API American Petroleum Institute  

CVC Constant volume chamber  

HPST High-pressure shock tube  

IC engine Internal combustion engine  

IQT Ignition quality tester  

IVG Institute for Combustion and Gas Dynamics  

LIF Laser-induced fluorescence  

LSPI Low-speed pre-ignition  

MON Motor octane number  

NTC Negative temperature coefficient  

PMT Photomultiplier  

PRF Primary reference fuel  

QMS Quadrupole mass spectrometry  

RCEM Rapid-compression-expansion machine  

RCM Rapid compression machine  

RON Research octane number  

RPM Revolutions per minute  
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1 Introduction 

The assumption that the increase of CO2-concentration in the lower atmosphere of the earth is 
a main reason for climate change has a direct influence on today’s passenger car market. Stricter 
regulations for reduced emission limits of harmful substances in specific test cycles result in de-
velopment efforts for improved powertrains in particular for the combustion engine. While the 
number of particles and HC, CO, and NOx concentrations can be reduced by filtering and catalysts, 
CO2 emissions can be reduced by increased efficiency only. For a spark ignition (SI) engine fueled 
by hydrocarbons, ideally one CO2 molecule is formed from each carbon atom present in the fuel. 
Therefore, maximizing the conversion of energy from fossil fuels to mechanical power is a nec-
essary measure on the short term to reduce CO2 emission. On an intermediate timescale, biofuels 
and electrochemically-generated synthetic fuels can be one way towards CO2 neutral processes. 
The efficiency of electric powertrains for CO2 reduction is limited by the energy mix on which the 
electricity generation is based. Additional disadvantages in power-density and infrastructure re-
quire parallel development of different powertrains and justify the efforts to exploit the full po-
tential of the combustion engine. 
Engine downsizing in combination of downspeeding is a successful way to increase efficiency [1]. 
Over the last years, engines with direct injection and high boosting pressures above 2 bar or 
increased compression ratios of 10.5 entered the market. However, combustion phenomena 
with extreme knock are reported in SI engines since 2006 [2] at these operating conditions. 
These extreme knock phenomena differ from the classic knock, which has been known in IC en-
gines for a long time. These combustion abnormalities appear in sets of several knocking cycles 
alternating with normal cycles, although the spark timing is shifted by the engine control to avoid 
knock. Detailed descriptions, correlations of event frequencies with RON and MON, and potential 
ignition sources for pre-ignition were described by Dahnz and Spicher in 2010 [3, 4]. Amann et 
al. investigated the impact factors of the these ignition sources on the pre-ignition [5] and found 
that direct injection by itself does not increase the number of LSPI events [6]. In 2011, the ex-
pression Low-Speed Pre-Ignition (LSPI) was introduced to describe combustion phenomena that 
result in extreme knock. The name refers to the operation range of low engine speed and high 
load when ignition is observed in advance of the spark timing. Early ignition was detected by 
measuring the pressure which strongly increases in the compression stroke due to heat release 
from combustion.The following impact factors on the number of LSPI events were postulated: 
▪ Boosting pressure 
▪ Liner wetting 
▪ Cooling temperature 
▪ Piston crevice 
▪ Lubricant oil composition 

Dahnz et al. [4] postulated that engine oil that is released from the piston top land might be one 
of the casual factors for LSPI. This hypothesis was extended in the following years, [7-11]. In gen-
eral, the developed hypothesis says: It is likely that lubricant oil or a mixture of lubricant oil and 
fuel is splashed into the combustion chamber and initiates local ignition shown in figure 1. This 
local ignition is followed by flame propagation through the fuel/air mixture. The deflagrating 
flame leads to the increase in pressure by heat release. Additional compression by the up-moving 
piston and finally the spark that initiates an additional flame that can lead to a transition from 
deflagration to detonation. In 2015, Kalghatgi described theoretically the transition from defla-
gration to detonation of a hot pocket in an IC engine [12]. 



2 1.Introduction 
 

 

 
Figure 1: Schematics of a gasoline direct injection (GDI) combustion chamber of an engine with various causes of 

pre-ignition [13]. 

Whereas the ignition is certainly triggered by local autoignition in the compression stroke, it is 
unclear whether the local ignition is triggered by a particle or deposit removed from the combus-
tion chamber or piston surface or a droplet. Furthermore, it is unclear whether droplets interact 
with the surrounding fuel/air mixture promote local autoignition or if gas-phase species formed 
from the decomposition of the oil droplets initiate the ignition. Hot particles or deposits released 
from the piston surface can act as ignition sources, too. In 2017, Wang et al. [14] summarized 
various aspects of LSPI in a comprehensive review. 
Because of the complexity of ignition phenomena in SI engines, a separation of single aspects 
and idealization of processes is the approach for a better understanding of ignition. Decoupling 
flow and mixing processes from chemical kinetics is one major step. 
The choice of the experiment therefore also determines the degree of idealization. Compared to 
a commercial engine, a research engine is the first step giving more details about in cylinder pro-
cesses, by sensors or optical access. This influences the thermodynamics properties of the system 
at the same time by geometrical and material changes. There are different types of research 
engines in various levels of idealization, but overall four stroke engine systems include all four 
strokes and the fuel/oxidizer mixing process in a multi-dimensional operation map. To dramati-
cally reduce the complexity, rapid compression machines (RCM) can be used, reducing the num-
ber of moving parts and therefore the flow and mixing process. Here, fuel and oxidizer are pre-
mixed and compressed by a piston similar to a piston engine. In contrast to an engine, the piston 
of an RCM is held in the top position to observe the ignition and combustion of the gas mixture 
at nearly constant volume in absence of mixing processes. For further decoupling from flow and 
wall interactions, shock tubes enable extremely fast compression of premixed fuel/oxidizer mix-
ture. Therefore, the shock-heated and compressed gas can be studied decoupled from transport 
processes at nearly adiabatic conditions for a certain time span. Thus, processes that are assumed 
to be critical in the compression stroke become frozen and only the chemical reactivity can be 
measured in time.  
As described above, LSPI depends on many factors that depend on the specific engine. To find 
the critical conditions for LSPI of the fuel/oxidizer mixture, engine-like conditions were mapped 
in a shock tube in this work. At these critical conditions (near autoignition), ignition sources like 
hot surfaces or lubricant oil droplets were introduced into the shock tube to investigate their 
impact on autoignition.  
In a first step, the ignition of the primary reference fuel PRF95 (95% vol.%. iso-octane and 5 vol.% 

n-heptane) mixed with synthetic air at an equivalence ratio  = 1 was studied. PRF95 represents 
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gasoline with an octane rating of 95 regarding to RON and MON. Synthetic air was used to control 
the oxidizer composition and to be close to the conditions of normal engine operation. Current 

European regulations prescribe to run the engine at  = 1 at any time. Additional to the pressure 
traces and chemiluminescence measurements, the ignition process was imaged by simultaneous 
high-repetition-rate imaging in the visible and UV spectral range through a transparent endwall. 
To mimic engine-relevant conditions the pressure was set to 20 bar and pre-ignition tempera-
tures were varied. In addition, the same experimental setup was used to study the ignition of 
ethanol/air mixtures because ethanol is known to be sensitive to surface ignition [15, 16] and 
inhomogeneous ignition [17, 18]. Ethanol/air mixtures at different dilution levels were studied 
too. The results of both, PRF95/air and the ethanol/air mixtures serve as reference for the second 
step of the study, where the impact of well-defined inhomogeneities on the ignition process was 
investigated by inserting local sources of interference. 
This required the development of a new test aperture. The influence of hot surfaces and local 
temperature non-uniformity on the ignition delay time was determined by inserting a glow plug 
in the sidewall of the shock tube. This uncovers the potential effect of hot surfaces like spark 
plugs, outlet valves, particles, or deposits as an ignition source on a physical basis neglecting 
chemical reactions with the surface material.  
The droplet hypothesis was investigated in two steps: On the one hand, a pure gas-phase study 
focusing on the local ignition triggered by gaseous substances potentially formed during the de-
composition/evaporation of lubricant oil droplets with extremely high reactivity; on the other 
hand, the more complex process of single droplets flying through the gas mixture was elucidated.  
Oil samples were examined for their decomposition/evaporation properties by thermogravimet-
ric analysis (TGA) in combination with differential scanning calorimetric (DSC). The outgas prod-
ucts were analyzed by quadrupole mass spectrometry (QMS). Potential species that interact in 
the ignition were then added to the reference PRF95/air mixture in potentially occurring concen-
trations and the impact on the ignition delay time was studied.  
To study the potential impact of droplets on the ignition, a test method was developed to inject 
single droplets behind the reflected shock wave into quiescent gas at constant conditions. The 
on-demand released droplets were visualized by laser-induced fluorescence (LIF) and imaged to 
follow the droplets, the local ignition, and link the observed processes with the impact on the 
ignition delay time. The liquid samples were n-dodecane, base oil, and different oil additives that 
were dissolved in the base oil. In addition, liquid PRF95 was mixed into the oil samples. For the 
LIF base imaging of the droplets 0.1 mmol/l pyrromethene 597 was added to samples. The LIF 
was recorded by a high-speed camera in the visible (VIS) range. For more information about the 
ignition process high speed imaging in the ultraviolet range (UV) was performed simultaneously. 
The local observations of the droplets and the ignition enabled the investigation of the droplets 
impact volumetric ignition, and therefore to gain the understanding of LSPI in engines. 
 





 

 

2 Theory and state of the art 

In this chapter, the theory on which the experiments of this work are based is summarized. The 
todays understanding of gas-phase ignition, ignition specific reaction kinetics, and shock-tube 
based measurement techniques around the ignition process are outlined. Principles of the shock-
tube technique are presented and the fundamental equations applicable for understanding the 
procedure are introduced. The focus is directed on the state-of-the-art of shock-tube applications 
and investigations on the influence of perturbations. In addition, the principles of the measure-
ment techniques are described. 

2.1 Reaction kinetics of ignition 

Parts of this chapter are based on the book “Combustion” by Warnatz, Maas, and Dibble [19], 
while specific points refer to additional references. The combustion process can be described by 
the thermodynamics of the system which is influenced by diffusion, heat conduction, and flow. 
From a chemical perspective, combustion can be described by the underlying kinetics mecha-
nism. Reaction mechanisms describe the process in a uniform infinitesimal volume that includes 
the rates of relevant elementary reactions. Macroscopic observations like the ignition delay time 
(described later) follow the rate laws as a consequence of the underlying microscopic phenom-
ena of collisions between molecules [19]. The rate laws describe an empirical formulation of the 
reaction rate of a species in a chemical reaction. In terms of fuel chemistry, the number of reac-
tions increases dramatically with the size of the fuel molecules. Both the elementary reaction 
kinetics as well as the global combustion phenomena were studied over the last decades to de-
velop and validate reaction mechanisms which are fundamental for simulations and process op-
timization. 
Ignition is defined as the time-dependent process starting with reactants and evolving in time 
towards a steadily burning flame [19]. Ignition processes can be induced locally, or start homo-
geneously under autoignition conditions, as is the case in this work. Autoignition plays an im-
portant role in many applications regarding safety considerations or ignition processes in com-

bustion systems. An ignitable mixture will ignite after a certain ignition delay time (ign) also 
called induction time at a certain pressure and temperature. The ignition limits of a specific mix-
ture are the result of the competing processes of chain branching in the gas phase forming radi-
cals and the chain termination for example by diffusion, transporting radicals to the boundary of 
the homogeneous system [20]. While the explosion limits of hydrogen/oxygen mixtures at con-
stant temperature are separated by three explosion limits (1st chain explosion, 2nd stationary re-
action, and 3rd thermal explosion), ignition limits for hydrocarbons exhibit more complex shapes. 
The more complex explosion limits are governed by the underlying chemical reactions. At low 
temperatures and high-pressure, cool flame regimes [21] followed by multistage ignition [22] are 
observed. 
According to the fundamental theory of hydrocarbon oxidation referred to its inventor the “Se-
menov theory” [23]. The principles of branched-chain reactions are  summed up by Pilling [24] in 
five steps: 

(1) Primary initiation (radicals formed from parent molecules) 
(2) Propagation of the chain (no change in the number of radicals) 
(3) Termination of radical chain (removal of radicals) 
(4) Chain branching (Multiplication of the number of radicals) 
(5) Secondary initiation (or degenerate branching), where new radicals are formed from a 

“stable” intermediate product 
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The primary initiation reactions for hydrocarbon ignition are the reactions (R1) and (R1A): 

(R1) RH + O2 → R + HO2 
 

(R1A) RH → R’ + R’’ 
 

These initiation reactions (chain reactions) are endothermic and dominate the first phase of the 
reaction process. The number of formed radicals increases exponentially through chain branch-
ing. At high temperatures, the branching reaction (R2) is important for the increase in radical 
concentration. Therefore, this temperature regime is called high-temperature chemistry.  

(R2) H + O2 → OH + O  

With decreased temperature and/or increased pressure, the formation of HO2 becomes more 
dominant, which is followed by slow branching reactions. The reaction (R2) competes with the 
radical recombination (R3) forming HO2 followed by H abstraction (R4) with stable intermediates 
(R5). 

(R3) H + O2 + M → HO2 + M  

(R4) RH + HO2 → R + H2O2  

(R5) H2O2 + M → OH + OH + M  

The HO2 and H2O2 chemistry separates the high-temperature chemistry (small radicals) by the 
strongly temperature/pressure dependent equilibrium of (R3). At even lower temperatures, alkyl 
radicals R) form peroxy radicals by addition of O2. These peroxy radicals are able to isomerize. 
The formation of RO2 competes with the termination reaction forming HO2, CH3, and CH3OO while 
decreasing temperature shifts the equilibrium to the formation of RO2. The peroxy radical chem-
istry is also called “low-temperature chemistry” often seen in n-heptane oxidation. The low-tem-
perature pathways of n-heptane oxidation are shown in figure 2. 

 
Figure 2: Low-temperature oxidation pathways of n-heptane [25]. 

The temperature regimes of the different chemistry processes are described in the book of “Low-
temperature combustion and autoignition” by Pilling [24] and illustrated as a function of pres-
sure. 
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The low-temperature chemistry produces large amounts of unstable intermediates being essen-
tial in the process of autoignition. These together with the heat release shift the system from low 
temperature to intermediate temperatures. As a consequence, the mixture ignites. The charac-
teristic time of the ignition is seen in figure 3. The induction time is shorter in the low-tempera-
ture regime than in the intermediate, while the high-temperature chemistry is even faster. This 
behavior of negative trend in ignition delay time where the reactivity increases with decreased 
temperature is called negative temperature coefficient (NTC) behavior or NTC regime character-
istic of many hydrocarbons. 

Ciezki and Adomeit [26] measured ignition delay times of n-heptane/air mixtures at  = 1 over a 
wide temperature and pressure range and compared their results with the results of the low-
temperature reaction mechanism developed by Warnatz and coworkers [27, 28]. With increased 
pressure the reaction rates of peroxy chemistry is reduced which results in a flattening of the 
NTC behavior. 

 
Figure 3: Ignition delay times of stoichiometric n-heptane/air mixtures; experimental results from Ciezki and  

Adomeit [26] and simulations from Warnatz et al. [27, 28]. 

Shock tubes have a long history in chemical kinetics studies. The method’s merit is the capability 
to generate nearly ideal conditions (homogeneous gas mixture in terms of concentration, tem-
perature, and pressure) by adiabatic gas compression through shock waves. The fundamentals 
of shock-tube experiments are explained in section 3.1.  
While the autoignition of homogenous gas mixtures has been intensively studied in shock tubes, 
combustion in many application processes are initiated by local ignition sources like sparks, pilot 
flames, or glow plugs. The pre-ignition sources in engines mentioned in the introduction could 
act like an ignition source. For an analytical description of such an ignition source and resulting 
ignition the ignition source can be esteem as a spot energy source. An analytical model that de-
scribes the threshold ignition energy is discussed by Williams [29], Glassman [30], and Turns [31], 
and is summarized in the dissertation of Bane [32]. A spherical volume of gas is ignited by a point 
spark with a critical radius rcrit. In order not to be extinguished, the heat release according to 
Semenov [23] from chemical reactions inside the gas volume needs to be at least equal to the 
heat loss to the surrounding: 
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where 𝑚fuel
m  is the fuel mass per unit volume, ∆ℎc is the enthalpy difference due to combustion, 

and k is the thermal conductivity. By several approximations explained in detail in ref. [32], the 
critical flame radius (i.e., the smallest flame that can exist and grow) can be found according to 
equation (2): 

 𝑟crit ≈ √6
α

𝑠L
≈ √6

δflame

2
 (2) 

with the thermal diffusivity α, the laminar flame speed 𝑠𝐿 ≈ (
−2𝑚α

ρu

𝑑𝑚fuel
′′′

𝑑𝑡
)

1

2
, and the flame thick-

ness δflame. 
Understanding inhomogeneity during the physiochemical processes is essential because in com-
bustion applications this makes the difference between desired and arbitrary combustion events. 

2.2 Theory of shock tubes 

Shock tubes are well-established to investigate the chemical kinetics of fast high-temperature 
reactions in absence of transport processes. The obtained experimental data provide targets 
such as rate constants, ignition delay times and time dependent species concentrations for the 
validation of detailed chemical kinetics mechanisms. The theory of shock tubes was developed 
based on the Rankine-Hugoniot conditions as a result of the work of Hugoniot [33] and Rankine 
[34]. More details about the application are summarized by Oertel in “Stoßrohre, Theorie, Praxis, 
Anwendung” [35]. 
The type of shock tube covered in this work consists of two tube sections separated by a dia-
phragm, both ends of the tube are closed by endwalls. The right tube section at the top of figure 
4 contains the test gas, the left section is filled by the driver gas. The pressure increase in the 
driver section causes the diaphragm to burst followed by the expansion of the driver gas into the 
test section resulting in local thermodynamic equilibrium. From the burst diaphragm, compres-
sion waves are released, which then propagate into the test-gas section. The compression of the 
test gas by the shock waves increases the pressure and temperature of the test gas behind the 
incident shock waves, increasing the Mach number of each following shock wave. Therefore, 
each following shock wave is faster than the previous one, so that the shock waves outrun each 
other after a certain distance of about 10 times the diameter and form a shock front traveling 
through the test gas with the supersonic velocity u2. 
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Figure 4: Pressure and temperature diagram of the five conditions in shock tubes [36]. 

 
Figure 5: x-t diagram representing the propagation of the shock wave and other waves over time [36]. 

In figure 4, the conditions in the shock tube at different points of time are shown. figure 5 shows 
the x-t diagram of the different waves. Behind the incident shock wave, the medium interface 
(contact surface between the test gas and the driver gas) propagates with the velocity u3. The 
shock wave is reflected at the endwall. According to Oertel [35], the conservation of mass, mo-
mentum, and energy with the term for the specific mass density, u for the velocity, p for the 
pressure, E for the internal energy per unit of mass and h for the enthalpy per unit of mass with 

 𝜌1𝑢1 = 𝜌2𝑢2 (3) 

 𝜌1𝑢1
2 + 𝑝1 = 𝜌2𝑢2

2 + 𝑝2 (4) 

Driver section T4 p4

P
re

s
s
u
re

T
e
m

p
e
ra

tu
re

T1 p1

T4 p4

T1 p1

Diaphragm 

Reflected shock wave

T5

p5

Driven section T1 p1

T2

p2

T4 p4

Incident shock wave

T3 p3

P
re

s
s
u
re

T
e
m

p
e
ra

tu
re

P
re

s
s
u
re

T
e
m

p
e
ra

tu
re

T2

p2T3  p3

-6 -4 -2 0 2 4 6

0

5

10

15

20

0

5

10

15

20

T
im

e
 /
 m

s

Distance / m

1

23

4

5

Observation time

Expansion waves

Conta
ct 

su
rfa

ce

incident w
ave

Reflected wave



10 2.Theory and state of the art 
 

 

 
1

2
𝑢1
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𝑢2
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respectively. 

 ℎ1 +
𝑢1

2

2
= ℎ2 +

𝑢2
2

2
 (6) 

Assuming ideal gases without dissociation and ionization: 

 𝑝1 = ρ2𝑅𝑇2 (7) 

with the universal constant 𝑅 = 8.314 J/(K mol) and the equation for the internal energy of ideal 
gases 

 𝐸2 − 𝐸1 = c𝑉(𝑇2 − 𝑇1) (8) 

with cV, the specific heat (heat capacity at constant volume). This leads to a system of equations 
with four unknowns (ρ2, 𝑝2, 𝑢1 and 𝑢2). For its solution, it is common practice to measure the 
velocity u1 in an experiment. Applying  

 𝑐𝑉 =
𝑓

2
𝑅 (9) 

and 

 𝑐𝑝 =
2 + 𝑓

2
𝑅 (10) 

(cV and cp are constant at low temperature). With 𝑓 as number of degrees of freedom of the gas 
molecules (𝑓 = 3 for monatomic gases, 𝑓 = 5 for linear molecules and 𝑓 = 6 for multi-atomic 
molecules) follows: 

 κ =
𝑓 + 2

𝑓
 (11) 

i.e., κ = 5 3⁄  for atoms, κ = 7 5⁄  for molecules with two atoms, and κ = 4 3⁄  for molecules with 
three or more atoms). After transformation the following relations apply: 

 𝑝2 = 𝑝1

2κM1
2 − (κ − 1)

κ + 1
 (12) 

 𝜌2 = 𝜌1

(κ + 1)M1
2

(κ − 1)M1
2 + 2

 (13) 

 𝑇2 = 𝑇1 [
2κM1

2 − (κ − 1)

κ + 1
] [

(κ − 1)M1
2 + 2

(κ + 1)M1
2 ] (14) 

with the Mach Number M1 = u1/us, where us is the velocity of sound in the test gas under condi-
tion 1. Accordingly, the condition behind the shock wave can be determined. In order to 
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determine the condition behind the reflected shock wave, the Rankine-Hugoniot equations need 
to be applied leading to the following thermodynamic values in condition 5: 

 𝑝5 = 𝑝1

(
3κ − 1
κ − 1 ) M1

2 − 2

𝑀1
2 +

2
κ − 1

2κ
κ − 1 M1

2 − 1

(
κ + 1
κ − 1)

 (15) 

 ρ5 = ρ1

M1
2 (

κ + 1
κ − 1)

M1
2 +

2
κ − 1

(
2κ

κ − 1) M1
2 − 1

2M1
2 +

3 − κ
κ − 1

 (16) 

 𝑇5 = 𝑇1

[(
3κ − 1
κ − 1 ) M1

2 − 2] [2M1
2 +

3 − κ
κ − 1]

(
κ + 1
κ − 1)

2

M1
2

 (17) 

Condition 5 will remain constant until the reflected shock wave hits the contact surface of the 
medium moving in the direction of the endwall. This point in time is shown in figure 5, when the 
blue dashed line crosses the black line. The observation time lasts for typically 1–4 ms in state-
of-the-art shock tubes depending on the conditions and length of the shock tube. Then the re-
flected shock wave matches the contact surface of the medium and is reflected back into the 
reaction segment, illustrated by the dashed black line in Figure 5 or the gas expands. The reason 
for this is the difference in impedance of the media in which the shock wave penetrates. To ex-
tend the observation time, the method of driver-gas tailoring [37] by adapting the sound velocity 
of the driver gas. A sound wave penetrates a homogeneous medium with a specific wave char-
acteristic. The transition into a second medium (contact surface) impacts the sound wave de-
pending on the difference in impedance. In case, both medias have the same impedance (ZF), 
the sound-wave velocity does not change. Larger differences in the impedance lead to a reflec-
tion of the sound wave at the interface. Therefore, ideally the impedance of the driver gas in 
condition ZF (3) equals that of the test gas under condition ZF (2). To achieve that, the general 
impedance equation must be applied: 

 𝑍F =
𝑝

𝑢
 (18) 

The impedance is the ratio of acoustic pressure and velocity. It is assumed that the heat capacity 
is independent of the temperature according to: 

 𝑇43 = (
𝑝41

𝑝21
)

2β4

 (19) 

 𝑇21 =
𝑝41(α1 + 𝑝21)

(α|1𝑝21 + 1)
 (20) 

With 𝛽 = (κ − 1) 2⁄ 𝜅, 𝛼 = (κ + 1) (κ − 1)⁄  and p41 is related to p21 by the equation for the 
ideal membrane: 

 
𝑝41 =

𝑝21

(1 − (𝑝21 − 1) [
β4𝐸14

α1𝑝21 + 1]
1 2⁄

)

1 β1⁄
 

(21) 

Palmer and Knox solved the test- and driver-gas condition terms leading to an equation of mass 
fraction of two species driver-gas composition for a given pressure and temperature, with equal 
acoustic impedance in the driver gas and in the test gas in condition 2. 
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 𝐸32 =
c𝑉3𝑇3

c𝑉2𝑇2
=

(α3𝑝52 + 1)

(α2𝑝52 + 1)
= 1 (22) 

For a case using a mixture of helium and argon for the driver gas, for example, the portion of 
helium is given by: 

 𝛸He =
M1

M4
 (23) 

With driver-gas tailoring, the observation time in the high-pressure shock tube at the IVG can be 
extended up to 15 ms, enabling investigations of dynamic processes in reacting gases at long 
timescales and low temperatures. 

2.3 Pre-ignition and inhomogeneous ignition phenomena 

Pre-ignition is the premature ignition of a combustible mixture prior to the main ignition, the 
term is likewise used in context to low-speed pre-ignition (LSPI) meaning the ignition prior to the 
spark at low engine speed. This work concentrates on the application aspect where pre-ignition 
in IC engines results in “super knock”, using shock tube techniques at conditions that prevail in 
combustion engines. Therefore, it is not possible to investigate general valid impact factors in an 
engine. In contrast shock tubes enables to study general valid ignition behavior under specific 
thermodynamic conditions. The impact of artificial introduced ignition sources along with the 
inhomogeneous conditions on local and volumetric ignition is directly compared to identical 
measurements without perturbation. 

2.3.1 Inhomogeneities in shock tube  

The shock tube is usually interpreted as an ideal or nearly ideal reactor to study chemical kinetics 
such as ignition processes. However, observations have shown that the post-reflected conditions 
are subject of non-idealities. Especially ignition delay time studies at low temperatures with long 
ignition delay times and high fuel concentrations can be strongly affected by these non-ideal 
effects, leading to discrepancies in the predicted values of the reaction mechanism with the ex-
periments. Ideally, the shock tube theory predicts homogeneous pressure-temperature condi-
tions behind the reflected shock wave. The post-shock conditions depend mainly on the shock 
wave velocity and flow conditions as viscosity of the gas which is influenced by the friction at the 
wall of the tube. Due to viscosity a boundary layer forms and grows with time. The effect of 
boundary layer formation can be seen by shock attenuation of the incident waves [38] and on 
the time-dependent variation of the pressure where a gradual pressure increase over time called 
dp/dt is observed especially at high pressures [39, 40]. 
In some cases, the reflected shock wave can interact with the boundary layer causing bifurcation 
[41]. Shock bifurcation leads to the formation of vortices and an inhomogeneous temperatures 
field behind the reflected shock wave and complicates the determination of time zero from the 
pressure profiles. In some cases, the dynamic pattern of shock determines the nature of ignition. 
Khokhlov et al. [42] and Lipkowicz et al. [43] simulated the ignition starting at small kernels that 
slowly burn the gas called mild ignition. Mild ignition was reported by Fieweger et al. [44] for 
experiments at high pressure and temperatures where peroxy chemistry plays an important role. 
But these experiments did not show features of bifurcation, instead shadowgraphy images indi-
cate local spots of ignition similar to the ignition spots from inhomogeneous temperature fields 
in the low-pressure simulation from Lipkowicz et al. [43].  
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Local ignition spots can lead to a flame-like deflagrating spread of the ignition [44] that can transit 
to detonation in the unburned gas. In shock-tube studies, pre-reaction heat release leads to an 
early rise in the pressure trace before the main ignition, called pre-ignition [45]. The source of 
these early reactions is still under debate, but facility-related effects in terms of pressure rise 
(dp/dt) are unlikely. The pre-ignition manifests itself as remote ignition, which is the ignition that 
starts in the core of the shock tube upstream from the endwall due to temperature non-uni-
formity. Hanson et al.[46] developed a constrained volume shock-tube technique called CRV to 
avoid a pressure increase due to growing boundary layer and consequently also remote ignition. 
However, the processes around remote ignition is not fully understood. Lipkowicz et al. [43] have 
recently investigated remote ignition in more detail by numerical simulation. 

2.3.2  Mimic inhomogeneous ignition by intentionally introduced inhomogeneities 

Pre-ignition occurs in shock tubes as described above due to inhomogeneous conditions in the 
shock-heated gas. Pre-ignition in an SI engines is the ignition prior the spark timing because of 
local exceeding the conditions of autoignition [47]. Pre-ignition in shock tube studies can be iden-
tified, however, by different measurement techniques. In engines the occurrence of pre-ignition 
is on the one hand dependent on the operation conditions. On the other hand, many parameters 
are engine specific. Therefore, it is not possible to investigate general valid impact factors in an 
engine. In contrast, shock tubes enable to study general valid ignition behavior under specific 
thermodynamic conditions. The impact of artificial introduced ignition sources along with the 
inhomogeneous conditions on local and volumetric ignition is directly compared to identical 
measurements without perturbation. 

2.3.2.1  Ignition induced by a hot surface 

The following chapter is a reprint of selected paragraphs from the publication Niegemann et al. 
2018 [48] as main author. The respective parts are entirely based on my own work. The final 
version of the paper was written together with the coauthors who also have contributed to the 
conception, structuring and substantial revision of the article. 
Hot surface ignition of ignitable fuel/air mixtures was studied in the context of safety [49-51] as 
well as in fuel science for application in IC engines and aviation [52, 53]. Ignition of fuel/air mix-
tures on hot surfaces was studied at atmospheric and high pressure and low gas temperature 
[49, 54]. Roth et al. [55] have investigated ignition from mechanical sparks using ceramic bearing 
balls placed in various quiescent and explosive combustibles. The particles were exposed to in-
tense radiation resulting in rapid temperature rise that induces ignition of the gas-phase. The 
particle temperature was simulated using 1D approaches with detailed transport and chemistry 
models. In an earlier study [55] it was the thermal ignition of hydrogen/air mixtures by small hot 
particles was characterized and found that the particle temperature at ignition increases as the 
particle size decreases. 
The influence of hot surfaces on the ignition process in the presence of hot compressed gases 
has rarely been studied systematically. Hot-surface ignition was investigated by droplets in con-
tact with a hot surface [56, 57] and surface ignition of sprays was investigated by Adomeit et 
al. [58] who studied the advanced ignition behavior of ethanol mixtures in a high-temperature 
high-pressure vessel initiated by a ceramic glow plug. Menon et al. [59] studied near-wall ignition 
of n-hexane/air mixtures at low pressure and various equivalence ratios. In their study, they pro-
vided simulated temperature fields and included a detailed chemical mechanism for n-heptane 
[60] as a surrogate for n-hexane. Simulations reveal a two-stage ignition, however, that deviates 
from the two-stage ignition observed in a homogeneous reactor due to diffusive and convective 
processes. Boeck et al. [50] experimentally studied the ignition of fuel/air mixtures (hydrogen/air, 
ethylene/air, n-hexane/air) from a heated cylinder situated inside a closed combustion vessel. A 
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heated surface was used to provide spatially uniform temperature. The threshold temperature 
at the time of ignition was measured by two-color pyrometry. 
Hot-surface ignition has been studied in engines in the context of cold start [61] and has been 
observed in various engine experiments. A recent study of Budak et al. [62] investigated experi-
mentally and numerically hot-surface ignition of ethanol, E10, and iso-octane in a single-cylinder 
engine equipped with a heated plug. To date, however, there is no established method to inves-
tigate hot-surface ignition under in-cylinder conditions decoupled from the mixture inhomoge-
neities and turbulent flows that exist in an engine. Such a method, however, is required to sys-
tematically investigate the propensity of various fuels compression ignition or surface ignition for 
practically relevant conditions. 

2.3.2.2  Ignition induced by low-volatile liquids  

Zahdeh et al. [63] shed light onto parameters and features associated with pre-ignition in 
boosted SI engines, such as cylinder liner wetting, low liner temperatures, and high end-of-com-
pression gas temperatures through increased compression ratio and lean combustion. The influ-
ence of the lubricant oil composition on the frequency of low-speed pre-ignition (LSPI) was stud-
ied by Takeuchi et al. [7]. The fuel properties discussed by Zahdeh were investigated further by 
Sasaki et al. who found correlations between pre-ignition temperature and RON for several fuels 
[64]. A theoretical study by Kalghatgi et al. [65, 66] of the development of detonation was com-
plemented by an experimental study by Wang et al. [67-69] who described the relationship be-
tween super-knock and pre-ignition. The development of detonation starts as local pre-ignition 
followed by flame propagation and subsequent transition into detonation. Similar results rec-
orded in a single-cylinder research engine are reported by Miyasaka et al. and Dingle et al. [10, 
70] for various fuels doped with lubricant oil or oil additives based on calcium salicylate. 
Single-droplet injection into an RCM was presented by Ohtomo et al. [71]. Oil and oil/fuel mix-
tures injected into methane/air and PRF/air mixtures were investigated in a constant volume 
chamber (CVC) and a rapid-compression-expansion machine (RCEM) by Kassai et al. [72]. The 
reactivity of the base oil was found to be sufficient to initiate pre-ignition that can result in LSPI, 
and the type of the base oil had a stronger influence than the additive package. In methane/air 
mixtures, a reduction of ignition delay times by calcium-based additives was not observed. The 
study by Yuusuke et al. [73] quantified the influence of lubricant oil, lubricant oil mixed with iso-
octane, as well as the influence of icosane and calcium sulfonate injected into an iso-octane/air 
mixture on ignition delay times in an RCM. It was found that the presence of lubricant oil reduced 
the ignition delay time. Oil with calcium compounds further reduced the ignition delay time for 
some fuels. Works by Yuusuke et al. [73] and Kassai et al. [72] found that fuel mixed with lubricant 
oil increases the number of LSPI events and shortens the ignition delay time in an RCM. Recently, 
a reaction mechanism for fuel/lubricant-oil mixtures was presented in [74], based on a reduced 
iso-octane reaction mechanism by Wang et al. [80] combined with the mechanism by Sarathy et 
al. [75]. This mechanism was compared with measurements by Kuti et al. [76] who injected oil 
and oil surrogates into hot air in an ignition quality tester (IQT), and shock-tube ignition delay-
time data on iso-octane/air-mixtures from Fieweger et al. [44]. The comparison showed good 
agreement. 
To study the influence of liquids on the ignition under well-defined conditions, single droplets 
were injected into shock heated fuel/air mixtures at engine relevant conditions in this work. Sin-
gle droplets had to be injected in a challenging environment of post reflected shock waves (high-
pressure, rapid dynamic). Therefore, fundamental knowledge of lubricant oils, droplet genera-
tion and break-up, and droplet ignition and evaluation were essential. 
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2.3.2.2.1  Lubricant oil composition 

This work focuses on the influence of lubricant oil on the ignition process at conditions close to 
the end of compression in modern IC engines. Today's lubricating oils in IC engines prepossess 
an extremely narrow ranged specification of composition on the one hand, while achieving re-
quirements of specific engines on the other hand. It is obvious that a single fraction of crude oil 
is not able to fit to all these specifications. Lubricating engine oils in general consist of base oil of 
85–95 wt.%. and an additive package of 5–15 wt.%. The base oil is the main amount, but for the 
right fitting, additive formulation gains the desired properties. The American Petroleum Institute 
(API) defines five groups of base stocks. The first three base stocks are even called mineral oils. 
A Group I base stock is the product of a four-step extraction from petroleum crude oil. In the first 
step, the oil gases and lube fraction of the crude oil is extracted by distillation, which is cleaned 
by solvent extraction in a second step. The solvents mainly remove aromatics, polar hydrocar-
bons, sulfur, and nitrogen compounds. Afterwards, the oil is dewaxed by cooling down to –10 to 
–20°C. In the last step, the amount of aromatics and heterocyclic compounds is reduced by hy-
dro-fishing to improve the oxidation stability of the base oil, which is important to avoid sludge 
formation and ensure storage stability [77].  
While Group I base oils are solvent-refined, Group II base oils are hydrotreated and cracked, 
which reduces the amount of sulfur, nitrogen and ring structures. For Group III base oils, the 
conditions of hydrotreating and cracking are more severe in temperature and pressure, resulting 
in additional oxidation stability. The Group IV base oils are poly-alpha-olefins called PAOs or syn-
thetic oils. PAOs are synthesized by polymerization of oil gases to generate saturated hydrocar-
bons called polyolefins. In the case of PAOs, an alpha-olefin (double bond between the first and 
second carbon molecules) is polymerized to form an alkyl branched polymer [78]. The benefit of 
this production process is a base oil without ring structures, double bonds (besides the α–olefin), 
sulfur, nitrogen or waxy hydrocarbons. Group V base oils includes all base stocks that do not fit 
into the classification of group I–IV. To name some examples: silicone oils, phosphate esters, pol-
yolester, bio lubricants, etc. All groups are specified in composition and performance in specified 
tests in appendix E of API 1509 [79]. IC engines of the current generation use lubricant oils based 
on stocks from Group IV only. Because of the poor performance in regard to oxidation likelihood 
of Group I base oils described above, test samples in this work are from a base stock of Group I. 
The amount and composition of the additive package vary from product to product. There are 
different ways to categorize the additives, by their function or by their chemical properties. Both 
methods are not able to generate an unequivocal structure, because several properties are nec-
essary for one function and the chemical properties influence each other. The task of the main 
oil is the reduction of friction by lubrication. The lubricating properties of the oil are dominated 
by the composition of additives. The basis to enhance the reduction of friction are anti-wear or 
extreme-pressure additives. The group of anti-wear additives are based on sulfur or phosphorus 
containing molecules as different forms of sulfurized olefins or phosphate esters. To generate 
the convenable properties in terms of mechanical stress and transport the viscosity and film-
forming properties are very important. A wide range of different viscosity modifiers exist. Some 
are metal-based polymers that act as antioxidant dispersants, too. Others are linear polymers 
made from three classes of hydrocarbon side chains. These properties get lost with the degrada-
tion of the oil, mainly by oxidation which forms deposits and finally sludge. An IC engine is a 
perfect reactor for oxidation, by operating at high temperatures, offering high reactive radicals 
and combustion intermediates by blowby and metallic surfaces. The deposit additives make the 
largest amount of the additive package. The book “Lubricant Additives – Chemistry and Applica-
tions“ edited by L. R. Rudnick [80] count three different deposit control additives. The first anti-
oxidants are mostly based on sulfur or sulfur-nitrogen or sulfur-phosphorus compounds. As an 
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example, dialkylphenol sulfide or dithiocarbonate ester is used. Combining phosphorus and sul-
fur in one molecule is more powerful as an antioxidant than containing only one type. Different 
types of metal dialkyldithiophosphates exist, but the zinc salts of dialkyldithiophosphoric acid 
(ZDDP) are the most cost-effective antioxidants and therefore commonly used.  
The second and third group of additives inhibit deposit formation in the form of detergents and 
dispersants. In the oxidation process, the oil decomposes to highly polar materials, separating 
from the bulk lubricant and forming surface deposits. The separation of the undesirable polar 
products in the nonpolar environment is slowed down by detergents and dispersants [81]. De-
tergents and dispersants are even called stabilizers and deposit control agents. Detergents are 
metal salts of organic acids that frequently contain associated excess base, usually in the form of 
carbonate [80] (Page 124). The amount of metal is important to form a neutral salt, referred to 
as neutral detergent or soap. “If the metal is present in excess, the detergents are called basic, 
overbased, or superbased” [82, 83]. The reserve base of the detergent neutralizes the acids from 
combustion and oil decomposition to form salts, while the organic portion of the detergent keeps 
the salts suspended in the lubricant.  
In contrast to the detergent, dispersants are metal-free additives with high molecular weight 
consisting of three structural features: a hydrocarbon group, a polar group, and a connecting 
group. Their function is the inclusion of undesirable polar species into micelles, associating with 
colloidal particles to prevent them from aggregation, suspending the aggregates, and lowering 
the surface/interfacial energy of the polar species to prevent their adherence to metal surfaces.  
Especially the ZDDP and the detergents play an important role in the context of pre-ignition as 
different studies have shown that these additives have a significant influence on the number of 
LSPI events in different engine tests [7, 8, 10, 67, 72]. 

2.3.2.2.2  Fundamentals of the formation of single droplets clusters and spray 

The formation of a droplet depends on the “attacking forces” such as the external aerodynamic 
pressure pA and the surface tension pressure pσ. A droplet formed out of a constant falling jet 
(gravitation g) with a geometric diameter of d0 has a mass mD: 

 𝑚𝐷 =
π 𝑑0 𝑝σ

𝑔
 (24) 

For a spherical droplet that forms out of a falling jet, the diameter D is defined as: 

 𝐷 = (
6 𝑑0 𝑝σ

ρL 𝑔
)

1
3
 (25) 

With the specific density of the liquid L. 
For applications like injectors for spray formation and for very small droplets of the size of 1 to 
300 µm, gravitational forces becomes negligible [84]. The size of the droplet depends on the 
break-up regime. Therefore, the droplet is pushed instead of falling through the quiescent air. 
The relative velocity urel becomes important while g becomes negligible. 
For a cylindrical jet formed in a typical cylindrical nozzle, the competition between cohesive and 
disruptive forces on the jet surface affects the oscillation and perturbation of the jet. Most stud-
ies refer to a combination of liquid as dispersed phase and gas as continuous phase, usually air. 
The first experimental studies were carried out by Bidone [85] and Savart [86], while Rayleigh 
[87] established the basics of theoretical mathematical tools to describe the observations in the 
experiments. The surface energy is directly proportional to the surface area and the surface ten-
sion of the liquid. 
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 𝐸s =
π σ

2 𝑑0

(γ2 + 𝑛2 − 1)𝑏n
2 (26) 

Here Es is the potential surface energy, d0 is the nozzle = jet diameter, bn is the constant in Fourier 

series expansion, γ =   the dimensionless wave number  is the wavelength of the disturb-
ance in the jet and n is any positive integer (including zero).  
If bn is proportional to exp(qt) with q the exponential growth rate of disturbance, the exponential 
growth rate is given by:  

 𝑞max = 0.97 (
σ

ρL𝑑0
3) (27) 

Corresponding to qmax, the optimum wavelength opt is: 

 λopt = 4.5 𝑙 𝑑0 (28) 

After break-up the cylindrical jet of 4.5 l d0 a spherical drop is formed: 

 4.5 𝑑0

π

4
𝑑0

2 =
π

6
𝐷3 (29) 

 𝐷 = 1.89 𝑑0 (30) 

The theoretical results were confirmed experimentally by Tyler [88]. Rayleigh’s theory found gen-
eral acceptance, although it neglects viscosity turbulence and influence of the surrounding air. 
He recognized that the break-up of jets is a dynamic problem and the rate of collapse is im-
portant. Therefore, Weber [89] extended Rayleigh’s theory for viscous liquids. For a viscous liquid 

with dynamic viscosity L, there is an optimal wavelength opt most favorable for droplet for-
mation: 

 λopt = √2π𝑑0 (1 +
3

L

√ρLσ𝑑0

)

0.5

 (31) 

Considering the air resistance on the disintegration of jets into droplets, the air friction shortens 
the optimum wavelength depending on the relative air velocity. Besides the theoretical values 
based on the Weber number, Haenlein [98] provided experimental results for liquids with various 
viscosities and surface tensions. The disintegration of liquid jets was classified into four regimes, 
while there was no sharp line for allocation. Ohnesorge proposed the commonly used ratio cri-
teria of equation (32) and equation (33) for classification described in Ref. [90]. He classified three 
regimes of jet disintegration by using the dimensionless number Z also known as Ohnesorge num-
ber Oh versus Reynolds number Re. 

 Oh = 𝑍 = (
uL

2ρL𝑑0

σ
)

0.5

(
uL𝑑0ρL


L

)

−1

=


L

(ρLσ𝑑0)0.5
 (32) 

With the velocity uL. 
The Reynolds number describes the flow pattern and is used in experiments by breaking the con-
ditions down to a comparable well-known standard case. It is also applicable to describe a liquid 
that is flowing through a nozzle. In this case, the Reynolds number is the product of the relative 
velocity urel, the characteristic length (diameter of the nozzle d0) and the density of the injected 
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liquid L divided by the dynamic viscosity of the liquid L. Using the kinematic viscosity of the 

liquid L the density is canceled. 

 Re =
ρLurel𝑑0

ηL
=

urel𝑑0

υL
 (33) 

Because of uncertainties and disagreement to the Ohnesorge limit for the transition from sinus 
wave break-up to atomization, Reitz [91] proposed a distinction into four regimes that consider 
his own results and those from many others, like Giffen and Muraszew [92], and Haenlein [93]. 

 
Figure 6: Ohnesorge diagram classification of disintegration modes modified by Reitz [91]. 

For practical use, the break-up length is important, which is not linear for an increasing jet veloc-
ity. Dumouchel reviewed the experimental investigation on primary atomization recently [94]. 
The four regimes of jet disintegration together with the addition of the dripping regime for no jet 
velocity are shown as break-up length Zb over velocity V in Figure 6. The break-up length is de-
fined as the length of the continuous jet; from to the nozzle tip to the position where the jet 
breaks up into a droplet. Besides the dripping process, the formation of droplets for very low jet 
velocities is in the Rayleigh mechanism. With increasing jet velocity, the break-up length in-
creases until the transition to the first wind induces break-up. In this regime a further increase in 
jet velocity decreases the break-up length. The minimum break-up length is about the same 
length as it is for the lowest jet speed. Then the transition to the second wind-induced break-up 
takes place. In the Rayleigh and first wind-induced regime the jet velocity changes the break-up 
length linearly, but in the second wind-induced breakup regime the influence is logarithmic with 
a fluent transition to the atomization regime. 
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Figure 7: Cylindrical jet behavior. Top: stability curve, bottom: example of visualizations (from left to right): Ray-

leigh regime (region B) ReL = 790, WeG = 0.06; first wind-induced regime (region C) ReL = 5,500, 

WeG = 2.7; second wind-induced regime (region D) ReL = 16,500, WeG = 24; atomization regime (region E) 

ReL = 28,000, WeG = 70 [95]. 

Besides the first formation of the droplet out of a jet the droplet itself is stable in an equilibrium 
of inner and outer acting forces: 

 𝐶D

π 𝐷2

4
0.5 ρA 𝑢rel

2 = π 𝐷 σ (34) 

CD are the dragging forces and A the density of the continuous phase. 
If this is not the case, the droplet flattens and will break-up. To describe the critical conditions of 
droplet break-up called secondary break-up, two cases must be distinguished: 

1. The droplet in a continuous flow field with and without viscosity of the dispersant and 
continuous phase. 

2. The droplet in a turbulent flow field. 
For the non-viscous case the critical relative velocity urel. crit is defined as[84]: 
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 𝑢rel.crit = (
8σ

𝐶𝐷ρA𝐷
)

0.5

 (35) 

To consider the viscosity, Hinze [96] uses the assumption of viscosity group that represents the 
internal viscosity forces to interfacial surface tension forces [90]. 

 𝑍 =
√We

Re
 (36) 

The Weber number describes the deformation of a droplet. With higher Weber number the de-
formation increases till the droplet breaks up into several smaller droplets. The general form of 
the Weber number is shown in equation (37). Using equations (35), (36), and (37) the critical 
Weber number can be calculated, see equation (38) 

 We =
𝑝A𝑢rel

2𝐷

σ
=

8

𝐶D
 (37) 

 Wecrit = We˙
crit[1 + 𝑓(Oh)] (38) 

with the critical Weber number for the non-viscous case We˙
crit. 

Experimental data for viscosities of the dispersed and the continuous-phases with variation in 
viscosity ratio were published by Meister and Scheele [97] with the result that variation in the 
continuous-phase has no appreciable effect on the atomization process, while an increase in vis-
cosity of the dispersed phase delays the break-up at higher velocities. Taylor’s [98] theory was 
modified by Rumscheidt and Mason [99], so that the critical Weber number varies between 1 

and 0.84 for a viscosity ratio L/a from zero to infinity. 

 Wecrit =

1 + (


L


A

)

1 + (
19
16) (


L


A

)
 (39) 

In general, Taylor’s experiments show that it is difficult to atomize liquids with high viscosity ra-
tios. 
For a turbulent flow field, experimental results and calculations vary between the different ex-
perimental settings and assumptions. Hinze [96] used Clay’s [100] experimental data to calculate 
a Wecrit of 1.18 while Sevik and Park [101] calculated a Wecrit of 1.04 that corresponds to their 
own and Clay’s experimental data. 
For the later experimental study, critical conditions were identified based on the described rela-
tionships. Temperature, pressure and gas composition of the continuous phase were set to be 
representative for conditions at the end of compression in IC engines. The liquid phase changes 
from sample to sample. 

Heat transfer and evaporation of droplets 

The ignition process of liquids is dominated by the heat transfer, evaporation and mixing process 
with the oxidizer. All three processes are closely linked together and mainly influenced by the 
conditions like temperature difference of the phases or flow conditions. The theory of heat trans-
fer and diffusion are equivalent. Depending on the accuracy that must be reached in the calcula-
tions, the approaches range from simple quasi-steady-state to transient analysis. Because of the 
complexity of the problem, this work only deals with the fundamental approach of convective 
droplet evaporation and heating under ideal post-reflected conditions. The theory of convective 
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droplet evaporation, heating and acceleration are summarized by Sirignano in the second and 
third chapters of “Fluid Dynamics and Transport of Droplets and Sprays” [102]. 
In a first step, the steady-state evaporation considers a quasi-steady-state gas phase with the 
mass and thermal diffusion processes with reasonable mass evaporation rates and droplet life-
times. For this process a constant evaporation λ is assumed for the D2-law with the start droplet 
diameter D0 with changing diameter D over time t: 

 𝐷0
2 − 𝐷2 = λ𝑡 (40) 

For further calculation of the droplet evaporation and heating, the following assumptions are 
made:  

1. The droplet is spherical 
2. The liquid has a well-defined boiling point 
3. Radiation heat transfer is negligible 

Based on the work of Faeth [103] the droplet is heated by the surrounding gas. With increasing 
temperature, vapor is formed at the droplet surface. The vaporization of the liquid consumes the 
main part of the heat transferred to the droplet, while the outward flow of vapor mitigates the 
heat transfer to the droplet. 
The theoretical and experimental results and correlations are well explained by Lefebvre in “At-
omization and Sprays” who summarized the work of Feath [103], Goldsmith and Penner [104], 
Kanury [105], Spalding [106], and Williams [107]. The fundamental result of droplet heat-up and 
evaporation including transient conditions is described as the mass rate of diffusion per unit area 
𝑚̇F: 

 𝑚̇F = 2π𝐷 (
κ

cp
)

g

𝑙𝑛 (1 + 𝐵M) (41) 

D is the diameter of the droplet;  is the isotropic exponent and cp the heat capacity of the gas. 
BM can be calculated by the mass fraction of the liquid at the surface YFs: 

 𝐵M =
𝑌Fs

1 − 𝑌Fs

 (42) 

The droplet is injected into pressurized gas. The relative motion is equal to the velocity of the 
droplet. The motion of the droplet is the driving factor for heat and mass transfer rates in the gas 
film surrounding it. To correct the influence of the flow field conditions the correlation from Ranz 
and Marshall [108] can be used: 

 𝑚̇ = 𝑚̇F (43) 

Droplet combustion modes 

Droplets, in particular droplets in sprays, play a major role in combustion of liquid fuels. There-
fore, a large number of works has been performed in the field of spray and single droplet com-
bustion. Ignition phenomena of single droplets and combustion are outlined in Sirignano’s book: 
“Fluid dynamics and transport of droplets and sprays” [102]. The theories of Chiu and co-workers 
[109-111] apply under some assumptions: The Nusselt number and the vaporization law depend 
on the spacing between the single droplets, while the spacing is only considered as an averaged 
value. The theories are based on a quasi-steady assumption, so that changes of parameters over 
time are not considered. The studies postulate four different combustion regimes. The regimes 
are separated by the group combustion number G and can be visualized over the non-dimen-
sional separation between the droplets S and the total number of droplets N as shown in Figure 
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8. The group combustion number G describes the ratio of rate of vaporization to the transport of 
gaseous species by diffusion and is calculated by the dimensionless numbers: Re (Reynolds num-
ber), Sc (Schmidt number), Le (Lewis number), N (total number of droplets), rl (radius of the drop-
lets, and d (distance between the droplet centers). 

 𝐺 = 3(1 + 0.276 Re1 2⁄  Sc1 3⁄ ) ≤ 𝑁2 3⁄ (
𝑟𝑙

𝑑
) 

(44) 

For large G numbers, external sheath combustion occurs. With decreasing value for G, the com-
bustion switches over external (G > 1) and internal group combustion to isolated droplet com-

bustion typical for values less than 10−2. The results of Chiu and coworkers were confirmed by 
Labowsky and Rosner [112]. 

 

 
Figure 8: Four group-combustion modes of a droplet cloud [109]. 

2.4  Optical detection methods of ignition phenomena 

Optical measurement techniques are used to follow the ignition process and the injected drop-
lets. The detected radiation ranges from the ultraviolet (UV) to the near infrared (NIR). Three 
different luminescence phenomena were measured:  

1. Chemiluminescence 
2. Incandescence of hot particles 
3. Laser-induced fluorescence 

2.4.1  Chemiluminescence in combustion 

Chemiluminescence is the emission of light due to chemical reactions. Different forms of chemi-
luminescence are known for different phases. In context of combustion, the formation of excited 
intermediates formed according to (R7) represents only ~1 % of the oxidation pathway. In case 
of OH* formation, the pathway leading to ground-state OH results in an energy release of –429.9 
kJ mol–1, while the R7 pathway leading to OH* releases only –36.7 kJ mol–1 [57]. 

(R6) O + H + M → OH + M  

(R7) O + H + M → OH* + M  

101 102 103 104 105 106 107 108

101 102 103 104 105 106 107 108

100

101

102

103

104

105

106

107

108

109

1010

100

101

102

103

104

105

106

107

108

109

1010

N
 =

 t
o

ta
l 
n

u
m

b
e

r 
o

f 
d

ro
p

le
ts

S = 0.05/(1+0.276 Re1/2 Pr1/3) (d/rl)

Single droplet 

combustion

            Inter-

          nal 

      group

    com-

bustion

External group

combustion

External sheath

combustion

G = 102

10-1

10-2



2.Theory and state of the art 23 
 

 

Besides OH*, more electronically-excited species are formed in the oxidation of fuels like CH*, 
C2*, or CO2*. The electronically-excited molecules have two possibilities to return to their respec-
tive ground state. (i) Collisions with other molecules transfer the excess energy to their partner 
through collisional quenching or (ii) by emission of a photon. Usually, process (i) is more likely. 
The energy difference between the ground and excited energy levels in combination with the 
energy levels distribution lead to a characteristic emission spectrum. Figure 9 shows the chemi-
luminescence spectra of a CH4/O2 flame with 30% H2 addition [113]. In addition Kathrotia et al. 
[114] published a literature review on chemiluminescence studies. Bozkurt et al. [115] deter-
mined reaction rates and implemented those to model for hydrogen oxidation by measuring 
OH*.  

 
Figure 9: Chemiluminescence spectrum of a CH4/O2 flame with 30% H2 addition [114]. 

These chemiluminescing species are suitable markers for oxidation. Furthermore, a specific de-
tection by spectral filtering is possible. However, quantitative measurements require very com-
plex calibration strategies [115]. The thermal energy in flames excites all kinds of molecules fre-
quently, but at the start of ignition the gas is comparably cold. The local energy release of the 
reaction leads to very specific excitation of a few molecules like OH and CH. Therefore, OH* and 
CH* are good markers for the ignition with highest formation rates of all excited molecules. The 
detection methods are described in section 3.1. 

2.4.2  Laser-induced fluorescence (LIF) 

Fluorescence from excited states pumped by electromagnetic radiation from a low band is called 
laser-induced fluorescence (LIF). The photophysical effect of LIF is explained by the simplified 
Jablonski diagram shown in Figure 10. A molecule in the ground state S0 populates different vi-
brational energy levels according to the Boltzmann distribution. At room temperature, the vibra-
tional ground state is populated almost exclusively. The energetic difference of the S0 and the 
first excited state S1 is specific for the molecule and corresponds to the absorption characteristics 
of the molecule. In Figure 10 the green wave lines illustrate the excitation by a laser. In most 
applications, the pumping energy is higher than the energy difference between the vibrational 
ground levels of S0 to S1. Therefore, higher vibrational levels are populated on the S1 level than 
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on the S0 level. By vibrational relaxation, the molecule will reach thermal equilibrium. To return 
to the S0 level the excited molecule reduces its energy by releasing a photon. The released photon 
is of longer wavelength than the pumping radiation because when returning to the ground state 
higher vibrational levels are populated mostly. Vibrational relaxation in the S0 level achieves ther-
malization. Because of the lower energy relative to the initially populated levels, the fluorescence 
the light is red-shifted compared to the light/energy of the absorption. The vibrational relaxation 
in the S1 level strongly depends on the state of phase. In liquids, the vibrational relaxation is very 
fast, so the fluorescence mainly starts from the ground level of S1, while the fluorescence and 
the vibrational relaxation appear on similar times scales in the gas phase. Further effects are not 
explained here but can be found in “Principles of Fluorescence Spectroscopy” by Lakwicz [116]. 

 
Figure 10: Simplified Jablonski diagram based on Ref. [117]. 

LIF is used in many fields from standard devices to very specific applications in science. The best-
known devices are dye-lasers, which use a laser dye as laser medium, while different laser dyes 
can be used to address specific output wavelength. Very well-known are laser dyes of different 
types of coumarin and rhodamine. In their pure form they are present as solids but can be dis-
solved in solvents like ethanol. 
LIF as a measurement technique for combustion systems found its application in different fields 
to study the structure of molecules, detection of specific species or flow visualization. In case the 
system of interest has no fluorescence properties, so-called “tracers” can be added in small 
amounts. The choice of tracer has to fit to the spectral requirements on the one hand and should 
have physio chemical properties similar to the system of interest on the other hand to minimize 
the influence of the tracer on the behavior of the original system. A detailed review of tracer 
based LIF techniques in combustion systems is given by Schulz and Sick [118]. For example, aro-
matics like toluene [119] or naphthalene [120] are high relevant because of their absorption and 
fluorescence characteristic in the UV and near UV, respectively. 
Base oils shown very low fluorescence, while the oil additives show significant stronger fluores-
cence when excited in the UV-range [121]. The absorption and fluorescence properties overlap 
with those of classical tracers like aromatics [122]. 
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Therefore, aromatic tracers and the fluorescence properties of oil additives are not suitable to 
use these to track oil droplets in a gas phase fuel/air mixture while ignition occurs. Different trac-
ers with longer fluorescence wavelength were tested for the separation of the different emission 
sources from each other. Several laser dyes in the spectral range of 450–600 nm are commer-
cially available. Pyrromethene 597 shows the highest quantum efficiency at relevant conditions 
and therefore fits well for the later experimental application. The absorption and fluorescence 
properties are shown in Figure 11.  

 
Figure 11: Absorption and fluorescence spectra of pyrromethene 597 in PAO (0.1 mmol/l) at temperatures from 

30–100°C, absorption and fluorescence are normalized to the peak maximum. 

2.4.3 Incandescence of hot particles 

The third light-emitting phenomenon of importance in the following study occurs later in the 
combustion processes and is called soot incandescence. Thermal radiation is electromagnetic 
radiation from surfaces of all kinds. The best-characterized case is the black body radiation from 
a black body (𝛼 = 𝜖 = 1) in thermodynamic equilibrium where the Planck law describes the 
emission spectra dependent on temperature. The peak in thermal radiation is in the near IR spec-
trum and shifts more to the visible spectrum with increasing temperature. The deviation in wave-
length of incandescence to the previously described luminescing phenomena enabled a separa-
tion of the emission sources in case selected detection in the fully visible range. By incandescence 
hot particles were identified already before the ignition.  
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3 Experiment 

To study the pre-ignition of fuels decoupled from pressure/temperature history, shock tubes are 
nearly ideal test reactors. Conditions similar to the end of compression can be realized in high-
pressure shock tubes like the one presented below. To study the impact of hot surfaces and lub-
ricant oil droplets two new experimental modifications will be introduced. 
The local pre-reactions and the development of volumetric ignition are followed by different im-
aging setups. Pre-studies for the characteristic of the hot surface or the droplet injector are de-
scribed briefly. Thermo gravimetric analysis of the oil samples was performed too, to generate 
information about the samples with an undefined composition (Table 2). 

3.1 High-pressure shock tube facility 

The investigations presented in this work were carried out in the high-pressure shock tube of the 
“Institute for Combustion and Gas Dynamics – Reactive Fluids” – Duisburg. A sketch of the shock 
tube is shown in Figure 12. The shock tube consists of a stainless-steel tube with an inner diam-
eter of 90 mm, divided into two sections by a diaphragm. The diaphragm is an aluminum disk of 
2.5 mm thickness with a cross milled into the surface for reproducible uniform opening at set 
driver gas pressure. Typically, pressures of 20 bar behind the reflected shock wave (p5) can be 
reached using a 2.5 mm thick diaphragm. The jumps in pressure are followed by an increase over 
time dp/dt less than 2–3 % / ms. The increase in dp/dt is linear for about 3 ms. Afterwards, the 
pressure is constant, while a small variation is observed in the experiments by quality variation 
of the tailored interface. Other thicknesses can be used to achieve other peak pressure ranges. 
The right section of the tube in Figure 12 is the driven section with the initial conditions of the 
test gas p1 and T1 mentioned in section 2.2. The test gas is prepared manometrically in a stainless-
steel mixing vessel measuring the pressure with a pressure gauge 0–1 bar and a pressure trans-
mitter (Keller type PAA-35XHTC). For homogeneous mixing, an electrical steerer is installed that 
mixes the gases at least 2 h and thus well-defined gas mixture is after filled in into the driven 
section. The driver section, the driven section and the mixing vessel are pumped by a dry pump 
system of a claw pump (Edwards QDP80) in combination with a roots pump. The mixing vessel is 
pumped to 2 10–2 mbar before preparing the mixture. The driver section is pumped to 

7×10−2 mbar and the driven section is pumped to 8×10–2 mbar in a first step and down to 

6×10−5 mbar by a diffusion pump in a second step to ensure high vacuum. The driver section is 
filled in situ with a helium/argon mixture by two high-pressure mass flow controllers (consisting 
of Bronkhorst flowmeters and Flowsurf regulator valves) to extend the measuring time up to 
15 ms by driver gas tailoring. The required He/Ar composition is calculated applying the equation 
(24) and (25) from Palmer and Knox [37] based on the calculated experimental conditions using 
the zero-dimensional shock-tube code CHEMKIN [123] based on the shock equations from Oertel 
[35] explained in detail in  2.2. The real experimental conditions were post calculated with the 
speed of the incident shock wave. Therefore, four pressure transducers (PCB 112 A05) are 
mounted in the sidewall at a distance of 108.5, 89.5, 61.5, and 1.5 cm of the endwall to detect 
this speed. The pressure detection has a time resolution of 1 µs. The delta time between the 
pressure rise of the different pressure transducers is used to calculate the velocity of the incident 
shock wave using the least-squares method and considers an attenuation of 1–2%. 
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Figure 12: High-pressure shock tube with a single-droplet injector and high-speed imaging through the endwall 

[124]. 

The pressure transducer in the measurement section is placed 15 mm from the endwall and is 
used to track the pressure over the observation time. The pressure transducer was shielded by 
RTV silicon to protect it from thermal effect over time. Besides the pressure sensor, three addi-
tional ports are symmetrically located in the sidewall in the measuring plane. Figure 12 shows 
the scheme of the shock tube with the injector mounted in the sidewall further described in sec-
tion 3.1.2. This port could be replaced by an optical one for line-of-sight chemiluminescence 
measurements or by a glow plug holder described in section 3.1.1. One CH* or OH* sensitive 
photomultiplier (PMT) was mounted in the top position. More details about the studies with the 
mounted glow plug using sidewall imaging from the opposite port can be seen in section 3.1.3.1. 
In this case, the endwall was made from metal. For optical observations from the endwall a new 
endwall was manufactured which is described in detail in section 3.1.3.2. 

3.1.1 Surface-induced ignition 

To generate a local hot surface area, a commercial high-temperature glow plug used for engine 
applications (BERU Type GE101) was introduced in the sidewall port opposite to an endoscope 
holder. A glow plug holder was constructed as shown in Figure 13 to place the hemisphere tip of 
the plug (radius of 1.5 mm) flush with the shock tube sidewall. Further details of the glow plug 
and the operation were published by Niegemann et al. [48]. The following section is a reprint of 
paragraphs of the publication [48]. This glow plug reaches temperatures over 1200 K within a 
rise-time of 5 s according to its specifications [125]. For faster heat-up and defined maximum 
temperature, the glow plug was operated outside its specifications by powering it with an exter-
nal power supply.  
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Figure 13: Arrangement of the glow plug for generating a locally hot surface [48]. 
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Figure 14: Measured temperature evolution of the glow plug with an emissivity of 0.88 operated with 8 V and 13 A 

(black line); 6 V and 1 A (red line); 8 V and 16 A (green line)[48]. 

The current and voltage were varied in a parameter study to determine the optimal settings for 
fast heat-up to a defined temperature. The surface temperature of the glow plug was measured 
with two different two-color pyrometers (Sensortherm MI18 (1.8 µm wavelength) and MI16 (1.6 
µm wavelength). Both pyrometers were calibrated by the manufacturer with a black-body radi-
ation source. The emissivity ε of silicon nitride is 0.88±0.05 depending on temperature and wave-
length according to Ref. [126]. Figure 14 shows the heating characteristics of the glow plug de-
termined for different end temperatures. The uncertainty in emissivity would result in uncer-
tainty of ±18 K after 5 s heat-up time (dashed line). The uncertainty of the pyrometer system is 
about 4 % (related to the values in °C). 
Approximately 5 s before the burst of the shock-tube diaphragm, the heating of the hot plug is 
started to reach the set temperature of the glow plug. The time required for the diaphragm to 
burst was measured as a function of filling pressure to determine the instant for manually switch-
ing on the glow-plug power.  

3.1.2 Generation of single droplets against high pressure 

To investigate the influence of liquid droplets on the ignition of fuel/air mixtures, droplets were 
injected into post-shock-heated gas at high pressure. The used injector is an adapted type of a 
commercial micro-dispensing injector (MDV3300+, Vermes GmbH). In Figure 15, a picture of the 
assembled injector is shown in the center. On the left, the inner parts of the injector that are in 
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contact with the fluid are shown. On the right, a sketch of a cut through the injector front end is 
shown. High-precision dosing of the liquid is achieved by a piezo-stack driven actor that is cooled 
by air through an in- and outlet port. An actor mechanics drives the needle, which is the only 
connecting part between the electric and fluid transport part. The top sealing ring seals the nee-
dle to keep liquid from entering the electric device. After filling the fluid reservoir, the pressure 
tubing is connected to a nitrogen gas supply with pressure of up to 21 bar.  
To avoid any back flow from the shock tube into the fluid reservoir, the pressure of the fluid 

reservoir was set 0.1 bar higher compared to the pressure in the shock tube during an experi-
ment. For this purpose, the original parts were replaced against a metal one to sustain high pres-
sures. When the needle is operated, the liquid flows through the tubing that connect the reser-
voir with the nozzle parts and the actor mechanics, called fluidic shown in Figure 15, along with 
the cylinder liner that holds the nozzle with a diameter of 45 µm. Different nozzles diameters are 
available. The smallest one (45 µm opening) was chosen to generate the desired small droplets. 
The finally formed droplets will be larger than the nozzle diameter for droplets formed in the 
Rayleigh and first wind-induced break-up regimes (see section 2.3.2.2). The liquid flows between 
the cylinder liner and the needle, shown in Figure 15 on the right side. When the control unit of 
the injector is switched on, the needle is in the bottom position. After adjustment of the needle 
height, the needle perfectly sits in the nozzle and is leak-proofed against high vacuum and pres-
sure. This adjustment can be implemented at operating temperatures without liquid. The injector 
is a type with adjustment from the top, i.e., one can change the position of the needle with the 
mechanical actor by a screw on the top of the injector. Other types are adjusted by the thread of 
the cylinder and fluidic which is not possible with the used holder system when mounted in the 
shock tube. The fluid is kept in the crevice between the needle and the liner until the actor starts 
to move. The outer sealing ring seals the injector in the injector holder for operation in the high-
pressure shock tube. 

 
Figure 15: Left: Disassembled liquid carrying parts of injector; Center: Complete assembled injector; 

Right: Sketch of a cut through the injector front end [124]. 

The injection procedure is divided into three steps: starting in the bottom position, the needle 
seals the nozzle. The measurement system is triggered by the pressure transducer in the 
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measuring plane. It is possible to inject droplets before the incident shock wave (using a different 
trigger system) or behind the reflected shock wave. However, it was preferred to proceed the 
injection behind the reflected shock wave because interaction with the incident shock wave 
would disperse the droplets [127, 128]. When the injector is triggered, the needle lifts (Figure 16, 
phase I). The level of lift can be set in percentage by the control unit to adjust the filling volume 
of the fluid. The time it takes the needle to reach the top position is called “rising time” and can 
be varied. After this step, the “open time” of the injection begins (phase II). In time, the liquid 
flows into the volume between the needle and the nozzle. Because of the very narrow tubing, 
the pressure in the reservoir is not sufficient to press the liquid through the nozzle. Experimental 
observations have shown that vibrations can eventually lead to a release of liquid material. In 
phase III “falling slope”, the needle moves downwards and pushes the liquid through the nozzle. 
The injector rests in the bottom position for a span of time until the next trigger signal. This pro-
cedure can be repeated, depending on the number of injections that are set in the control unit. 
All these parameters have an impact on the droplets and their formation. Because the variation 
of all parameters results in too many combinations, only those with major impact were varied. 
The “falling time” in combination with the “needle lift” is the most important parameter. While 
the “falling time” determines the time the needle moves, the “needle lift” determines the dis-
tance. Therefore, the combination results in the velocity of the needle. Additionally, the “needle 
lift” controls the injected mass which influences the momentum of the injected droplets. 
Whenever refilling the empty injector with liquid, the procedure was run continuously for 500 
cycles to flush all the air out of the fluid system. Changing the liquid requires to disassemble all 
parts to be cleaned and re-adjusted. Details about the droplet formation are shown in section 
5.2.3.1. 

 
Figure 16: Operation principle of the injector showing the different steps of the injection after the arrival of the 

shock wave[124]. 

3.1.3  Measurement techniques 

Beside the pressure measurement chemiluminescence measurements are standard tools for ig-
nition studies especially in the field of kinetics. In shock-tube studies the pressure trace shows 
characteristics (jumps) like the first increase by the incident wave and a second rise about double 
the amount by the reflected shock wave. When shock attenuation and boundary layer effects  
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(resulting dp/dt) are ignored, the pressure ideally stays constant for a non-reactive gas mixture 
with tailored driver gas until the first expansion wave reaches the measurement plane. In a reac-
tive mixture the heat release is directly linked to the pressure, if the reactive volume is assumed 
adiabatic. The shock tube is not a real constant volume reactor although this assumption is often 
made as a simplification in simulations with constant volume and constant energy. Due to the 
fact that in reality the shock tube is not a perfect constant volume reactor, the measured pres-
sure trace is less than the expected pressure based on the volume work. 

In this work, OH* and CH* were detected by a photomultiplier (Hamamatsu 1P21) with a band-
pass filter for 310±5 nm through a window situated on top of the shock tube and a photomulti-
plier tube of the same type with a bandpass filter 430±5 nm located at the left side, respectively. 
This PMT can be replaced by the injector or the glow plug as shown in Figure 18. The signals of 
the pressure and the two photomultipliers were used for monitoring the ignition delay times of 
homogeneous gas mixtures. The endwall and the left window were closed by non-optical stain-
less-steel dummy flanges. 

To determine the ignition delay time, the pressure and chemiluminescence traces were used. 
Figure 17 shows the trace of pressure and the chemiluminescence signals of CH* and OH*, re-
spectively. The ignition delay time is defined as the time the reflected shock wave passes the 
measurement plane and the steepest rise in OH* or CH* extrapolated to the ground level. 

 
Figure 17: Determination of ignition delay time by chemiluminescence and pressure trace. 

3.1.3.1 High-speed imaging from the sidewall 

For sidewall imaging, a UV-transmitting endoscope with a front diameter of 10 mm and a field 
lens [135-137] was used. Chemiluminescence of the ignition was detected in the visible light 
range. The endoscope was chosen for its wide-angle characteristics to detect low light levels from 
a large field of view.  

A standard camera lens (Nikkor f = 50 mm, f# = 1.8) and a 30 mm ring were used to relay the real 
image from the field lens of the endoscope onto the detector of a Phantom V7.3 high-speed 
camera. This combination results in a projected pixel size of 0.338 mm/pixel and an imaged area 
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of 120 mm in diameter along the opposite sidewall that is detected. The endoscope was directly 
mounted on the shock tube while the camera and the relay lens were separated from the shock 
tube allowing the optical elements to float against each other and thus accommodate for the 
vibration of the shock tube during shock arrival. Consequently, a slight drift of the image out of 
the optical axis is caused that was corrected by post-processing. To detect the full image of the 
field lens at any time of the experiment, the detected area is wider than the image of the field 
lens itself. 

 
Figure 18: Photo through the endoscope optics (top). Because of the wide-angle characteristics of the endoscope, 

the endwall is seen as an extended area on the right side of the image. The left end of the endwall is 
marked at the position where it intersects with the shock-tube wall 15 mm downstream of the glow-
plug position (bottom) [48]. 

The images were used to localize the starting point and the propagation of the combustion pro-
cess in time. The image sequences clarify whether or not ignition occurred behind the incident 
shock wave – here, typically the reactive gas is not quiescent and has a much lower temperature 
– or behind the reflected shock wave, where the gas is quiescent. 

3.1.3.2  High-speed imaging from the endwall 

To detect local ignition, imaging was required. In the context of this work, an optical endwall was 
designed as shown in Figure 20. The transparent endwall consists of a stainless-steel holder-ring 
and a mounting tube piston with a 70 mm diameter aperture the holder ring is screwed on. On 
the chamfering side of the ring, an o-ring was placed in a groove to seal the holder ring on the 
outer side and the inner shock tube wall. In the ring, a 30 mm thick sapphire window with a 
diameter of 80 mm was glued by an industrial glue (Stycast 2850 FT). Behind the shock tube, a 
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45° UV-enhanced Al mirror was placed to direct the light to a color high-repetition-rate camera 
(Phantom 1216) that is placed at a 90° angle to the shock tube. The camera is equipped with a 

macro lens (Tokina, f = 100 mm, f# = 2.8 lens). In front of the lens, a 532 nm notch filter was 
mounted to suppress scattered laser light. In some cases of n-dodecane and base oil injection, 
an additional 600 nm short-pass filter was mounted to block the high intense incandescence from 
local soot formation. The sensor response of the color high-speed camera and the filter curves 
are shown in Figure 22. 
In the above-mentioned cases, an additional intensified high-repetition-rate camera (Photron SA-
Z) was used. With the second camera, OH* high-repetition-rate imaging was obtained simulta-
neously. A UV mirror was used as a beam splitter placed between the UV enhanced Al mirror and 
the filter of the color camera at a 45° angle. A 312 nm (35 nm FWHM) bandpass filter separated 

the OH* line from the broad-band emission. An 85 mm, f# = 2.8 UV lens (LaVision) in combination 
with a high-repetition-rate intensifier (LaVision) was used. Both cameras were synchronized in 
Davis 10 and operated at 30 kHz. The focal plane of both cameras was set to the measurement 
plane 15 mm from the endwall. The position is marked by a white dashed line in Figure 20 and is 
the cutting plane of the drawing in Figure 21. A target was used to focus the camera optics and a 
variety of positions was recorded to estimate the depth of field. Based on the images shown in 
Figure 19 a relatively sharp image is created in a depth of field of about 20 mm. 

 

Figure 19: Target images 0-, 15-, 35-, and 70-mm distance from the endwall. 

This setup was used in two different versions. Without the intensified camera, homogeneous 
PRF95 ignition was studied as well as the ignition of PRF95 with injection of oil-based samples. 
With the intensified camera, the ignition of ethanol and the ignition of PRF95 with injection of 
base oil and dodecane was studied.  

 
Figure 20: Sketch of the measurement section with the transparent endwall as a cut along the shock tube [124]. 
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3.1.3.2.1 Droplet visualization by laser-induced fluorescence (LIF) 

For the observation and detection of the droplets, an illumination system was necessary that 
works for very short exposure times. The laser-induced fluorescence technique was chosen be-
cause it provides a high signal intensity on very short time scales. The laser dye pyrromethene 
597 was mixed into each sample at a concentration of 0.1 mmol/l to visualize the droplets. The 
first published work using this technique stemmed from Thirouard et al. [129] who investigated 
the transport processes in the piston ring pack. The absorption and fluorescence spectrum of 
pyrromethene 597 dissolved in polyalphaolefine (PAO) at a temperature of 100°C is shown in 
Figure 22. In the experiments, different samples were mixed with the dye. The absorption and 
fluorescence characteristics are known for a solvent in PAO, but were not measured for the dif-
ferent samples pyrromethane 597 was dissolved in. The effect on absorbance of different sol-
vents was negligible in this study because the technique was not used for quantification based 
on signal intensity. All samples containing different additives were dissolved in API Group I base 
oil. Group I base oils are of a mineral base, while the PAO is synthetic and therefore contains no 
Sulfur (chaptor 2.3.2.2). 
The dye excited by light from a high-repetition-rate, frequency-doubled, pulsed Nd:YAG laser at 
532 nm (EdgeWave IS16II-E) with a repetition rate of 15 kHz. The laser beam was focused by 
lenses onto a meniscus lens located in front of the sidewall window. This front lens expanded the 
beam to illuminate a large area in the tube as shown in Figure 21. 

 
Figure 21: Cut through the measurement plane of the high-pressure shock tube (view from the endwall) [124]. 

The expanded beam is directed to the injector tip located on the opposite sidewall. The fluores-
cence signal fits well to the sensor response in the green and red channels of the color camera. 
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Figure 22: Absorption/fluorescence spectra of the dissolved dye (dot green/red line); 

the absorption lines of the notch 532 and short pass 600 filters (dot dash black/red line); 
and sensor response of each channel of the phantom 1216 (solid red/green/blue line). 

The spectral properties were not sufficient to identify the droplet in a reactive gas mixture at 
autoignition conditions, because local ignition around particles was observed in experiments 
without injection in the same spectral range as the fluorescence of the droplets. To distinguish 
between a droplet, an igniting droplet or a local gas ignition triggered by a particle, a skipped 
illumination was used to identify the droplet before it ignites. The high-repetition laser runs at a 
frequency of 15 kHz while the camera runs at 30 kHz. If a green spot appears in an image like in 
Figure 23, disappears in the next frame when the laser is off and appears again when the laser is 
on again, then it can be identified as a droplet. In the frame at 2.72 ms (frame 4) the droplet is 
not visible because the laser is off, but at the position of the droplet, a blue area appears that 
grows in the following frames. This is the local ignition which reaches the droplet at 2.8 ms. The 
subsequent injected liquid is shown in bright green before it is consumed by the combustion.  

 
Figure 23: Section of the observed area close to the injector tip, showing the local droplet igniting [124]. 

3.1.3.2.2 Image post-processing 

All images were processed in Matlab to correct the background of the images and extract the 
relevant information. A background correction by subtraction of an average image of 300 back-
ground images was performed. No correction in color was run, so that the images appear blue-
shifted because the short-pass filter suppressed the emitted light of wavelengths longer than 
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600 nm. The impact of the narrow band 532 nm notch filter on the resulting color impression is 
small. 
OH* images are background corrected to minimize artefacts of signal, due to remaining light that 
is not emitted by the experimental process. Additionally, a white-field correction was performed 
to correct signal differences from location depend transfer function of the optics. Therefore, the 
OH* images (I) were subtracted by an averaged background image (𝐼BG

̅̅ ̅̅ ), consisting of 300 back-
ground frames. A white field image was recorded by placing a UV mercury lamp far upstream in 
the shock tube. 1000 images were averaged to generate a white field image (𝐼WF

̅̅ ̅̅ ̅). 

 
𝐼𝑥−𝐼BG̅̅ ̅̅ ̅

𝐼WF̅̅ ̅̅ ̅̅ −𝐼BG̅̅ ̅̅ ̅
= 𝐼corr. (45) 

The corrected Images (Ix)corr. were further processed: The blue channel of the RGB images and 
the OH* images were used for the detection of flame edge using an algorithm based on a binari-
zation according to the multi-threshold Otsu method [130]. The fundamental structure is de-
scribed by Shawal et al. [131] to correlate flame properties like area, mass fraction burned, aver-
age growth rate with crank angle or pressure. The area of the flame or burned area (BA) is located 
by the number of pixels in the contour. The detected flame contour is illustrated in each image 
as an additional red line. The inner part of the shock tube that was observed by the cameras is 
called the observed area (OA). This is marked by a red circular line in the images while the outer 
area is blacked. The normalized burned area was calculated: 

  
𝐵𝐴

𝑂𝐴
= (𝐵𝐴)norm (46) 

The normalized burned area was traced over time to determine the onset of the first local flame 
occurrence. In studies without droplet injection, the local ignition delay time was defined as the 
time of constant conditions until the first local flame found by an increase in normalized burned 
area occurs. 
In case of droplet injection, the droplets were found by an alternating pattern in image intensity. 
Then the onset of droplet ignition was determined when the flame edge detection algorithm 
captures the droplet for the first time. More general details about high-speed imaging are sum-
marized in ref. [141].  

3.2 High-pressure cell 

The injector has many parameters to cover a wide field of applications. To generate droplets of 
50–250 µm in diameter against high pressure, a parameter study was necessary. The range of 
50–250 µm was chosen based on the results from Ohtomo et al. [71] and analytic calculations 
based on the work from Kalghatgi and Bradley [65]. Shock-tube experiments are costly and time-
consuming; therefore, a pressure cell was built to study the injector parameters in a continuous 
way. The cell was designed with vertical long windows for observation of the injection. The cell 
allowed pressures up to 25 bar at a temperature of 100°C. The goal was to find the injector set-
tings which generate small single droplets and reach a depth of penetration of 45 mm in about 
10 ms under post reflected shock conditions. The combination of pressure and temperature re-
sult in a gas density which is the main parameter to describe the friction between the gas and 
the droplet. Hence, an equal density was realized by adjustment of pressure at room tempera-

ture to reach densities of ρ = 7–10 kg/m3.  
A schlieren high-repetition-rate imaging optics was set up as shown in Figure 24 (view from the 
top). It consists of an LED as a light source with a pinhole in the front. At 15 mm distance a 

f = 15 mm convex lens was located to generate nearly parallel light beams. The parallel beams 
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pass the cell and the two parallel windows in the cell and are focused by an additional convex 

lens f = 15 mm. In the focal plane of this lens, another pinhole was located and could be adjusted 
to set the sensitivity of the schlieren setup. A high-speed camera phantom V7.3 in combination 

with a macro lens, (Tokina, f = 100 mm, f# = 2.8) was used for the imaging.  

 
Figure 24: View from the top of the schlieren setup of a high-pressure cell with the injector mounted in 

the endwall. 

The optics were placed on rails to move it along the optical windows to measure at different 
positions from the injector tip. The droplets’ release and their interaction with the ambient gas 
were observed at three different distances from the injector, first close to the tip (0–14 mm), at 
a distance of about 30 mm and about 45 mm equivalent to the central axis in the shock tube. 
Additionally, the injected amount of liquid was measured by injecting 500 times into a shell and 
measuring the amount by weight to estimate the droplet mass. 
The schlieren images were post-processed in Matlab using in-house functions based on different 
Matlab implemented functions. The tracking of the droplets for determining the speed and size 
is done in five steps: 

 
Figure 25: Correction and calculation algorithm for droplet speed. 

1. The images were subtracted from an averaged background image 
2. The corrected images were binarized using image segmentation 
3. Finally, the droplets were detected using the Matlab implemented vision package step-

function. The step-function locates local peaks in a two-dimensional matrix. 
4. The local maxima were determined as the center of the droplet. To determine the  

diameter, the FWHM of a Gaussian-fit through the line of the center was used. 
5. The speed was calculated from the change in maxima position and time difference by the 

frame rate. 

3.3 Offline sample analysis 

For the thermo-gravimetric analysis of the liquid oil samples, a commercial device was used. The 
NETZSCH STA 449 F1 Jupiter is an analytical device for thermogravimetric analysis (TGA) in 
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combination with a differential thermal analysis (DTA) or differential scanning calorimeter (DSC). 
In a first step, basically the weight loss over temperature or time is measured by a balance. In 
this study, the DSC configuration was used with aluminum crucibles to measure the energy ab-
sorption/release rate. For the identification of evaporated compounds, a mass spectrometer was 
coupled. Because the device is commercially available, the description in this chapter is limited 
to the measurement principle and the used procedure.  
The samples were tested in an inert atmosphere of argon and oxidative atmosphere of synthetic 
air. For the protection of the balance and electronic devices, a safety volume flow of 20 ml/min 
of argon was used in all measurements. For inert atmosphere, a purging gas flow of additional 
50 ml/min of argon and for the oxidative cases 50 ml/min of synthetic air were used. All meas-
urements were performed with the same temperature ramp of 10 K/min with a starting temper-
ature of 35°C and an end temperature of 550°C. The maximum operating temperature of the 
crucible is 610°C. A safety margin of 60 K was chosen in the heating ramp, in case of exothermic 
reactions of the oil samples. For each measurement, a new set of crucibles was used, and the 
thermal characteristic was found by a baseline measurement heating each sample carrying and 
reference crucible in the TGA/DSC once. The repeatability of the base line of the crucible was 
proven once, running several cycles of heating and cooling in a row. The sample crucible was 
filled by 5–10 mg sample material, however, for consistency a weight close to 7.5 mg was kept 
constant for the entire series of experiments. All measured values in the TGA/DSC were corrected 
by the baseline in the NETZSCH software. The transfer capillary and the sampling volume of the 
QMA were heated to a constant temperature of 250°C. The maximum temperature was 300°C 
which was chosen to clean the capillary and the sampling volume between the different samples, 
and the oven was heated to 1000°C for 15 minutes when changing the sampling material.  

3.3.1 Thermogravimetry 

Thermogravimetric analysis is a thermal method to investigate the physicochemical properties 
of a system of elements as a function of increasing temperature [132]. The thermogravimetry is 
closely linked with the differential scanning.  
Further description of the method can be found in the review of Coats and Redfern [133]. For the 
thermogravimetry only a precision balance and an oven with programmable temperature in-
crease are necessary. The weight loss with temperature or time which is equivalent to a constant 
linear temperature ramp is measured. Results in changing weight are caused by thermal decom-
position. There is a leak inaccuracy based on the assumption that the sample has the same tem-
perature as the oven although the oven temperature changes continuously. This means that the 
weight loss over temperature is strongly dependent on the temperature ramp itself and on other 
facility effects like the type of crucible as discussed in ref. [134-136] and referred to as the de-
composition temperature. Pellon and Carpenter [137] use a cumulative weight loss of 10 % as a 
definition for the decomposition temperature that will be used here as well.  

3.3.2 Differential scanning calorimetry 

The differential scanning calorimetry is a complementary technique that can be used in thermo-
gravimetry analysis to measure the amount of energy transfer of the sample as a function of 
temperature. The description is limited to the heat flux DSC technique as it was used also in this 
study. The measurement principle was documented in a patent in 1966 by Watson and O’Neill 
[138] and is still used with small modifications. While only one crucible is necessary for the ther-
mogravimetry, a second one is necessary as a reference. Both crucibles are located on a disc of 
high thermal diffusivity and the discs are linked to a thermocouple. The oven temperature is also 
measured by a thermocouple. With changing temperature, a certain amount of energy is needed 
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to heat the crucible which is measured by the thermocouple at the reference crucible. The tem-
perature at the sample will be lower because of the energy needed to heat the sample material. 
The heat flux of the sample minus the heat flux of the reference is proportional to the tempera-

ture interval (T). 
 ΦFP − ΦFR =∝ ∆𝑇 (47) 

A change in heat flux to the sample normalized to the weight of the sample enables the detection 
of endothermic or exothermic reactions of the sample. In combination with the information 
about the change in weight the type of process taking place can be found. Additionally, the con-
ditions of the atmosphere inert with pyrolysis decomposition or air with oxidative reactions 
changes the product. Therefore, the exhaust gases is sampled and analyzed by a QMS. 

3.3.3 Quadrupole mass spectrometry  

The thermogravimetry facility from the lab equipment supplier NETZSCH was coupled to a mass 
spectrometer QMS 403 D Aëolos also from NETZSCH, while the main component of this mass 
spectrometer is the quadrupole mass spectrometer (QMS) called QMA 200 from Pfeiffer Vac-
uum. The NETZSCH QMS device is coupled to the top of the oven of the TGA by a two-meter-long 
and 75 µm inner diameter heated fused silica capillary. The system consists of the sample volume 
which is pumped by a vacuum pump. The volume is filled with the sample by the capillary, sucking 
a very small amount of gas from the oven which contains the crucible. The QMS is flanged to the 
sample volume. The measurement principle is summarized in “Mass Spectrometry: Instrumenta-
tion, Interpretation, and Applications” by Ekman et al. [139]. 
 



 

 

4 Autoignition of homogeneous fuel/air mixtures 

Primary reference fuels are model fuels that represent certain behavior of technical fuels by a 
smaller number of components and high accuracy in concentration. PRF95 is the primary refer-
ence fuel for an octane 95 gasoline fuel consisting of 95 vol. % iso-octane and 5 vol. % n-heptane. 
To adjust the evaporation properties, additional extension with chemical components having dif-
ferent boiling points can be found in the literature [140]. Ethanol is likewise used as a fuel additive 
because of its knock resistance and is produced from biomass, therefore it is considered a biofuel.  
Shock-tube studies are essential for the development and validation of reaction mechanisms. 
Recently, shock tube data as well as RCM data were subject of discussion because of disagree-
ment to each other and to model predictions. New insight was gained due to new measurement 
possibilities that lead to in-depth understanding of the ignition inconsistency in particular at low 
temperatures. Among these techniques high repetitive imaging has contributed to knowledge of 
the ignition process characteristics. Effects impacting the ignition such as dp/dt and the for-
mation of the boundary layer were studied in refs. [41, 141-144] as well as the effects of mem-
brane particles [145] and specific fuel behavior [146, 147]. An inhomogeneous ignition is an igni-
tion of a reactive mixture that evolves spatially and time-resolved and deviates from the ideal 
case. An ideal autoignition in a shock tube is an ignition starting in the plane next to the endwall 
over the entire plane. This ignition follows the reflected shock wave this imposes that the ignition 
occurs first at the position where the test gas first processed the conditions (T5, p5).  

4.1 Homogeneous and inhomogeneous autoignition of PRF95 

PRF95 was studied at high pressure and moderate temperatures as a reference case to investi-
gate the impact factors that can explain the combustion phenomena mentioned in the introduc-
tion. The ignition delay time was determined for post-reflected conditions: pressure of 20 bar 

and temperatures from 700–1000 K at  = 1. Figure 26 shows experimental and simulated igni-
tion delay times determined by OH*. For the simulations the mechanism from Cai and Pitsch 
[148] was used in a 0D adiabatic constant pressure batch reactor (PQ-batch reactor) and con-
stant-volume batch reactor (VQ-batch reactor), but only the simulation results for constant pres-
sure are shown and considered in the following discussions because it fits much better to the 
experimental results. These simulations were performed with chemical workbench [149] with a 
dp/dt of 2%/ms for the first 3 ms according to Pang et al. [150, 151]. Taking the experimental 
dp/dt into account enhances the agreement of experimental and simulated results. The dashed 
black line is the simulated result without consideration of dp/dt and the solid line considers dp/dt 
for the first 3 ms and constant afterward. The simulation considering dp/dt fits well to the exper-
imental results over the investigated temperature range. 
The experimental data scatter in the range from 780–870 K. The reasons for the scattered data 
will be discussed later together with the uncertainty calculations. Scatter in ignition delay time 
means that the ignition randomly occurs earlier due non-uniformity in the mixture (gas pockets, 
mixture and temperature non-uniformity). To unravel the reason for the difference between the 
experiments using methods like chemiluminescence detection via photomultiplier or volumetric 
pressure traces are not suitable because slight rise in chemiluminescence and pressure prior to 
the main ignition are not detected in all cases with pre-ignition because of the limited detection 
view. 
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Figure 26: Ignition delay time of PRF95/air at  = 1 at p5 = 20 bar, black line simulated with mechanism  

from Cai and Pitsch, black open squares experimental results in HPST. 

High-repetition-rate imaging was performed to investigate the evolution of the pre-ignition by 
spatially resolved measurement. Figure 27 shows the pressure and chemiluminescence traces of 
homogeneous PRF95/air ignition that end up by a sudden rise in pressure and OH* chemilumi-
nescence after 12.6 ms. The abrupt rise in signal intensity is typical for a homogeneous strong 
ignition. The simulated OH* and ignition delay time shown in Figure 27 display a longer ignition 
delay of 14.5 ms. The simulated ignition delay times caches the overall trend of the experiments 
quite well, while the experimental results scatter at temperature ranges where non-ideal facility 
effects in shock tubes are known. Whether such effects occur is further investigated in this case. 
The corresponding sequence of high-speed images are described with nine frames in Figure 28. 
The red circle is the edge of the endwall window as described in section 3.1.3.2. During the first 
8.0 ms, no light emission was detected, then three very weak local luminescence spots appear. 
The spot marked (a) appears first in the gas-phase, followed by (b) and (c) which stem from the 
reactive zone located at the sidewall area. The edge of the flame spots is marked by a red contour 
line using a flame edge detection algorithm explained in section 3.1.3.2. The spots grow laterally 
and increase in intensity. The ignition area (a) is in the focal plane and shows very sharp yellow 
spots inside the blue flame in all frames. In frame 5 and onwards, the flame shows more struc-
tural features that are very sharp. The positions of ignition areas (b) and (c) are directly in the 
vicinity of the endwall (upstream the focal length); therefore, they appear a bit blurry. The sensor 
intensity was integrated and is shown over time in Figure 27 as a green line. Additionally, a new 
metric was applied to evaluate the portion of ignition equivalent area: this is the “normalized 
burned area” which is the area showing chemiluminescence (detected by the algorithm in section 
3.1.3.2) normalized to the observed area. The result is shown in Figure 27 as a red line.  
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Figure 27: Pressure and chemiluminescence intensity during the ignition of a homogeneous PRF95/air mixture at 

 = 1, T5 = 740 K, and p5 = 19.4 bar. Simulated intensities of OH* and HCHO are shown as dashed lines. 

 
Figure 28: High-repetition-rate image series recorded form the endwall of homogeneous gas mixture of PRF95/air 

that ignites in inhomogeneous manner at  = 1, T5 = 740 K, and p5 = 19.4 bar [152]. 

Over the first 12 ms, no intensity change was detected by the photomultiplier. Since the PMT 
was placed on the top position with narrow angle of view, any local flames occurrence outside 
the solid angle cannot be registered. This is where merits of high-repetition-rate imaging from 
the endwall come into consideration. At 12 ms when the ignition zone propagates axially to the 
center area, the PMT signal intensity increases to the maximum within 0.1 ms, which agrees well 
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with frames 8 and 9 when the normalized burned area reaches 100 % of the observed area. 
Hence, the data from the camera images provide the needed information to follow the local ig-
nition process. One might argue that the observed chemiluminescence originates from a cool 
flame since the camera detects the full integrated visible spectrum. To check this hypothesis, 
formaldehyde (HCHO) which is a marker for a cool flame was simulated. The simulation shows 
that HCHO already appeared after 2 ms while the camera detects the “flame” first after 8 ms. 
Another argument that refutes the assumption of cool flame detection is the high sensitivity that 
is accompanied with the cool flame occurrence. 
At temperatures higher than 840 K local yellow luminescent spots were observed early before 
the main ignition. Although the shock tube was cleaned very thoroughly between the experi-
ments, the yellow spots were observed and attributed to diaphragm particles that are heated to 
their ignition temperature. An example for particle triggered ignition is shown in Figure 29. The 
first three frames show a yellow luminescent spot initiating the ignition in the surrounding gas. 
Additional 2 ms later a second yellow spot appears in frame 4 of Figure 29 and initiates the gas 
ignition and in the following frames mingles with the first flame that reaches the size of ¼ of the 
observed area. 

 
Figure 29: High-speed images from the endwall of homogeneous gas mixture of PRF95/air that ignites 

in a homogeneous manner at  = 1, T5 = 840 K, and p5 = 19.6 bar. 

The pressure of the above experiment run starts to rise at 9.5 ms while the OH* chemilumines-
cence signal rises first up 12.5 ms. The deviation in time of the pressure and OH* chemilumines-
cence signal rise and the associated small increase in the pressure trace shown in Figure 30 is 
attributed to local pre-ignition. The delayed detection of the ignition by the PMT is caused by the 
onset of the first local ignition out of the plane of the detection view of the PMT. The ignition 
delay time of 13.4 ms determined by the PMT agrees well with the high-repetition-rate image 
series. Even though the yellow spot induces local ignition, the final delay time of the volumetric 
ignition is not shorter than the one predicted by the mechanism. Instead it is even longer than 
the prediction of the mechanism without dp/dt correction, which might fit better in this case 
because the pressure trace was perfectly flat.  
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Despite the routine cleaning of the shock tube, the presence of particles cannot completely be 
avoided. Also, new particles are generated each time the membrane bursts. This is seen in frame 
2 of Figure 29 as a yellow spot that is attributed to a hot particle that further oxidizes. To identify 
the origin of the hot spots, a series of experiments was performed without cleaning and only in 
air. With an increased number of experiments, the number of yellow spots increased. In experi-
ments in nitrogen in contrast, no light emission was observed. This leads to the conclusion that 
in the shock-heated gases, the diaphragm particles are not heated up to temperatures where 
incandescence can be observed in the visible. In the presence of oxygen, however, oxidation 
leads to further particle heating and thus visible emission. Measurements over a wide tempera-
ture range have shown that the oxidation of the particles is initiated at temperatures above 
~800 K, which is the temperature where aluminum reaches its first oxidation step [31, 153]. 

 
Figure 30: Pressure and chemiluminescence intensity during ignition of a homogeneous  

PRF95/air mixture at  = 1, T5 = 840 K, and p5 = 19.6 bar. 

The series of experiments was performed at 850 K to prove the repeatability of the facility and 
investigate the effect of cleaning. With cleaning no promoting effect on the volumetric ignition 
was observed even though local ignition has still happened. Without cleaning, the ignition delay 
time drops down by 3 ms/experiment. While the ignition delay time was 13 ms ±0.5°ms in five 
repetitions with cleaning the cleaning was stopped, and ignition delay time of the following ex-
periment was reduced to 10 ms. The experiment was repeated once again without cleaning. This 
time the ignition delay time dropped down to 7 ms. Afterwards the shock tube was cleaned, and 
the experiment was repeated once again. The ignition delay time was 13 ms again. Particle-in-
duced ignition is a statistical local phenomenon that does not necessarily impact the delay time 
of the volumetric ignition. The effects on the ignition delay time depend on the gas temperature 
that needs to be high enough for starting the aluminum oxidation. The size of the local ignition 
spot and the dissipation of energy compete with the chemical reaction of the bulk gas. Therefore, 
local pre-ignition plays a role for long ignition delay times and low temperature only [154]. 

4.2 Homogeneous and inhomogeneous autoignition of ethanol 

PRF95 is frequently used as a standard representative for gasoline but due to its peroxy chemis-
try, the interpretation of local ignition is complicated. At gas temperatures in the NTC region, 
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local ignition can shift the gas state to the rising or declining part of the NTC regime, which then 
increases or decreases the reactivity of the system. For a linear relation of temperature and ki-
netics, a fuel that follows the standard Arrhenius behavior is useful and simplifies interpretation. 
Ethanol is of special interest because of its increasing application in engines as octane booster 
and its availability as biofuel. On the other side, it is known to be prone to inhomogeneous igni-
tion phenomena [155, 156]. Recently, different groups published work on ethanol ignition includ-
ing the IVG [18, 157-159]. But still the ignition behavior of ethanol in shock tubes raises questions 
especially at low temperatures. 
For ignition of ethanol/air mixtures, the experimental results deviate from the simulated ones, 
which was attributed to pre-ignition due to local inhomogeneities. The simulation results based 
on different published reaction mechanisms deviate from each other, which is described in the 
following sections in more detail. The following section includes data, figures and text passages 
that are published in a paper in the Proceedings of the Combustion Institute (first author: Nativel, 
my own contribution: [160]). 

 
Figure 31: Ignition delay time data from literature and simulation with a  

recently published mechanism from Zhang et al. [157]. 

Only few studies measured the ignition delay times of undiluted ethanol/air mixtures at  = 1, 
high pressure, and low temperatures. For ignition delay times, Heufer et al. [158] and Cancino et 
al. [161] measured down to temperatures of 800 K, while Zhang et al. [157] and Mathieu et al. 
measured down to temperatures of 920 K. At temperatures higher than 920 K the measured ig-
nition delay times agree well with the simulation from Zhang et al. The results form Cancino et 
al. are shorter because of the slightly higher pressure (30 bar), but the data might have been 
additionally affected by the pre-ignition at lower temperatures. 
For the low-temperature range, the measurements from Heufer et al. and Cancino et al. agree 
but deviate from the simulations. The reaction mechanism from Zhang et al. was also validated 
for very low temperatures in RCMs and intermediate and high temperatures in RCMs and shock 
tubes, while deviations appear only for shock-tube experiments at intermediate temperatures.  
Experiments with high fuel concentrations in shock tubes are generally subject to large uncer-
tainties due to the significant heat release that complicates the development of accurate reaction 
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mechanisms [162]. Earlier works have applied experimental and numerical approaches to miti-
gate these effects [151, 163]. For experiments with undiluted mixtures, discrepancies appear 
mainly for longer timescales due to the interaction of chemistry and heat transfer and potential 
additional interaction with hot particles [154]. 
As the introduction of this topic shows, different aspects are in discussion to explain discrepan-
cies in the mechanism as well as in the shock-tube experiments. This study focuses on two main 
aspects of shock-tube experiments in three steps: first to generate repeatable ignition delay time 
data that fits well to the state of the art chemical simulations; second to classify the different 
homogeneous and inhomogeneous ignitions by high-repetitive imaging at multi-spectral ranges 
through the endwall; third the mixture was diluted by helium to adjust the heat conductivity with 
minimal impact on heat capacity and chemical reactivity. 
The in here used fuel/air mixture was diluted by addition of ~15% N2 with a volumetric ratio of 
7.62 for diluent/oxygen (Mixture #1). During the course of the investigation six different mixtures 
were used, listed in Table 1. 

Table 1: Mixture composition (mol%). All mixtures are at  = 1. 

Mix-
ture 

Etha-
nol 

O2 N2 Ar He Diluent/O2 

#1 3.72 11.17 85.11 - - 7.62 

#2 3.72 11.17 - 85.11 - 7.62 

#3 6.54 19.63 73.83 - - 3.76 

#4 6.38 19.14 71.98 - 2.5 3.89 

#5 6.21 18.64 70.15 - 5.0 4.03 

#6 5.89 17.66 66.45 - 10.0 4.33 

 
Figure 32 shows a comparison of the simulated ignition delay times using different mechanisms 

and experimental results at p5  20 bar and temperatures from 880–1320 K. Towards lower tem-
peratures, the time range was limited to 15 ms, which is the maximum test time of the IVG shock-
tube facility. All three mechanisms and the experimental results agree very well, except the 
CRECK mechanism that predicts longer ignition delay times for temperatures >1100 K.  

 
Figure 32: Comparison between experiments and simulations from Zhang et al. [157] (solid lines),  

CRECK modeling [164] (dashed lines), and Aramco 3.0 [165] (dotted lines). 
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The results presented in section 4.1 show good agreement of measured and simulated ignition 
delay times, but do not give any indication that the ignition proceeded homogeneously. Simulta-
neous RGB and OH* high-repetition-rate imaging shed light on the entire ignition process and 
confirmed that the ignition was homogeneous over the tested temperature range for etha-

nol/O2/N2 mixtures. Figure 33 shows an image sequence of the ignition at T5 = 950 K that starts 
homogeneously in the entire test volume as weak blue structure (image 1 to 4), followed by a 
sudden strong ignition from the core (images 9 and 10). The strong pressure increase leads to a 
sudden oxidation of the residual fuel and local formation of soot (images 11 and 12). In images 
4–8 of the OH* image sequence, the signal increase was very weak and homogeneous. In all 
frames, the intensity increases with local high-intensity structures that gradually develop and 
transit in full combustion (images 13–16). 
All images shown in this section were recorded with the same camera settings and post-pro-
cessed in the same way. Thus, the color scales are comparable. Both cameras were set to be 
sensitive to local ignition phenomena. This high sensitivity allows to characterize weak features 
in earlier times but leads to saturation when approaching main ignition. 

 
Figure 33: Image sequence at T5 = 950 K and p5 = 21 bar. Frames 1–4 and 9–12: RGB camera, 5–8 and 13–16: OH* 

camera and the corresponding color scale. 
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Through dilution with N2, homogeneous ignition was achieved. It is, however, of interest to find 
out, which mechanism governs this process and what the relevant factors are (molecular struc-
ture, density, temperature, timescale)? 
In shock-tube studies, argon is a typically used bath gas to dilute mixtures. High Mach numbers 
can be achieved with argon because of its low heat capacity. Also, gas dynamics effect such as 
shock bifurcation are not expected. For consistency, N2 was replaced by equal volumes of argon 

(Mixture #2: ethanol/oxygen of  = 1 + argon with a representative ratio of 7.62 for diluent/oxy-
gen). The focus was on the experimental data in the low-temperature range where pre-ignition 
is expected. At first glance, the different mechanisms agree much better for Ar dilution than for 
N2 dilution. Below 930 K, the experiments start to deviate from the simulation (Figure 34). This 
behavior was observed also by Mathieu et al. [146] and Zhang et al. [157].  

 
Figure 34: Comparison between experiments [160] and simulation from Zhang et al. [157] (solid lines), CRECK mod-

eling [164] (dashed lines), Aramco 3.0 [165] (dotted lines). 

Imaging of the argon-diluted ethanol/oxygen mixture reveals that the discrepancy to the simula-
tion is attributed to the inhomogeneous ignition process. Figure 35 shows inhomogeneous igni-
tion that starts close to the sidewall on the right side, followed by the bottom and left side until 
bright illumination from the center several centimeters away from the endwall occurs (e.g., 
frame 3 and 6). This leads to fast ignition of the unburned gas in the measurement section. This 
type of ignition far from the endwall is referred to as “remote ignition” influenced by boundary 
layer growth and interaction with the reflected shock wave ref. [166] but could be triggered by 
other sources like particles that are far upstream as well. Recent CFD simulation showed the 
impact of gas dynamics on the formation of remote ignition [43]. 
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Figure 35: Image series of ethanol/O2 diluted in argon at 910 K and ≈ 20 bar;  

Frames 1–3: RGB Camera, 4–6: OH* camera with corresponding color scale [160]. 

Mixture #1 and #2 have the same dilution levels, thus, the oxidation reactions release the same 
amount of heat, but due to different carrier gases with different heat capacity (N2 and Ar, respec-
tively), mixture #1 results in lower local temperatures than mixture #2. This was observed in dif-
ferent ignition behavior. Comparing Figure 33 and Figure 35 at 880–910 K reveals that ignition in 
mixture #1 proceeds homogeneously whereas in mixture #2 ignition starts from locations near 

the sidewall. Also, the measured ign at around 860 K (Figure 34) are substantially shorter in mix-
ture #2 (≤10 ms) compared to mixture #1, where no ignition was observed within the test time 
of the shock tube. This is attributed to the higher thermal diffusivity and heat capacity of N2 in 
mixture #1 (vs. Ar in mixture #2) [180] so that pre-ignition does not influence the main ignition 
because of generally lower temperature and the associated reduced temperature inhomogene-
ity. The examples show that not only the dilution level but also the type of carrier gas are factors 
that influence ignition. 
Additionally, undiluted stoichiometric ethanol/air (Mixture #3) was studied because the different 
dilution results were not conclusive. The last study of ethanol by Cancino et al. [159] at the IVG 
was performed without imaging. In contrast to that study, from the new concept with 2D imaging 
valuable information about the ignition process itself can be obtained. It was possible to identify 
different types of inhomogeneous ignition in the present study at temperatures from 800–860 K 
which can be referred to: particles-induced ignition, local gas ignition, and remote ignition.  
The images of the particle-induced ignition appear identical to those observed in PRF95/air mix-
tures. Figure 37 shows the same temperature range for particle-induced ignition (red crossed 
circles) and the same induction time, the particles need to heat the ambient gas to start the local 
ignition as it was observed in PRF95/air mixtures. While in the study of PRF95/air only the color 
camera was used, the distinction of particle/gas ignition was supported in this series of measure-
ments by OH* imaging to clearly identify the gas ignition. The comparison of the simultaneously 
recorded image types enabled the identification of flame and particle in time. Frame 1 of Figure 
36 shows a priori particle that initiates a flame in frame 2. The corresponding OH* frame 5 does 
not show any features because the hot particles do not emit in the ultraviolet range. This changes 
in frame 6, when the gas surrounding the particle ignites leading to chemiluminescence emission. 
In frame 2, a second particle initiates an ignition at the bottom. The initiated flame is more evi-
dent in frame 3 and the corresponding frame 7 (OH* signal). The flame covers the entire volume 
in frames 4 and 8 before the main ignition with ignition delay time of 10.5 ms.  
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Figure 36: Particle-induced ignition of ethanol/air at  = 1, T5 = 850 K, and p5 = 20 bar.  

Frames 1–4: RGB Camera, 5–8: OH* camera with corresponding color scale. 

Local gas ignition was observed over the investigated temperature range with a high impact on 
the ignition delay time (orange circles in Figure 37). Figure 38 shows local gas ignition that starts 
in the left bottom, propagating diagonally through the observed volume. Early before the entire 
observed area was filled by the ignition the volumetric ignition occurs. This is different for parti-
cle-induced ignition at the same conditions at which the propagating ignition fills the volume first 
(Figure 29 and Figure 36). It can be concluded that the particle-induced ignition does not shorten 

the ign because of the restricted timescale of the shock tube measurement: particle ignition ap-
pears for delay times > 8 ms. Whether the particle can have an effect or not is dependent on the 
ignition delay time of the specific fuel at these conditions.  
The so-called “remote ignition” was observed for very low temperatures provoking ignition in 
the same time range of particle-induced ignition (green symbols in Figure 37). Remote ignition 
was observed in all cases of ethanol/Ar/O2 ignitions (see Figure 34).  
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Figure 37: Comparison of ignition delay times of ethanol/air mixture at  = 1, and p5 = 20 bar, different ignition 

modes and ideal ignition delay predicted by Zhang et al. [157], ref. [160] 

 
Figure 38: Local gas ignition of ethanol/air mixture at  = 1, T5 = 850 K, and p5 = 20 bar. 

Frames 1–3: RGB Camera, 4–6: OH* camera with corresponding color scale. 

The grey underlaid rectangle in Figure 37 marks the temperature range in which the mechanism 
predicts an ignition delay time longer than 15 ms. For the ideal case, no ignition would be ob-
served for temperatures below 850 K due to test time limitation. The experimental results show, 
however, ignition delay times in this temperature range which are much shorter than 15 ms and 

the ignition is not influenced by the quenching. An example of local gas ignition with ign below 
15 ms is shown in Figure 39. The local ignition starts on the left sidewall and propagates sideways 

to the right resulting in an ign of 6.7 ms. A comparison between Figure 38 and Figure 39 shows 
no essential difference although the temperature of the ignition shown in Figure 39 is 30 K lower 

and the ign decreases by 2.7 ms. The ignition delay times scatter for lower temperatures 
(T5 < 850 K), where no ignition is expected to occur. 
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Figure 39: Local gas ignition of ethanol/air mixture at  = 1, T5 = 820 K, and p5 = 20 bar. 

Frames 1–3: RGB Camera, 4–6: OH* camera with corresponding color scale. 

Discrepancies between experiment and model predictions from the mechanism were observed 
at higher temperatures from 850–1000 K as well. The observations have shown that the ignition 
is still subject to non-homogeneous local gas ignition close to the wall.  
Helium was recently used by the Hanson group as a diluent gas to stabilize ignition [167] and in 
an additional study to reduce particle-induced ignition [154]. At the same time, Figueroa-Labas-
tida et al. [18] studied inhomogeneous ignition of different ethanol and methanol mixtures and 
attempted to find a context in thermal diffusivity/flame thickness and inhomogeneous ignition 
over temperature and pressure. To systematically understand the link of thermal diffusivity of 
the mixture and pre-ignition the ignition was studied under the same conditions with different 
thermal diffusivity by addition of helium. Helium was used because it has very high thermal dif-
fusivity. Figure 40 shows the thermal diffusivity over temperature for the tested mixtures in this 
work. The undiluted mixture of ethanol in air (Mixture #3) and the mixture diluted in argon (Mix-
ture #2) have the same thermal diffusivity, while the dilution in nitrogen has a higher thermal 
diffusivity. Adding 2.5 % helium to the ethanol/air mixture has the same effect on thermal diffu-
sivity as the nitrogen dilution, but the absolute value is smaller for the tested conditions because 
of the lower test temperature. Further addition of helium increases the thermal diffusivity of the 
mixture. 
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Figure 40: Thermal diffusivity of the studied ethanol mixtures over temperature. 

The assumption was that a mixture with high thermal diffusivity will not show pre-ignition be-
cause local hot regions (gas pockets) or ignition kernels will quickly dissipate the heat to the sur-
rounding gas. Therefore, the mixtures were investigated at low temperatures where pre-ignition 
is present due to the timescales coupling between the heat release and heat transfer. The addi-
tion of 2.5 % He (Mixture #4) has the same thermal diffusivity as mixture #1, but at 820 K resulted 

in pre-ignition and ign = 5.2 ms. The difference in heat capacity of mixture #1 changes the tem-
perature in the local reaction areas and decides between local ignition or a volumetric homoge-
neous ignition. With 5 % He (Mixture #5), the experiments showed pre-ignition in one of the 
three tests. A concentration of 10 % He (Mixture #6) suppressed pre-ignition in the studied tem-
perature range of 800–1000 K. Mixture #6 showed a bending in the investigated temperature 
range that is underestimated in the simulation. In the simulation of containing 10 % helium the 
dp/dt was set as function of temperature (found in non-reactive shocks), in contrast to mixture 
#3 with constant dp/dt. Here, ignition delay times of mixture #1 and #6 match for temperatures 
over 900 K (temperature range where all compared studies agree, see Figure 31). For lower tem-
peratures the ignition delay times of mixture #6 breaks the observed trend to shorter ignition 
delay times. The effect of dilution seems not to play the dominant role to suppress the local pre-
ignition as the dilution by argon (mixture #2) also shows pre-ignition. 
Figure 41 shows ignition delay times of the mixture #3, #4, #5, and #6 and the simulation for the 
pure ethanol/air case (Mixture #3) and the addition of 10% He (Mixture #6).  
Adding 10 % He to the mixture reduces ignition inhomogeneities significantly and results in re-

producible ign measurements. The imaging data shows more homogeneous ignition compared 
to mixture #3 for all experiments with 10 % He dilution. No particle-induced ignition, remote or 
local gas ignition was observed contrary to mixture #3. However, the thermal diffusivity cannot 
be considered as the only parameter influencing ignition homogeneity but instead, it must be 
considered in conjunction with the heat release. For instance, in case of mixtures #1 (homoge-
neous ignition) and #3 (inhomogeneous) where αmix#3 < αmix#1, the fact that mixture #3 ignites 
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inhomogeneously is attributed to cumulative effects governed by the low thermal diffusivity and 
strong heat release.  

In contrast to the runs without helium, the measured ign with 10 % He dilution agree much better 
with the simulations that were validated in RCMs at low temperatures. A good agreement is es-
pecially observed from 850–865 K and 950–1000 K. In the 875–900 K range, experiment and sim-
ulation deviate up to 45 % range, which is attributed to not fully homogeneous ignition in these 
cases because of the competition of the heat release and the heat dissipation that changes with 
temperature and time. 

 
Figure 41: Effect of helium dilution on the ign (mixtures #4, #5, and #6) compared to mixture #3 [160]. 

Simulated ign of the mixtures #3, and #6 are based on the Zhang et al. [157]. 

The image sequence of ignition at 850 K and 10 % He in the mixture is shown in Figure 42. The 
ignition shows a very weak local ignition in the top left corner that propagates through the reac-
tion volume. It shows also a relatively strong local ignition as a blue flame structure in the center 
of the tube (image 2). This structure becomes stronger and grows over time resulting in a volu-
metric ignition. The region in the top left corner is, however, more intense over the process than 
the rest.  

 
Figure 42: Image sequence of nearly homogeneous ignition of ethanol/air + 10 % He  

at  = 1, T5 = 850K, and p5 = 20 bar. 

The ignition process is much more homogeneous and shows similarities to the ignition of dilution 
in nitrogen as shown previously in Figure 33. But the ignition is not perfectly homogeneous alt-
hough the thermal diffusivity is much higher.  
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In Figure 41, a quasi-plateau in ign is observed at temperatures T5 < 850 K for data with 10 % He 
dilution which is due to the limitation of our shock tube observation time of roughly 15 ms. In 
this temperature range, an increase in OH* signal was observed although according to the simu-
lations, ignition is not expected within the observation time of 15 ms. To understand this phe-
nomenon, Figure 43 shows the pressure and OH* traces of a low-temperature case diluted with 
10 % He. We observe that the OH* signal starts to increase at t ≈ 16 ms at a time when the 
pressure already strongly decreases due to the geometry of the shock tube leading to rapid 
quenching of the ignition process. The standard analysis of the signal trace that determines igni-
tion from the initial rise in OH* signal is therefore misled and ignition delay times of ~16 ms are 
reported despite the fact that the main ignition would only occur significantly later (at ~32.5 ms 
according to simulation based on the measured pressure trace, that was smoothed resulting in 
two different slopes of increase in dp/dt for the simulation), which is beyond the test time. There-
fore, care has to be taken when interpreting ignition from weak initial signal variations in very 
sensitive diagnostics like OH* chemiluminescence and late test times. 

 
Figure 43: Case of mixture #6 (10 mol % He) at initial T5 = 811 K and p5 = 19.1 bar. Left axis: Measured pressure, 

and OH* signal. Right axis: Simulated temperature using the kinetics mechanism from Zhang et al. [157] 

and the resulting ign from the temperature profile [160]. 

Considering mixture #3, it can be seen from the analysis of the images and the corresponding 

pressure profiles that among all ign for “particle ignition” cases depicted in Figure 37 and Figure 
41, only one (over a total of 32 experiments for mixture #3) was identified as an ignition in the 
classical way with a strong pressure and chemiluminescence increase (Figure 41 magenta 
square). In all other particle-driven ignition cases at temperatures between 800 and 850 K) no 

main ignition was observed due to the limitation of observation time (15 ms). This confirms that 

particles have no influence on our measurements at ign < 8 ms. Only two cases with local gas 
ignition at T5 > 850 K were identified as real ignition (Figure 41, green square). 

4.3 Interpretation of fuel/air ignition results 

How critical the temperature is for the interpretation of ignition delay times can be seen in the 
results shown in section 4.1 and 4.2. Results of PRF95 and ethanol must be discussed separately 
because ethanol does not exhibit an NTC behavior. However, in the high temperature region 
where the ignition delay times are shorter than 7.5 ms (half of the observation time), the scatter 

0 5 10 15 20 25 30 35

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

N
o

rm
a

liz
e

d
 s

ig
n

a
l 
/ 
a

rb
.u

.

Time / ms

Experiment

 Pressure

 OH* intensity

800

900

1000

Simulation

 Temperature

T
e

m
p

e
ra

tu
re

 /
 K

Pre-ignition

Ignition stopped 

by quenching

ign, sim = 32.5 ms



4.Autoignition of homogeneous fuel/air mixtures 57 
 

 

in ignition delay time is in the range of temperature accuracy (see section 9.1 Appendix A). This 
means that all data points match with the simulation within temperature uncertainties. Although 
the data scatter a little bit, a trendline can be clearly determined. At low temperatures in the NTC 
regime of PRF95, the data do not scatter strongly because of temperature non-uniformity (dis-
cussed in detail for ethanol in section 4.2). This is due to the less impact of temperature on the 
ignition delay time at low temperatures (NTC-regime at high pressure shows flattened ignition 
with temperature variation). At moderate temperatures, the experiments with PRF95 suffer from 
additional effect of particles which can be minimized by cleaning as it was done in this work. 
(Further discussion in section 5.1.1.) 
The results of homogenous ethanol ignition and the presented study showed different types of 
ignition, depending on the conditions and gas mixture. The observations cannot be explained by 
classic analytical calculations and has to be supported by CFD simulation to visualize temperature 
inhomogeneity due to flow perturbation. Different workarounds were presented here, and multi-
color high-repetition-rate imaging was demonstrated as a reliable technique to identify inhomo-
geneous ignition as a result of non-ideality. Further 3D CFD simulations are needed to analyze 
the specific effects underlying local inhomogeneities. Experimental design modifications, such as 
the constrained-volume shock-tube approach [46] can further reduce propensity to remote igni-
tion.   
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5 Ignition experiments with defined inhomogeneities 

Inhomogeneities in gas mixture and temperature can lead to pre-ignition in shock tubes and IC 
engines. To study the impact of inhomogeneities on the volumetric ignition, defined inhomoge-
neous conditions were generated in the IVGs high-pressure shock tube. In IC engines, two rea-
sons for pre-ignition are mainly assumed, hot surfaces such as exhaust valves and spark plugs 
[62, 168] and pre-ignition triggered by lubricant oil spilled into the combustion chamber [7-10, 
63, 67, 169]. Both sources of pre-ignition and their impact on ignition delay time were studied in 
this work. 

5.1 Impact of hot local surfaces on homogeneous autoignition 

This section of the following chapter is a reprint from the publication Niegemann et al. [48] 
(2018). The respective parts are entirely based on my own experimental work and a comparison 
to CFD simulations done by the coauthor I. Wlokas. The final version of the paper was written 
together with the coauthors who also have contributed to the structuring and wording of the 
article. 
In our experiments, a homogenously premixed fuel/air mixture is shock-heated quasi-instanta-
neously by a reflected shock wave to a high temperature where autoignition occurs within the 
1–100 ms time range (i.e. at 750–1000 K). The temperature can be pre-set depending on the 
initial pressure of the gases in the driven and the driver section of the shock tube. The shock-
tube facility used here is considered to provide homogeneous conditions in the test section close 
to the endwall with negligible boundary-layer effects because of its comparably large diameter 
(90 mm). Temperature inhomogeneities are intentionally induced with a rapidly-heated glow 
plug that was installed in the sidewall 15 mm away from the endwall. The glow plug is perma-
nently in contact with the reactive gas mixture in the test section of the shock tube. During its 
heating phase (initiated 5 s before the arrival of the shock wave), it locally increases the temper-
ature of the unburned gas mixture. This hot gas volume is compressed and pushed closer towards 
the endwall by the incident shock wave. At the same time, fresh gas (preheated by the incident 
shock wave) flows along the heated surface and comes to a rest after the second heating step by 
the passage of the reflected shock wave. Therefore, three ignition regimes occur simultaneously: 

(A)  The major part of the shock-heated volume is not affected by the glow plug because the 
preheated gases are limited to a small volume only and the time before ignition is not suf-
ficient for conductive heating for distances longer than 5 mm. This gas mixture acts as ref-
erence for ignition in an undisturbed environment. 

(B)  A gas cloud is generated with higher gas temperature than (a). This gas has experienced 
contact with the glow plug before the arrival of the incident wave. Additional to the in-
creased temperature, there is a chance for pre-reactions that have been initiated in the 
heat-up phase of the glow plug close to the surface. Thus, ignition in this gas volume is 
affected by combination of processes preventing straight forward analysis. 

(C)  The immediate vicinity of the glow plug is exposed to the hot surface. Because of the gas-
dynamic effects described before, this volume has been purged and the local gases are not 
affected by the history of the heat-up time of the glow plug. Therefore, this gas provides 
“clean” conditions for investigating the effect of the hot surface on stagnant gases with 
post-shock temperatures. 

Therefore, the gases in (A) and (C) are nominally identical, with the sole difference of the hot wall 
being present in (C). The situation in (B) is more complex as consequence of pre-reactions, as 
well as convective and diffusive transport. For a more detailed separation of the three regimes, 
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computational fluid dynamics (CFD) simulations were conducted to quantify heat transfer into 
the gas as well as fluid-dynamic effects by the geometric disturbance imposed by the glow plug. 
In all cases, the chemiluminescence emission was imaged in the vicinity of the glow plug by a 
high-speed camera through an UV-transmitting endoscope mounted in the sidewall of the shock 
tube on the opposite side of the glow-plug. Additionally, the CH* chemiluminescence emission 
was collected by a photomultiplier with a 431.5 nm narrow bandpass filter (5 nm half width at 
half maximum, HWHM). Pressure traces were measured with high time resolution to also deter-
mine variations in volume-averaged effects as a consequence of surface heating.  
The criterion of the occurrence of hot-surface ignition must be related to the balance between 
the chemical heat release and heat loss in exothermic reactions [170]. This approach considers 
that ignition occurs when the heat transfer from the reaction from a thin layer in the vicinity of 
the hot surface exceeds the heat loss from the hot surface to the surrounding gas as discussed in 
refs. [171-175]. In this work, hot-surface ignition of a reactive mixture was studied for gas tem-
peratures lower than 1050 K behind reflected shock waves and for glow-plug temperatures from 
800 to 1200 K. The pressure was chosen around 40 bar. The temperature and pressure for the 
reactive mixture was chosen to represent IC engine conditions.  
A sequence of ten frames of the chemiluminescence imaging is shown in Figure 44. As described 
above, different types of ignition were observed in the experiments. Without a hot surface, igni-
tion was detected as a sudden rise in homogeneously distributed luminescence starting close to 
the endwall. No local flame propagation or spread was observed for homogeneous ignition at an 
imaging rate of 100 kHz for a look from the sidewall. Details about auto-ignition of ethanol mix-
tures are given in section 4.2. The zone with rising signals follows the reflected shock front with 
a delay related to the ignition delay time. The time between the frames selected for the figures 
was adapted to the dynamics of the observed phenomena. Time zero corresponds to the mo-
ment where the incident shock wave arrives at the detection plane. The wide-angle characteris-
tics of the endoscope leads to a partial visualization of the endwall (cf. Figure 18) and the red line 
marks the position where the endwall intersects with the shock-tube wall next to the heated 
surface. Signal that seemingly appears “beyond” the endwall marker results from (a) emission 
from gases located between the lens and the endwall and (b) reflection of signal of the endwall. 
In the outer regions of the detection area, localization of the signal origin becomes more com-
plex, because of the distortion and limited depth of field of the optical system. The camera was 
focused on the glow-plug plane to best visualize phenomena in the vicinity of the heated surface. 
The camera signal of each image was averaged and plotted as function of time for cases with a 
heated surface as shown in Figure 47, Figure 48, and Figure 50. 
Differences in ignition phenomena can be detected in shape of the profiles and by the onset of 
the camera signal in case of local surface ignition described later on. 
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Figure 44: Ten subsequent chemiluminescence images from the shock tube with homogeneous ignition of an etha-

nol/air mixture at  = 1, T5 = 846 K, p5 = 39 bar, and ign. = 3.25 ms. The glow plug is not heated. The 
given time represents the time after arrival of the incident shock wave in the measurement plane. For 
signal at the right of the marked end flange position [48]. 

With surface temperatures below 800 K, no surface ignition was observed; ignition at these con-
ditions proceeded homogeneously (Figure 44). Ignition delay times were determined both from 
the photomultiplier signals and by the image sequences. Figure 45 shows a case where the igni-
tion occurs homogeneously, although the temperature of the plug was set to 750 K. The glow 
plug itself causes a weak signal due to thermal emission centered on the first images. The color 
scale was reduced to show the entire ignition development, thus in later frames, this weak signal 
is no longer visible. Although the gas temperature is similar to the surface temperature, the signal 
intensity close to the glow plug rises more strongly than in the rest of the reaction volume. Pre-
heated gas is transported to the endwall (shown below). Bowlike features that are symmetric 
from both sides of the plug were observed in this experiment that are not a result of surface 
reaction but attributed to emission from the volumetric ignition reflected from the endoscope 
fitting. A correction of this effect was not attempted because the shock tube slightly moves dur-
ing the experiments preventing the use of simple subtraction algorithms.  
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Figure 45: Homogenous ignition of an ethanol/air mixture at  = 1, T5 = 723 K, p5 = 36 bar, TS = 750 K, and 

ign. = 5.92 ms. For signal at the right of the marked end flange position [48]. 

In the example shown in Figure 46, the glow plug was heated up to 1200 K. Here, the plug emits 
light in the visible detected as the spot in the center of the images. At 4.4 ms after the incident 
wave passes over the glow plug, the area on the glow-plug surface shows chemiluminescence 
emission that expands radially in time. In this time span, the ignition delay time for volumetric 
ignition of the gas at the respective temperature is not reached. Frame 10 is 1.3 ms before the 
main ignition appears as can be observed in the images and the chemiluminescence measure-
ments by the photomultiplier (Figure 46 and Figure 47). The volumetric ignition occurs at 6.8 ms. 
With the image sequences one can clearly follow the development and growth of the local igni-
tion in the vicinity of the plug described as ignition case c in the introduction.  
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Figure 46: Localized ignition at the glow plug of an ethanol/air mixture at  = 1, T5 = 766 K, p5 = 42 bar, Ts = 1200 K, 

and ign. = 6.8 ms. For signal at the right of the marked end flange position [48]. 

Optimized detection using different band-pass filters were tested, which results in decrease of 
signal intensities and blocking the emission of the glowing plug, but no difference in the ignition 
characteristics was observed, therefore, the measurements were conducted without filtering. At 
post-shock temperatures higher than 1000 K, the volumetric ignition was too fast (ignition delay 
times ~700 µs) to observe an effect of the glow plug. Therefore, the focus was on gas tempera-
tures between 700 and 900 K. 
In contrast to the photomultiplier measurements, ignition delay times determined from the im-
age sequences allow to provide local information near the spatial temperature inhomogeneity 
induced by the hot plug. To determine the onset of the main ignition from the camera images, 
the signal acquired in the images was integrated over the visualized area and plotted as a function 
of time in Figure 47, and Figure 48. The steady rise in signal from the PMT and integrated image 
signal shown in Figure 47 is characteristic for surface pre-ignition and is due to the propagation 
effect leading to a comparably slow increase in the area of the luminous zone followed by the 
main ignition. The smooth rise in pressure was identified as an indication for local ignition. In 
contrast, the homogenous autoignition in Figure 48 shows a sudden strong signal rise typical for 
a homogeneous volumetric ignition. 
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Figure 47: Signal from the high-speed camera detected in the interrogation region as a function of time (red, cf. 

images from Figure 46); Pressure signal of pressure transducer in measuring plane (black); PMT signal 

(blue); at  = 1, T5 = 766 K, p5 = 42 bar, Ts = 1200 K, and ign. = 6.8 ms [48]. 

 
Figure 48: Signal from the high-speed camera detected in the interrogation region as a function of time (red, cf. 

images from Figure 45); Pressure signal of pressure transducer in measuring plane (black); PMT signal 

(blue); at  = 1, T5 = 723 K, p5 = 36 bar, TS = 750 K, and ign. = 5.92 ms [48]. 

At higher temperature (T5 = 850 K, Figure 49), the additional thermal effects caused by the gas 
heating around the glow plug before the arrival of the incident shock wave can be visualized. 
80 µs after the passage of the incident wave at the glow plug, a luminescent gas kernel can be 
observed that already starts growing after it was pushed towards the endwall; ignition area (b) 
described at the beginning of section 5.1. This gas-dynamic effect was also investigated in the 
CFD simulations shown later. At 40 µs, the wave reflects off the endwall and the leading front of 
the reflected wave further heats up the gases. As shown in the simulations below, the gas tem-
perature in the trail of hot gases behind the incident shock wave is approximately 50 K higher 
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(950 K instead of 900 K) than in the bulk gas behind the reflected shock wave. Because of this 
increased temperature, the ignition in the wake of the hot spot is accelerated leading to strong 
luminescence, which indicates the movement of the reflected shock wave from right to left (vis-
ible in frame 6–9 in Figure 49). The calculated arrival time of the reflected shock at the glow plug 
is at 65 µs. The gas at the glow plug, however, has been purged off the hot surface, and the result 
of reactions caused by the heating from the hot surface are clearly visible from the discontinuity 
of the signal of the moving front and the signal at the glow-plug position in frame 9 and 10. The 
following CFD simulations and discussion will show that the local pre-ignition at the glow-plug 
position relative to the bulk gas can be attributed to the effect of the hot surface, while pre-
heating and the geometry lead to a hot cloud downstream from the hot surface too close to be 
fully ignored, while the reactive gas purged to the endwall effects the volumetric ignition process 
only. 

 
Figure 49: Inhomogeneous ignition of an ethanol/air mixture at  = 1, T5 =  850 K, p5 = 40 bar, Ts = 1200 K, and 

ign. = 2.86 ms. For signal at the right of the marked end flange position [48]. 
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Figure 50: Signal from the high-speed camera detected in the interrogation region as a function of time (red, cf. 

images Figure 10); Pressure signal of pressure transducer in measuring plane (black); PMT signal (blue); 

at  = 1, T5 = 850 K, p5 = 40 bar, TS = 1200 K [48]. 

In case of ethanol, the results show that the ignition on the hot surface appears in a narrow range 
of conditions. Ethanol was found to be insensitive to surface ignition for glow-plug temperatures 
below 1000 K and gas temperatures higher than 900 K. With increased surface temperature, the 
ignition is obviously seen near the surface. 
The experimental observations were supported through simulation to decouple the unwanted 
side effects of preheating and gas dynamics from the chemical kinetics.  
A three-dimensional simulation of the unsteady flow field was conducted, to answer the follow-
ing questions about the effect of the hot surface as well as its geometric constraints on the flow 
field: 

(a)  Do the geometric changes that came along with the installation of the glow plug and the 
crevices shown in Figure 18 affect the post-shock conditions? Significant temperature or 
pressure variations due to gas-dynamic effects could interfere with our measurements 
and also cause a deviation from calculated post-shock conditions and limits the compara-
bility to other ignition delay time measurements. 

(b)  Can the described interpretation of the various observed local ignition phenomena due 
to geometric disturbance be supported by (low cost) simulations?  

(c)  What is the expected gas temperature in the hot gas generated around the glow plug and 
what are the dimensions of the heated gas cloud and are the observed premature ignition 
phenomena consistent with the expected reduction in (local) ignition delay time? 

(d)  Is the gas preheating relevant for the experimental results? What happens with the pre-
heated gas cloud around the glow plug when the shock front passes by? 

(e)  What are the conditions behind the incident shock in the vicinity of the glow plug (regime 
C as described in the introduction) and close to the endwall (regime B)? 

(f)  What are the post-shock conditions of the heated gas cloud close to the plug (regime C) 
and close to the endwall (regime B)? 

Numerical investigations of the unsteady flow in a shock tube are rare,[160] except for one-di-
mensional, inviscid problems. The latter are for example the Riemann problem, an important 
object of investigation for hyperbolic partial differential equations, and its numerical benchmark 
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version: Sod’s shock tube [176]. The possibilities for numerical investigations of the three-dimen-
sional flow in shock tubes are usually limited due to the multi-scale and transient nature of the 
flow. Simulation strategies employed in the recent past are either limited in the geometric de-
scription of shock tube features and are usually highly demanding in terms of computational re-
sources. For the latter reason we decided to conduct a limited investigation. All investigations 
were conducted with the open-source CFD framework OpenFOAM [177] that provides all the 
necessary numerical schemes. The choice of schemes for a particular step of the simulation strat-
egy is described below. The simulations presented here are not intended to fully reflect the con-
ditions of the performed experiments (including reactions), but to focus on a qualitative assess-
ment of the gas-dynamic effects and their interaction with small perturbations by geometry of 
the glow plug and the local heating. The (simulated) shock tube is filled with air instead of a real 
fuel/air mixture, its dimensions correspond to the real shock tube in the lab, but the three-di-
mensional simulations are limited to the last 100 mm of the test section. In order to reduce the 
problem’s complexity and ensure consistent initial and boundary conditions. 
As a first step, the influence on gas dynamics (inserted glow plug without heating /homogeneous 
wall temperature) needed to be investigated (viscous/inviscid, do boundary effects play a role?) 
in the simulation. Simulations of the viscid flow, solving the full set of conservation equations, 
and simulations of the inviscid flow, solving the Euler equation, showed the same temporal be-
havior, which is not surprising, as the gas dynamics are only weakly affected by the viscosity. An 
effect of boundary layer formation could be observed but was minor. In the viscous case for an 
unheated glow plug, the pure geometric effect is investigated and results are shown in Figure 51, 
100 µs after the shock wave is reflected from the endwall (RW: reflected wave; endwall: right 
end of image). The simulation shows the temperature distribution (left image) from the central 
axis (top of the image) to the wall (bottom of the image) for homogeneous wall temperatures. 

 
Figure 51: Viscous shock simulation 100 µs after reflection of unheated plug geometry (temperature left; pressure 

right); at T2 = 609.88 K, p2 = 8.626 bar and uRW = 469.64 m/s calculated as 1D solution of the shock tube 
problem [48]. 

The simulation predicts a partial heat-up of the gas, by reflections in the crevice between holder 
and glow plug. Because of these findings, a clear separation between the conditions in the crevice 
and the ignition situation of area c (explained at the beginning of this section) is necessary. The 
heat-up results in temperatures close to 1000 K in the crevice and in the gas along the sidewall 
while the bulk part (area a) is heated to 900 K, simultaneously, the hotter gas especially the 
formed cloud on the left side of the glow plug (Figure 51) is at a lower pressure level. This reduces 
the influence on the ignition delay time. Concerning the question (a) the simulation shows an 
effect of the geometry in post-shock temperature and pressure close to the wall. Compared to 
the gas volume the effect is minor. 
The questions (d)–(f) only plays a role in the heated case shown in Figure 52 and Figure 54. Figure 
54 shows the complete sequence of vertical cuts through the glow-plug plane, from the incident 
wave (IW) running through the measuring plane until the reflected shock passes the measuring 
plane. The preheated, and possibly already reacting gas is swept completely away from the plug 
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cavity after the passage of the incident shock waves (Figure 54, image 2 at t = 10 µs) the reflected 
shock wave forms a hot cloud downstream close to the hot surface (Figure 54, image 4 at 

t = 80 µs). This cloud is also shown in the simulations of the unheated surface (geometric imper-
fection effect), while experiments without heating didn’t show any local ignition close to the glow 
plug position. Therefore, the hot-surface ignition can be observed independently from the gas 
preheating effect in our experiment (question d), while the formed hot cloud can promote the 
local ignition in the vicinity of the hot surface. The different scenarios of the effect of the hot 
surface and the surrounding cloud are discussed using CFD simulations results in Figure 54.  
The heated volume after 10 s of preheating (considering of the heating ramp shown in Figure 14) 
is distributed along the 15 mm sidewall between glow plug and endwall (question (e)). The main 

part and even the hottest one is at rest close to the endwall (Figure 54, image 3, t = 50 µs). Be-
cause the CFD simulation neglects reactions, we calculated the residual ethanol concentration 
over time of each condition using a state-of-the-art reaction mechanism from Curran [195] for 
the respective temperature conditions. The top graph of Figure 53 displays the ethanol concen-
tration over a time of 10 s after reaching the maximum glow-plug temperature and 2 bar, condi-
tions typical before the arrival of the incident shock. While no ethanol is consumed in the bulk 
gas, it only takes about 0.8 s for complete reaction of ethanol in the heated cloud close to the 
plug. Depending on the time when the shock wave arrives, the wave pushes a cloud of reacting 
ethanol or hot exhaust to the endwall. The reactions in the cloud never result in a volumetric 
ignition before the shock, in any experiment.  
Behind the incident shock, the disturbed flow caused by the crevices around the glow plug as 
already shown in Figure 51 is important. The shock wave is partially reflected on the edge of the 
crevice, which heats the gas in the crevice, while the hot cloud in the heated case is spread along 
the sidewall and fresh cold gas is now in contact with the hot plug (Figure 54, image 2). For the 
unheated case, this reflection is negligible considering the very short reaction time until the re-
flected wave arrives. In contrast, the heated case shows harsher conditions in the crevice. Here, 
the gas in the crevice reacts in a very short period of time (Figure 53, center graph). At this point, 
the heated case of Figure 53 shows that there are only reaction products left in the crevice when 
the reflected shock arrives. Until this point, the preheating and the geometric disturbance show 
no problem for discriminating local from volumetric ignition. 

 
Figure 52: Viscous shock simulation 100 µs after reflection of heated plug geometry (temperature left; pressure 

right); at T2 = 609.88 K, p2 = 8.626 bar and uRW = 469.64 m/s calculated as 1D solution of the shock tube 
problem [48]. 

Post-reflected-shock conditions for the heated case are shown in Figure 52. The reflected wave 
creates a hot gas cloud next to the glow-plug with lower pressure while the pressure in the crev-
ice is similar to the bulk gas (Figure 52)(question (f)). The variations of temperature and pressure 
result in different ethanol concentrations over time, because of differences in initial conditions 
predicted by the simulations. However, from the simulation, the gas cloud in the vicinity of the 
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plug is always similar for both cases (heated and unheated plug). Also, we never observed local 
chemiluminescence close to the plug for unheated case and behind reflected shock waves. 
In the heated case, the reflected shock wave heats up the gas cloud that is pushed close towards 
the endwall (Figure 54, image 2; regime B, c.f. introduction) again. When running through the 
measuring plane again the wave pushes the heated gas close to the plug in the other direction, 
forming a second hot cloud, just beside the plug; cf. the simulations (Figure 54, image 5) and 
experiments (Figure 49, image 5) 90 µs after the IW. Figure 52 shows that the pressure is locally 
lower in the area of the second hot cloud and also in the cloud close to the endwall (regime B), 
while the local maximum temperatures in the cloud is only 50 K higher than the bulk gas, so that 
the local ignition delay time would be longer than elsewhere even longer than in the bulk gas 
(Figure 53,bottom graph). The simulations allowed to verify the experimental procedure, repro-
ducing the flow conditions (cf. Figure 49and Figure 54) and yield information about local post-
shock temperature and pressure conditions (question (b)). Some qualitative interpretations can 
be drawn on the basis of the conditions obtained by the numerical simulations: First, the geo-
metric changes clearly show the effect on flow conditions, but we found out that this do not 
dominate the post-shock conditions in the heated case (question (a)–(d)). Second, in the crevice, 
the temperature and pressure is much higher which would imply that ignition starts there (Figure 
53,bottom graph). However, again we did not observe this, apparently, because the gas mixture 
is not reactive anymore and contains just burned gases (question (e)). The fresh gas that is around 
the glow plug transported by the reflected wave has the same conditions as the bulk gas not 
affected by the procedure or the geometric disturbance (question (a) and (f)). 
 

 

 

Figure 53: Ethanol concentration in the vicinity of the glow plug over time for the unheated glow plug (black) and 

heated glow plug (red) at different shock states; pre-shock conditions: at T1 = 373 K, p1 = 2.0 bar, gas 

cloud T = 850 K; post-shock conditions of unheated crevice: T = 885 K, p = 28.5 bar; post shock condi-

tions of heated crevice: T = 1600 K, p = 17.7 bar; post-reflected-shock conditions unheated: T5 = 885, 

p5 = 28.8 bar, Tcloud = 900 K, pcloud = 28.8 bar, Tcrevice = 1000 K, pcrevice = 36.6 bar; post-reflected-shock con-

ditions heated: T5 = 885 K, p5 = 29 bar, Tcloud = 900 K, pcloud = 28.8 bar, Tcrevice = 1200 K, pcrevice = 34 bar, 
ref. [48]. 
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Figure 54: Simulated temperature fields at various times after the incident shock arrives at the glow plug. The 

time-stamp corresponds to figure 9, the temperature is scale from 500 to 950 K); at T2 = 609.88 K, 

p2 = 8.626 bar and RW = 469.64 m/s calculated as 1D solution of the shock tube problem [48]. 

5.1.1 Interpretation of hot surface-induced ignition 

The motivation to introduce a hot surface into fuel/air mixture at autoignition conditions focus-
ses on unwanted pre-ignition in internal combustion engines. The results of the study Niegemann 
et al. [48] support additional data to understand the unwanted effect of membrane particle igni-
tion and the impact on the volumetric ignition.  
The impact of the hot surface was not really answered, and no ignition delay times were pre-
sented in the publication, because the ignition delay times effected by the hot surface showed 
extreme scatter that could not be explained by the experiment.  Considering the new results from 
Nativel et al. [160] shown in section 4.2 it is possible to explain the measured ignition delay times. 
Figure 55 shows the measured ignition delay times for ethanol/air, ethanol/air in the presence 
of the hot surface and comparison with simulations. The mechanism from Marinov [178] was 
modified by Cancino et al. [179] to reproduce well the measured data, but the changes that were 
adopted in the mechanism in Ref. [179] were empirical to fit the data, while the data is affected 
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by inhomogeneous ignition. Only two of 10 experiments with heated surface  show ignition delay 
times that are shorter than the data simulations from Cancino et al. [179], which represents well 
the reference measurements (red dots) from this study. The other 8 of 10 experiments scatter 
around the banded prediction which agrees well to the measured data of mixture #3 in section 
4.2.  

 
Figure 55: Ignition delay times of ethanol in air at p5 = 40 bar,  = 1: () induction time according to CH* simulated 

with Ranzi; () induction time according to CH simulated with Cancino; () ignition delay time for ho-
mogeneous conditions; () ignition delay time for the heated surface. 

To suppress these effects recent works have shown that the addition of 10 % helium can mini-
mize non-idealities, previously shown in section 4.2. High dilution levels would also work but 
would reduce the local reactivity too far to be sensitive to the artificial introduced ignition 
sources.  
It was also shown in section 4.2 that hot particles were not present at temperatures below 800 K 
because the gas temperature is too low. This means that disturbance by hot particles can be 
avoided at low gas temperatures so that an effect by particles can be excluded from the very low 
temperature results shown on the right of the red line in Figure 55. Nevertheless, measurements 
at gas temperatures of 750 K in presence of the hot surface heated to 1200 K did not show any 
reduction of ignition delay time, although local ignition was clearly observed in the vicinity of the 
glow plug.  
Based on the experimental results in chapter 4 it can be concluded that cleaning and the reduc-
tion of particles minimized the promoting effect of particles to reduce the ignition delay times. 
Based on the observation in section 5.1 where the hot surface was not able to reduce the ignition 
delay time it is concluded that it is not the heat release from the hot particle which is responsible 
for the reduction of ignition delay time, but rather the oxidation reactions of the aluminum mem-
brane. 
 

5.2 Pre-ignition triggered by droplets 

Abnormal ignition phenomena in IC engines lead to “knock” or “super knock”, which can damage 
the engine dramatically. Wang et al. [14] summarized the problems to this subject in his review 
“Knocking combustion in spark-ignition engines”. Engine tests revealed that LSPI occurs randomly 
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at operation at high load and low engine speed [64]. There is an overall consensus that droplets 
of engine oil play a predominant role in the process of LSPI. There is a hypothesis that engine oil 
droplets are splashed into the combustion chamber, initiate early ignition and subsequent flame 
propagation, which transits to detonation under the right circumstances [3-6]. Often, this first 
knocking cycle is followed by several alternating knocking cycles. It is assumed that the following 
alternating knocking cycles are caused by particles that are removed from the piston or fire deck 
by the detonation wave, remain in the chamber heated by the following normal cycle and trigger 
local ignition in the compression stroke of the second next cycle [180, 181]. This work focuses on 
the hypothesis of droplets triggering “super knock”. Until now the latter postulation is not 
proven, and the mechanism of droplet-initiated ignition is not well understood.  
The impact of lubricant oil on the frequency of LSPI events has been shown on engine tests by 
the use of different oil compositions [7-10]. Engine tests are always dependent on many different 
parameters and show cycle to cycle variation which is disruptive for investigation of statistically 
occurring events in single cycles. To control the occurrence of droplets, injectors for lubricant oil 
were installed in research engines [70]. To reduce the impact factors (parameters) in the experi-
mental oil droplets were injected into RCMs and the ignition was studied [67, 72, 73]. The amount 
of oil and the number and size of droplets are critical for the heat transfer, evaporation, and 
ignition of the droplets. Therefore, an injection system for single droplets was developed by 
Ohtomo et al. [71] to control all parameters of the droplet and inject this droplet into an RCM. 
The results showed that ignition starts in the trace of the droplet a few ms after injection de-
pending on droplet composition, droplet size, droplet temperature and ambient gas tempera-
ture. 
This result shows the high relevance of evaporated/decomposed droplet material for the ignition 
process. Because the evaporation and decomposition can happen on the liner, piston or piston 
crevice the previous existence of a droplet is not necessary for an engine LSPI event if the ignition 
only depends on the gas phase products. Likewise, formation of highly reactive gas-phase species 
in the lubricant oil that are released in the compression stroke is also process hypothesis. This 
work pursues a three-step strategy to investigate pre-ignition triggered by lubricant oil and the 
containing additives. The used lubricant oil samples and their composition is shown in Table 2. 
1. The samples were studied by TGA/DSC in combination with QMS to understand the thermal 

decomposition/evaporation behavior and identify released gaseous products 
2. Gaseous products (from pyrolysis of the oils) with potential impact on autoignition were 

added to a fuel/air mixture in realistic concentrations to investigate their potential effect on 
ignition 

3. Droplets were injected into the fuel/air mixture to follow the ignition process under con-
trolled conditions and to determine the impact of the droplets on the ignition delay 

Table 2: List of studied samples. 

Sample Name Composition Role 

Base oil  Pure group I base oil solvent 

ZDDP Base oil + Zinc diphosphate Anti wear 

Ca-det. Base oil + Ca based detergent Detergent 

Mg-det. Base oil + Mg based detergent Detergent 

Mo-Fric. Base oil + Mo based friction modifier Friction modifier 

Oil A 
Group IV base oil + moderate additive 
package 

Fully formulated 
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Oil B 
Group IV base oil + high Mg-det. additive 
package 

Fully formulated 

Oil C 
Group IV base oil + high Ca-det. additive 
package 

Fully formulated 

5.2.1 Decomposition of oil samples 

All oil samples were thermally decomposed by heating in a crucible and the mass loss, energy 
flow, and the exhaust gas composition were analyzed in a TGA/DSC in combination with a QMS. 
The samples were heated by 10 K/min while the reaction volume was constantly flushed by argon 
(inert conditions) or synthetic air (oxidation). Both processes were compared, and the mass spec-
tra of the exhaust gas were analyzed for volatile species that could have a promoting impact on 
local ignition processes. 
Base oil has the simplest composition compared to the other samples from Table 2. The mass 
loss started at 209°C independent from the environment. In inert gas flow, the sample decom-
posed and evaporated through heating at a temperature of 360°C. In contrast, in air the endo-
thermic oxidation reactions start around 200°C. In Figure 56 it can be seen in the DSC traces (red 
lines) that the dashed line starts to diverge from the trace under inert conditions (solid red line) 
and decreases strongly showing two strong exothermic peaks and additional small peaks for over 
400°C. The mass loss rate is similar for both. Until 360°C most of the mass is gone. While the 
pyrolysis is completed with about 2% solid residual mass, the oxidation has higher residual mass 
of about 10% which slightly decreases at the highest measured temperature of 500°C.  

 
Figure 56: Mass loss and energy flow during the thermal decomposing of the base oil. 

The reproducibility of the procedure was tested by running the same sample three times in a 
row. In Figure 57 the mass loss of the repeated procedure shows the same behavior (two-step 
oxidation trend) while the traces deviate about 10 K in temperature for DSC measurements at 
the beginning the two oxidation steps showed better agreement as well as the mass loss. Because 
the presence of metal could potentially have an impact on the decomposition process or have 
catalytic effects on the decomposition of base oil, metal flakes were added to the oil to check the 
hypotheses. 
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Additionally, the effect of a ZDDP-passivated metal on the decomposition of base oil was tested. 
Especially the anti-wear additives interact with metallic surfaces for protection reasons. It is 
known that ZDDP passivates metal surfaces at elevated temperatures to prevent oxidation (cor-
rosion) [182]. When testing the decomposition of base oil in presence of a piece of metal piston 
ring, the first oxidation step is shifted about 5–10 K to higher temperature and the heat release 
is less compared to pure base oil. This shift is minor considering the fluctuation for identical sam-
ple and the increased heat capacity by the addition of metal. The second oxidation step, however, 
shifts to lower temperature by about 20 K so that both oxidation peaks move closer. This trend 
can be found in the mass loss starting later, but higher mass loss rates. Finally, the mass loss 
drops at lower temperature. If the metal piece is exposed to ZDDP in advance, the base oil shows 
the same behavior of first oxidation step with largest exothermic energy release and the incur-
sion between the two steps is now in the range of a few percent instead of going down to nearly 
zero as it was observed in the previous test. The peak of the second oxidation step is two times 
larger. It is the only case in which the second oxidation step shows larger exothermic energy than 
in the first step. The higher amount of energy release is due to the high reactivity of the ZDDP as 
it is shown later in this chapter.  

 
Figure 57: Mass loss of base oil, base oil with metal flake and base oil with metal flake exposed to ZDDP. 

The measured mass spectra of base oil showed a characteristic pattern for alkenes. In oxidative 
environment, the mass spectra showed additional peaks from oxidation products like carbon di-
oxide. Figure 58 shows the mass spectra of the exhaust gas from base oil heated up to 300°C in 
argon and air gas flow. The difference in the CH-pattern can be associated to combustion inter-
mediates like alcohols. In contrast, only pyrolysis products were measured in Ar. 
The samples containing additives were dissolved in the base oil. Therefore, the decomposition 
and gaseous products create a baseline for the following results of lubricant additives.  

100 200 300 400

-60

-40

-20

0

20

D
S

C
 /
 a

rb
.U

.

Temperature / °C

 Base oil (first run)

 Base oil (second run)

 Base oil (third run)

 Pistonring without oil

 Pistonring + base oil

 Pistonring passivated(ZDDP)+ base oil

residual mass

0.0

0.2

0.4

0.6

0.8

1.0

M
a

s
s
 /
 %



5.Ignition experiments with defined inhomogeneities 75 
 

 

 
Figure 58: Mass spectrum of exhaust gas from base oil at 300 C in air- or argon flow. 

ZDDP anti-wear additive 
The additive ZDDP (zinc diphosphate) showed high reactivity in the first test, so it was necessary 
to further dissolve the ZDDP in base oil to a low concentration similar to the amount of typical 
additive packages. In an inert environment, the low concentration of ZDDP showed only about 
15 % mass loss without strong endothermicity as shown in Figure 59. But in an oxidative gas flow, 
the sample showed an initial phase of energy release followed by a strong energy release which 
is three times higher than measured for the pure base oil. The evaporation during the oxidation 
occurs at lower temperatures and it is of the same magnitude as in the pyrolysis case. Because 
of the high amount of residual mass, compared to the pure base oil which had less than 10 % of 
residual mass, it is supposed that the ZDDP interacts with the base oil and hinders the base oil to 
decompose and evaporate completely. 

 

 
Figure 59: Mass loss and energy flow during the thermal decomposition of the base oil and base oil with ZDDP. 
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Figure 60: Mass spectra of pyrolysis products of base oil and base oil doped with ZDDP in argon or air flow. 

When comparing the mass spectra of base oil and base oil with ZDDP (Figure 60) two trends were 
observed. First, at inert conditions, a sulfur peak appeared. Second, in an oxygen environment, 
the overall peak height is lower over the measured temperature range and the C–H progression 
pattern is shifted by three mass units. 

Calcium-based detergent 
The detergent additives typically have a metal core like Ca or Mg embedded in a polar head group 
linked to a negative alkene so it can be dissolved in the base oil. The mass loss starts at 300°C in 
the inert case with a final residual of 38 %. In the oxidative case, the mass loss already starts at 
about 270°C followed by a very strong mass loss at 355°C with a strong energy release (Figure 
61, red dashed line). The mass loss rate changes (i.e., the slope of the signal) at 400°C indicating 
a change in the decomposition/oxidation process. This change induces a strong decrease in the 
energy release. Compared to the pure base oil the onset of decomposition is shifted towards 
higher temperatures. The residual mass was also about 38 % independent of the gas flow. The 
residual mass cannot be explained by the remaining metal or products like CaO. Peltier and Duval 
[183] were the first studying the decomposition of calcium by thermogravimetry analysis. Later 
Simons and Newkirk studied calcium oxalate monohydrate and the impact of test conditions on 
the thermogram [135]. For complete decomposition, a temperature of 1000°C is necessary. 
Therefore, in the present work only the first, and parts of the second decomposition phase was 
observed. Compared to calcium oxalate monohydrate, the Ca-detergents start to decompose at 
higher temperatures, because the calcium is bonded to a salicylate and is dissolved in oil. The 
second decomposition step is observed between 450–500°C. Simons and Newkirk [135] found 
that CaC2O4 decomposes to CaCO3 at this temperature. 
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Figure 61: Mass loss and energy flow during the thermal decomposition of base oil and  

base oil with Ca-based detergent. 

The catalytic effect of iron was tested by adding an iron flake to the oil in the crucible. 11 mg of 
the Ca-detergent sample was investigated in direct contact with a 2.5 mg iron flake taken from a 
cylinder liner. The results showed that independently of the bath gas, the mass loss in the pres-

ence of metallic iron starts earlier (at 230°C) compared to the standard test without iron (Figure 
62). The energy-release signal (oxidation case with vs. without iron) is about 20 % less comparing 
the red dashed and solid line on the right side of Figure 62. Both the pyrolysis and the oxidation 
reaction seem to be catalyzed by the iron flakes. The difference in the DSC signal can be associ-
ated with the heat capacity of the iron flakes but does not explain the clear shift of the first step 
in mass loss that appears 60 K earlier, therefore the decomposition is catalyzed by the iron. 

 
Figure 62: Impact of a cylinder liner iron flake on the decomposition properties of Ca-det. in argon and air. 

The mass spectra of the decomposition products of the Ca-detergent sample did not show any 
difference to the pure base oil besides a shift to higher temperature as discussed in the descrip-
tion of mass loss. 

Magnesium based detergent 

The decomposition of the Mg-det. starts earlier than with the Ca-det. at 240°C independently 
from the bath gas. In airflow the Mg-det. evaporates similarly to the base oil up to a temperature 
of 320°C with a similar energy release. Only a small mass loss was observed in the 320–380°C 
range in air before the evaporation at higher temperatures similar to the argon case (see Figure 
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63, dashed and solid blue line). The solid blue line in Figure 63 shows less than 5% of mass loss in 
argon. In inert environment Mg-det. seems to decelerate the decomposition. Compared to the 
Ca-detergent, the Mg-detergent has a reduced impact on the oil decomposition and evaporation. 
Also, the residual mass is lower (15–18 %), which can be attributed to the reaction products of 
the metal component. 

 
Figure 63: Mass loss and energy flow during the thermal decomposition of Mg-detergent in base oil. 

 
Figure 64: Impact of a cylinder liner metal flake on the decomposition properties of Mg-detergent in Ar and air. 

While the iron flake does not affect the Mg-based detergent in air, the start temperature of mass 
loss is shifted to lower temperature in argon (Figure 64). 

Molybdenium-based friction modifier 
The Group I base oil containing a Mo-based friction modifier additive (Mo-Fric.) starts to evapo-
rate at 250°C but its evaporation/pyrolysis is retarded compared to the pure base oil independent 
of the bath gas. At 370°C, the mass loss decreases in air and turns to a constant mass loss rate. 
In argon, the mass loss is constant up to 400°C. Then the mass loss slows down, reaching a resid-
ual mass of ~18 % at 460°C. The mass loss in air approximates to this residual mass. At the highest 
measured temperature, the residual mass was ~21%.  
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Figure 65: Decomposition of Mo-Fric. in argon and air gas flow. 

The shift to lower temperatures observed for detergents in presence of an iron flake was con-
firmed for the Mo-Fric. too (Figure 65). 

 
Figure 66: Impact of a cylinder liner metal flakes on the decomposition properties of Mo-Fric. in Ar and air. 

The first peaks in the mass spectra were observed at 220–260°C for Mo-Fric. independently from 
the bath gas. The high sulfur content of the additive leads to the formation of several sulfur-
containing products (H2S, thiols, CS, and CS2) which are visible in the mass spectra shown in Figure 
67. 

 
Figure 67: Mass spectrum of exhaust gas from Mo-Fric. at 300°C in argon gas flow. 
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The fully formulated oils showed a similar decomposition behavior like the base oil, but shifted 
to higher temperatures by the additive package. The characteristic profiles in the decomposition 
traces of the single additive were not seen for a fully formulated oil because the single concen-
tration of each additive was too low. The same applies to the analyzed mass spectra.  
In engine operation, agglomeration of specific oil materials in the piston cervices is conceivable 
and abrupt decomposition of this could result in higher concentration of decomposition products 
in a single cycle [9].  
Based on the detected species in the mass spectra, further measurements were performed 
where species like H2S, various chain-length thiols and SO2 were added at a concentration of 
1000 ppm to a stoichiometric PRF95 air mixture to identify their effects on the autoignition of 
gaseous fuels. 

5.2.2 Potential impact of oil decomposition products on the autoignition of iso-octane 

Several sulfur-based decomposition products were identified as potential gas-phase pre-ignition 
promoters. Three species were chosen to represent the decomposition products identified in the 
mass spectra. Hydrogen sulfide, ethyl mercaptane, and sulfur dioxide were added to an isooc-

tane/air mixture of  = 1 by 1000 ppm.  

 
Figure 68: Ignition delay time of iso-octane () and iso-octane doped with 1000 ppm of H2S (), C₂H₆S (), and 

SO2 (). 

Sulfur in combination with hydrogen (H2S) or oxygen (SO2) does not show any accelerated ignition 
of the base mixture of pure iso-octane. Also, effects of H2S have recently been investigated for 
temperatures over 1000 K by Mathieu et al. [184], aiming at optimizing the mechanism from 
Zhou et al. [165]. H2S is known as a flame inhibitor. Mathieu et al. [185] studied 
1 % H2/1 % O2 + 100 ppm – 1600 ppm H2S in argon and found that the increase in ignition delay 

time is mainly determined by the reaction of H2S + H ⇄ SH + H2 which consumes H atoms needed 

in the chain branching reaction H + O2 ⇄ OH + O. The validation of the mechanism was per-

formed at 1045–1860 K [186]. 
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For the different thiols, ethanethiol was chosen as a representative species. No effect was ob-
served by adding 1000 ppm ethanethiol. 

5.2.3 Impact of single droplets on homogeneous autoignition 

Pure gas-phase ignition and the study of lubricant oils decomposition did not lead to results to 
explain pre-ignition by gas-phase species. Therefore, the complex process of oil sprayed into the 
combustion chamber was investigated in the shock tube by injecting oil droplets behind the re-
flected shock wave. Single droplets of 50–200 µm diameter were assumed to be realistic as po-
tential source of pre-ignition in engine combustion based on calculations using equation (44). 

5.2.3.1 Characterization of the injector system 

To find the best injector settings all liquid samples were previously injected into a high-pressure 
cell introduced in section 3.2 to generate comparable droplets for different liquids. For example, 
experiments were conducted with injection of dodecane into nitrogen at 6–8 bar (equivalent 

densities like post-shock conditions for PRF95 in synthetic air at  = 1, p5 = 20 bar and tempera-
tures T5 between 750–1000 K). The base oil and the additive containing samples described in 
table 2 as well as n-dodecane was injected. n-dodecane was tested additionally as a Diesel sur-
rogate because diesel mixed into the injected gasoline fuel showed similar knocking typical for 
LSPI in engine tests [187]. 
The results of droplet injection into the pressurized cell are shown in Figure 69 and Figure 70. 
The figures show schlieren images of droplets flying horizontally through the observed area di-
rectly at the tip of the injector and at a distance of about 45 mm. For n-dodecane 0.016 µl were 
injected in one injection, which typically results in a number of 3–5 single droplets. The parame-
ters studied in the static cell have shown that the droplet size and speed are mainly sensitive to 
the setting parameters, “needle lift” and the “falling time”. Likewise, the reservoir pressure has 
a significant influence on droplet formation. The reservoir pressure must be kept small and equal 
to the pressure in the reaction chamber. For the experiments in the shock tube, the container 
pressure was set to 21 bar, while the calculated pressure behind the reflected shock wave was 

about 20  0.5 bar. The pressure was set slightly higher to avoid any backflow into the injector. 
In the frames shown in Figure 69 and Figure 70 the red circles visualize the results of the algo-
rithm tracking droplets, while the figure itself shows raw images. 
During all injections independent from the set parameters of the injector, a very short jet is 
formed at the nozzle that forms larger and smaller droplets where their velocities are in the Ray-
leigh regime (section 3.3.2). Increasing the dynamic viscosity µL of the fluid shifts the regime to-
wards the formation of larger droplets according to the Ohnesorge relationship [90]. 

Oh =
ηL

√ρL σ 𝑑0

 (32) 

n-dodecane has a lower dynamic viscosity compared to other liquids like oils. Smaller droplets 
with respective smaller masses are so strongly decelerated in the first 15 mm that they fall down 
and will not reach a distance of 45 mm. Larger droplets, however, will reach this distance quite 
fast in about 8 ms and then lose their momentum, too. For n-dodecane 2–3 droplets survive the 
course of 45 mm, thereby the separation of individual droplets was possible. 
The separation of the droplets was important because single droplet ignition characteristics are 
very different from spray ignition which is not the scope of this work. 
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Figure 69: Image sequence of droplets formation of n-dodecane injection into nitrogen at p = 8 bar, T = 293 K; Fall-

ing time: 1 ms; Needle lift: 35% in a distance of 0–15 ms. 

Chiu and co-workers [109-111] developed an approach to calculate the limits or regimes for four 
different combustion processes in a droplet cloud. First the single droplet combustion, the inter-
nal group combustion, the external group combustion, and the external sheath combustion. Ac-
cording to Chiu et al. [109], the Chui number 𝐺 was calculated for dodecane:  

 𝐺 = 3(1 + 0.276Re1 2⁄ Sc1 3⁄ ) ≤ 𝑁2 3⁄ (
𝑟𝑙

𝑑
) (44) 

The Reynolds number Re describes the flow conditions and the Schmidt number Sc the transport 
properties. The Lewis number Le describes the heat transport which is equivalent to the mass 
transport. N is the total number of droplets in the region of interest, rl is the average droplet 
radius. For accurate calculations, the variance in droplet size must be small. d is the spacing or 
distance between the droplets. 
The droplet speed, size, and distance between the droplets were used to calculate 𝐺 for post-
shock conditions when injecting dodecane in shock-heated air. For density and dynamic viscosity, 

the values given by Feng et al. [188] were applied at T = 683.2 K and p = 10.04 bar. These param-
eters are the closest to the conditions in the shock tube that are published [188]. 

At a distance of 45 mm 𝐺 = 0.0071 was determined, which is below the critical value for group 

combustion (G = 0.1–1) [109]. The G number was calculated for the first millimeters too, and 

results in G = 1.26, which is in the regime of external group combustion. However, the very small 
droplets fall down in the first 3–5 ms and the larger ones merge until only a few droplets survive, 
which makes group combustion unlikely. 
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Figure 70: Image sequence of dodecane droplets flowing into ambient gas (N2) at 8 bar and a distance of 45 mm; 

T = 293 K; Falling time: 1 ms; Needle lift: 35%. The circles depict the trajectory of the released droplets. 

According to the work of Chiu [109, 110] and Xiong [189] the aforementioned theory overpredicts 
the interaction effects. At a distance of five times the nozzle diameter, it is sufficient to avoid 
interaction between droplets in order for them to behave like a single droplet for the combustion 
process [189]. Reducing the problem to the diameter spacing ratio (d0/d), the area close to the 
tip becomes critical for combustion, but local separation and ignition compete with respect to 
the combustion regime. All these aspects are summarized in William and Sirignano [190]. 
These measurements show that the injection of single droplets into high-pressure ambient gas is 
fast enough to be used behind reflected shock waves in the time of stable post-shock conditions. 

5.2.3.2 Injection of droplets into shock heated air  

The impact of droplets on the autoignition of fuel/air mixture was one main task of this work. 
However, one difficulty was faced through the limitation of the observation time that varies with 
the post-shock conditions. To cover the full available 15 ms observation time in a first step, do-
decane was injected in pure shock-heated air. 

The ignition of dodecane injected as droplets into air was observed at p5 = 20 bar and tempera-
tures from 750–1400 K. Within 15 ms dodecane could be ignited for temperatures above 900 K. 
Figure 71 shows an image sequence of dodecane injected into synthetic air at 1390 K without 
optical filtering. Before injection a few bright spots were seen in frame 1, mainly in the bottom 
half of the tube. When the injector releases the droplets the dodecane ignites directly around 
the droplets (frames 2 and 3). Afterwards, the burning droplets fly towards the center of the 
shock tube. Instead of moving straight, they are deflected by interaction with the boundary layer. 
When the droplets ignite, the emitted light is of similar wavelength as the burning particles. 
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Figure 71: Image sequence of dodecane droplet ignition after injection into synthetic air  

at T5 = 1391 K and p5 = 20 bar. 

Base oil was also injected into pure shock heated air. The imaging showed that oil injected as 
droplets only ignite for gas temperatures over 900 K, too. 
During the injection the presence of particles further complicates the identification of the drop-
lets and local ignition in the direct droplet vicinity. Illumination by laser light was attempted in 
order to follow the droplets before ignition. But both (particles and droplets) scatter the laser 
light (discussed in section 4.1). Therefore, the LIF technique described in section 3.1.3.2 was de-
veloped.  

5.2.3.3 Influence of dodecane droplets on the ignition properties of PRF95/air mixtures 

The following section is a reprint of the publication Niegemann et al. 2020 [124]. All results are 
based on my own work while the final manuscript was written together with my co-authors. 
Dodecane was injected behind the reflected shock wave into a mixture of PRF95 and synthetic 

air ( = 1) at conditions between 750 and 850 K and 20 bar. The conditions were chosen to mimic 
the gas conditions in an IC engine at the end of compression. The minimum temperature was 
limited by the observation time of 15 ms. A further increase in pressure seems not to be useful 
because the influence of pressure on the ignition kinetics is relatively weak and also because the 
injection into higher pressure becomes increasingly difficult. The ignition of the gas mixture with 
an injection of dodecane shows significant differences in flame color, structure, and propagation, 
while in addition, the starting point of ignition changes in time and location. The strength of the 
effect depends on the amount of injected liquid. While the best results for single-droplet injec-
tion were obtained for injector settings with low needle lift, the effect on ignition was stronger 
with higher needle lift. Higher momentum of the droplets was necessary to overcome the bound-
ary layer. Figure 72 shows an example with high needle lift (80 %) when the droplets penetrate 
deep into the shock tube. The images are cropped to the area close to the injector tip with a 
dynamic intensity scale. 
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The first and third frame shows two droplets before ignition, while the second frame only shows 
low-intensity noise in absence of LIF signal (the laser is off in all frames with even numbers). The 
ignition starts in the fourth frame in the path of the droplets. Although the exact position of the 
droplets is not shown in this frame, their position can be estimated based on the trajectory in the 
previous frames. In the next frame, the flame-edge detection algorithm detects an area with 
weak chemiluminescence, thus, early-stage ignition (red contour). Later, the bulk of dodecane 
penetrates the center area of the shock tube, which correlates well with the timing of the injec-
tor. The appearance of the first droplets at 2.60 ms reveals that the injection starts with the be-
ginning of the needle falling. Frame 6 shows the first two droplets caught up by the luminescing 
reaction zone and the following injected liquid is injected into the reaction zone. Therefore, drop-
let evaporation and fuel decomposition and ignition are accelerated. Within the area emitting 
chemiluminescence, the droplet LIF signal is too weak to be identified. 

 
Figure 72: Droplet reaching the observation area before ignition at T5 = 830 K, needle lift: 80 %.  

 
Figure 73: Combustion of PRF95 triggered by dodecane droplets at T5 = 830 K, needle lift 80 % [124]. 

The liquid injected into the reaction zone appears green in the images shortly after injection 
(frame 1, 2, and 3 of Figure 73). When dodecane evaporates and burns, locally rich regions lead 
to soot formation. Therefore, the color changes to yellow due to soot incandescence. With the 
camera settings chosen for maximum sensitivity aiming at observing the early phase of ignition, 
the signal from the jet center region leads to saturation of all three-color channels early after the 
start of ignition. Chemiluminescence from PRF95/air combustion was observed in the outer re-
gion especially in the top half of the shock tube where only the fuel/air mixture burns. In contrast, 
the propagation of the luminescing reaction zone towards the bottom half is driven by the pen-
etration depth of the injected droplets. The injection of a droplet spray strongly influences the 
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trace of chemiluminescence and pressure. Figure 74 shows that the signal intensities rise directly 
after injection. No clear ignition delay can be defined. More or less different types of combustion 
of the spray followed by a first and second ignition steps were identified. The flame-edge detec-
tion algorithm shows that the luminescing reaction zone fills the entire observed plane before 
the main gas in the front or back of the imaging plane ignites.  

 
Figure 74: Detected signals over time corresponding to Figure 72 and Figure 73 at T5 = 830 K, needle lift: 80 % 

[124]. 

In comparison to the injection with high droplet mass, cases with injection of less droplet mass 
look similar to the ignition of pure PRF95 in synthetic air. Figure 75 shows the local ignition of 
PRF95 in synthetic air triggered by two different sources. The first three frames show two drop-
lets flying through the combustion chamber, igniting the surrounding fuel/air mixture at 6 and 
7.5 ms respectively. At the same time, particles from the diaphragm trigger the ignition far up-
stream from the endwall in the bottom half of the tube as described by Tulgestke et al. [154] and 
Troutman et al. [191]. All ignition spots initiate propagation of the reaction zone through the 
unburned gas.  
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Figure 75: Ignition of PRF95/air triggered by particles and droplets at different locations in the tube on a similar 

time scale at T5 = 780 K, needle lift = 35 % [124]. 

The effect of droplets on the ignition process with respect to the ignition delay times can be seen 
in Figure 76 comparing the traces of pressure and OH* emission of PRF95/air ignition without 
and with injection at different needle lifts at one temperature. The temperatures of 770 and 
780 K selected in Figure 76 with a 10 K difference have a negligible influence on the ignition delay 
time in the NTC regime. In case of injection, the ignition delay time decreases as seen from both 
the pressure and the OH* signal trace. Injecting more droplets does not decrease the ignition 
delay time much further. The amount of dodecane injected has less influence on the ignition than 
the fact that droplets were injected at all. The pressure response is a better indicator for pre-
ignition than OH* because of the narrow detection angle and thus the localized information de-
tected by the latter. The pressure trace shown on the left side of Figure 76 indicates that an 
increase of injected liquid increases the pre-ignition intensity. Because the pressure response is 
comparably weak and chemiluminescence signal is recorded through a spatially confined view 
the location of ignition the local impact of the droplets should be followed by imaging. For the 
impact on ignition delay time the classic pressure and chemiluminescence techniques are suffi-
cient. 
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Figure 76: Pressure and OH* signals at comparable conditions with variation of the injected liquid volume. () 

PRF95/air ignition T5 = 770 K, () PRF95/air ignition with injection of dodecane at needle lift = 40% and 

T5 = 780 K, () PRF95/air ignition with injection of dodecane at needle lift = 80 % and T5 = 780 K [124]. 

Figure 77 shows the ignition delay times determined by the extrapolation of the steepest rise of 

the OH* chemiluminescence signal to the background level of PRF95/air at  = 1 and the effect 
of droplets. The dashed black line shows the ignition delay time simulated for a zero-dimensional 
batch reactor with constant pressure in Chemkin [123] using the mechanism from Cai and Pitsch 
[148]. The solid black line considers a dp/dt of 2%/ms in the first 3 ms typical for these conditions 
in this shock tube. Symbols represent results from single experiments. The black open squares 

are experiments with a PRF95/synthetic air mixture at  = 1 without injection (reference case). 
The ignition delay times without injection agree to the predictions of the mechanism and data 
measured in the past published in refs. [192-194]. 

 
Figure 77: Simulated and experimental ignition delay time of PRF95/air mixtures ( = 1) and 20 bar and the impact 

of droplets on the ignition delay time [124]. 

The red squares and stars represent the ignition delay time with injection of dodecane. Solid 
squares are results with minor needle lift of 35 or 40% and stars with 80% needle lift. The influ-
ence on the ignition delay time by the amount of injected liquid is minor: Small trend of more 
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droplets lead to little faster ignition. The Arrhenius plot shows that the effect of the droplets is 
small at gas temperatures higher than 800 K. Through injection, the NTC-region becomes more 
pronounced and widen as it is for homogenous gas mixtures. At 750 K the local minimum in igni-
tion delay time is reached. Lower gas temperatures do not decrease the ignition delay time fur-
thermore. Injection of base oil (blue squares in Figure 83) shows the same trend as the dodecane 
but less impact on ignition delay time. This behavior can be explained by higher boiling point of 
the base oil meaning lower evaporation rates but the difference in the chemical composition 
might be also the cause. 

5.2.3.4 Impact of base oil and base oil/fuel droplets on the autoignition of PRF/air mixture 

Base oil, the main component in lubricant engine oil, was investigated and the results of this 
study were published in a SAE technical paper contributed for the JSAE/SAE Powertrains, Fuels 
and Lubricants International meeting (2019) [152] and additional work on this topic was pre-
sented at the “Flammentag” 2019. The following section is a reprint of different parts of both 
works. All results are based on my own work. 
The influence of injected base oil was investigated for a temperature range of 750–950 K at a 
pressure of 20 bar. Figure 78 shows one image sequence of the ignition of PRF95 with injection 
of oil. Figure 78, frame 1, label (a) shows local droplet ignition at the top of the tube in the focal 
plane, after the droplet was distracted while crossing the turbulent interface. The flame area (b) 
next to area (a) is further away from the endwall having less intensity that was only detected by 
the blue channel of the RGB-camera detector without bright spots and a less sharp structure. 
Because of the position of the ignition spot we can conclude that this spot originates from gas 
ignition. 

 

Figure 78: Local ignition of droplets of base oil injected into PRF95/air.  = 1, p5 = 20.8 bar, T5 = 760 K [152]. 

In the bottom area, several yellow spots simultaneously appear that transit into flame propaga-
tion (Figure 78, frame 1–5). Because these spots are all behind the measurement plane, they are 
out of focus. We presume that these are small particles from the aluminum diaphragm as also 
reported by Tulgestke et al. [145] and discussed in section 4. Since flame area (a) is in the field of 
view of the photomultiplier, the chemiluminescence signal (Figure 79, red trace) increases 
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starting with the first frame shown in Figure 78 (frame 1). The pressure signal (Figure 79, black 
trace) also starts to rise with image 6 due to the heat release of the early combustion. 

 
Figure 79: Variation of pressure and chemiluminescence intensity for the measurements shown in Figure 78 [152]. 

UV/VIS high-repetition-rate imaging was used to distinguish between various ignition effects in 
time and space. Processes of interest are the volumetric ignition in the gas phase and local igni-
tion initiated by the injected liquid.  
The following results were generated with the experimental setup shown in Figure 12 combining 
the injector, the LIF technique and the simultaneous imaging in the UV/VIS through the transpar-
ent endwall described in chapter 3. 
The frames before the onset of the local ignition were examined for intensity fluctuations, which 
originates from the alternating LIF pulses. As an example of the observed ignition phenomena 

color images from an experiment at T5 = 760 K and p5 = 21 bar are presented in Figure 80 which 
shows ignition close to the injector triggered by a droplet. The frames are cropped images that 
are background-corrected and displayed with a dynamic intensity scale maximizing the contrast 
in each frame. In the first row of Figure 80, LIF from a droplet can be seen in frame 1, 3, and 5 
(denoted with arrows). In Frame 7, the droplet can no longer be observed. 5.28 ms after the 
reflected shock wave has passed the measuring plane ignition was detected at the position where 
the droplet was seen before. 500 µs later the flame area is large and the intensity is strong 
enough to be detected by the flame edge detection algorithm that uses the blue channel of the 
RGB color sensor, which is shown in Figure 81. 
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Figure 80: Images sequence with dynamic intensity scaling showing local ignition of an oil droplet in PRF95/air mix-

ture at  = 1, T5 = 760 K, and p5 = 21 bar, [195]. 

Ignition was recorded by the color camera and the OH* imaging system simultaneously. While 
the color images are background-corrected only, the OH* images are also white-field corrected. 
The left side (the first three columns) of Figure 81 shows the blue channel from the color camera. 
It collects mainly emission from CH* and CO2* that are formed in the flame. Both sequences are 
shown in false color. The results of the edge detection are shown by the red contours in Figure 
81. 
In the first frame at 5.3 ms, the local ignition at the droplet position as already seen in Figure 80. 
On the right side of Figure 81, the corresponding OH* images are shown. The sensitivity of the 
intensified camera is much higher than that of the RGB camera. In the following frames, the OH* 
images show areas of flame before these appear in the images of the blue channel of the color 
camera. 
While the flame triggered by the droplet propagates into the unburned gas, additional bright 
spots appear on the left. The origin of these spots cannot be clarified because their starting point 
is not in the field of view. Three local flames (denoted with indexes a, b, c) propagate through 
the unburned gas, and they propagate faster tangentially than in the radial direction. The differ-
ent flames merge and finally, when the volumetric ignition starts after 9.9 ms, the flames cover 
the whole focal plane. The intensity of volumetric ignition saturates the camera sensors. The first 
formation features of OH* were of interest in this study, therefore, the gain of the image inten-
sifier was increased with the drawback of saturation in the late stage of the process. In contrast, 
the images from the color-camera contain useful information for a longer time. The wide spectral 
range separated into three channels enabled distinction of different phenomena: The blue chan-
nel shows flame chemiluminescence (mainly CH* and CO2*). The green channel shows the LIF 
signal from the droplets and the red channel the incandescence from hot particles like soot. The 
signal from the blue channel was used for flame edge detection for a comparison between the 
imaging systems shown in Figure 82.  
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Figure 81: Simultaneous images sequence from the blue channel of the color camera (left) and the OH* imaging 

(right) of PRF95/air ignition triggered by an oil droplet [195]. Same experiment as in Figure 80. 

The traces of the normalized burned area from both image sequences (solid and dashed red lines 
in Figure 82) are similar in shape, however, the trace from the OH* camera is slightly shifted in 
time. The shift is due to the threshold-based algorithm that uses the background signal to set the 
threshold.  
For the two image sequences shown in Figure 81 the image intensity was integrated over each 
frame (solid and dashed green lines in Figure 82). The integrated intensity starts to increase af-
ter 6 ms and the volumetric ignition takes place at 9.8 ms accompanied with strong light emis-
sion. The normalized burned area (defined in section 3.1.3) contains information on the spatial 
progress of ignition, while the integrated signal considers the intensity of light emission. This 
intensity is the light emission integrated over the observed volume. For comparison, the pres-
sure trace, the OH* signal detected by the photomultiplier, and the injector timing are shown in 
Figure 82 as well. Comparing the signal traces of the cameras with the pressure and OH* from 
the PMT, the integrated intensity of the blue channel fits much better to the pressure trace. 
The progress of ignition is well described by the integrated intensity. The heat release from the 
early local ignition is not high enough to lead to a measurable rise in pressure. In contrast, the 
OH* signal from the PMT only rises when the local flame reaches its field of view (limited by the 
small optical access), which is narrow compared to the UV camera that detects nearly the en-
tire volume of the shock tube. The camera system allows determining the onset of the local ig-
nition. 
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Figure 82: Comparison of OH* high-speed imaging and blue channel of color high-speed imaging over time corre-

lated with pressure and PMT response [195]. 

Figure 83 shows the ignition delay times for the PRF95/air mixture in an Arrhenius plot. The black 

squares show ign for the gas mixture without injection and the solid line the simulated results as 
already shown in Figure 26. By chance, the first experiments without oil injection were performed 
after other, unrelated experiments that produced much soot. Despite thorough cleaning after-
wards, with each successive experiment, the shock tube became cleaner still. Therefore, addi-
tional experiments in this critical temperature range from 800–870 K were performed and it was 
decided to include all data points in Figure 83 red square, and indeed the later experiments show 
less scatter. 
Figure 83 shows that the ignition delay time is not sensitive to the presence of droplets (blue 
squares) for temperatures above 800 K. Below this temperature the ignition delay time is in the 
range of shortest ignition delay times measured for pure PRF95/air mixtures. In absence of oil 
droplets, the mixture exhibits slight NTC behavior (dashed black line), while in the presence of 
these droplets the NTC becomes more pronounced (dashed blue line). The simulations under-
predict both trends of NTC behavior. 
In contrast to the ignition delay time of volumetric ignition, which exhibits a clear trend, the local 
ignition delay times without injection show strong scatter. The injection of base oil has no influ-

ence on local over the entire temperature range (solid blue and black circles). The local ignition 
delay times are in the scatter without injection. A direct comparison of the black circles and the 
blue ones is not possible because the ignition process proceeds in two different ways. The black 
circles show local ignition in the gas triggered by gas-dynamic effects discussed in chapter 4.1, 
while the blue circles show local ignition triggered by droplets. Although the local ignition sources 
are totally different, they appear nearly simultaneous.  
In case of base oil injection, local ignition in the vicinity of the droplet was observed for gas tem-
peratures down to 750 K which is much lower than the local ignition of base oil in shock heated 
air observed for temperatures down to 900 K. Therefore, an interaction of the droplet with the 
surrounding gas is likely. 
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Figure 83: Ignition delay times and time until local flame occurs for PRF95/air with  = 1 and p5 = 20 bar with injec-

tion of the base oil. Blackline: ign. from a constant-pressure simulation with the mechanism from Cai 
and Pitsch [148]. The two dashed trend lines and the red box are discussed in the text [152]. 

The large scatter of the local ignition delay makes it difficult to find a correlation between local 
and global ignition delay. Nevertheless, it has to be assumed that the evaporated droplet mole-
cules might interact in the fuel reaction pass  by enrichment, enhances the chain-branching pro-
cess causing faster volumetric ignition at low temperatures. This is in line with the results by Kuti 
et al. [76] who found that in an ignition quality tester, base oil reduced the ignition delay time of 
iso-octane. With decreasing temperature, the promoting effect of base oil increases and rein-
forces the NTC behavior. Further investigations should be carried out to explain this effect. 
Previous studies have shown that fuel from direct injection wetting the liner has an influence on 
the LSPI frequency [63, 72]. To understand whether this is due to a chemical effect, the base oil 
was mixed with PRF95 1:1 by volume. This was also done for all samples containing a single lub-
ricant additive. In this series of measurements, in most cases the ignition of the mixture starts 
locally at the droplet itself. With increased temperature, the reactivity of bulk gas mixture in-
creases and promotes local gas ignition that starts somewhere in the end gas and competes with 
the local droplet ignition. In other cases, like that shown in Figure 84, combustion starts at the 
droplet (denoted with red contour in image 1) and a flame propagates from there through the 
fuel/air mixture. 
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Figure 84: Local ignition of droplets of a mixture of base oil and PRF95 in a gas mixture of PRF95/air.  = 1, 

p5 = 20.4 bar and T5 = 856 K, injection of base oil + PRF95. The pressure trace of this experiment is 
shown in Figure 85 [152]. 

 
Figure 85: Variation of pressure and chemiluminescence intensity during the measurements shown in Figure 84 

[152]. 

In the local ignition area of the evaporated droplet (oil/fuel mixture), at first, soot is produced as 
indicated in Figure 84, image 1, by the yellow luminescence, while the later flame propagation 
emits blue light (image 2-9). After 10.1 ms (Figure 84, frame 9) the flame already covers the field 
of view. Figure 85 shows the accompanying weak OH* emission and pressure rise at about 10 ms, 

prior to volume ignition at ign. = 12.3 ms. 

In general, over the whole investigated temperature range, ign. with injection (Figure 86, red 
filled squares) is slightly reduced compared to that without injection (black open squares), while 
the stronger NTC behavior is the same as for the injection of base oil. The experiment in the red 
box in Figure 86 is an outlier and does not follow this trend. In terms of local ignition delay, 

-2 0 2 4 6 8 10 12 14

0

20

40

60

80

100

P
re

s
s
u
re

 /
 b

a
r

Time / ms

 Pressure

0.0

0.4

0.8

1.2

1.6

2.0

 OH* signal PMT

 Normalized burned area

 Needle operation (Injector)

In
te

n
s
it
y
 /
 a

rb
. 
U

. 

6

7

9

1 2
3
4

5

8



96 5.Ignition experiments with defined inhomogeneities 
 

 

injection of the fuel/oil-mixture shows the same lack of effect that injection of pure base oil 
shows (Figure 86). A closer look at Figure 86 shows one outlier at 770–780 K marked by the blue 
box. Here, the droplets ignited earlier (red filled circle) compared to local gas-ignition for pre-
mixed PRF95 only (black open circle), but the volume ignition delay is not reduced to the same 
extent. In this case, flame propagation was found to be very slow in case of injection compared 
to the corresponding experiment without injection. In an engine, such an outlier showing ex-
treme early local ignition could act as a trigger for a (rare) LSPI event. It is expected that the 
following flame propagation and volumetric ignition would be faster in an engine as the local 
ignition occurs in the compression stroke, will show strong pressure response. 

 
Figure 86: Ignition delay times and time until local flame occurs for PRF95/air with  = 1 and p5 = 20 bar with injec-

tion of the base oil mixed with PRF 95 50:50 v/v%. Black line: ign. simulated with the mechanism from 
Cai and Pitsch [148]. The two dashed trend lines and the boxes are discussed in the text [152]. 

Figure 87 shows a comparison of local ignition local for the injection of pure base oil and base oil 
mixed with PRF95. These data were already contained in Figure 83 and Figure 86, but the direct 
comparison here shows two trends more clearly. First, the presence of liquid PRF95 clearly en-
hances the reactivity, resulting in shorter local ignition delay. Only for one set of experiments at 
the highest temperature of about 960 K the droplets without PRF95 ignited before those in the 

corresponding experiment with pure base oil. Second, local shows a local minimum at low tem-
peratures that appears like a strong instance of the classic NTC behavior of large hydrocarbons. 
The ignition of a locally spatio-temporally inhomogeneous mixture of air, PRF95, and evaporated 
oil components may be more complex than the homogeneous ignition experiments yielding the 
NTC region in an Arrhenius plot, but at least the phenomenological similarity is striking and war-
rants further investigation. 
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Figure 87: Comparison of time until local ignition occurs for injection of base oil vs. injection of base oil mixed with 

PRF95 50/50 vol.%. Bulk gas: PRF95/air,  = 1, p5 = 20 bar [152]. 

5.2.3.5 Impact of ZDDP and fuel in base oil droplets on PRF95 ignition 

Adding a single additive component to the base oil in very high concentration compared to the 
amount in a fully formulated oil should be noticeable (if it had an impact) and reveal the role the 
component would play in the ignition process. The results shown in section 5.2.1 indicate that 
ZDDP is very reactive, especially at high concentrations like in the tested sample. The ignition 
delay times with injection of base oil droplets containing ZDDP into the PRF95/air mixture shown 
in Figure 88 confirm this finding, where shorter ignition delay times were obtained. At low tem-
peratures, the ignition delay time is shorter and at temperatures over 850 K very short ignition 
delay times were randomly observed. Furthermore, when the fuel was added to the sample by 
1:1 vol.%, the ignition delay time was less reduced again and is in-between the delay of pure gas 
and that of the results without added fuel. 

The findings showed that the overall reactivity is driven by the amount of ZDDP and that the 
dilution of the sample extend the ignition delay time. 
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Figure 88: Ignition delay time and local ignition delay of base oil mixed with ZDDP, base oil mixed with 

ZDDP + 50 vol.% PRF95 in PRF95. 

RGB-imaging was performed for all tests with Zinc diphosphate (ZDDP). Figure 89 shows an ex-
ample of local ignition induced by a droplet of base oil + ZDDP + fuel. The high reactivity of the 
droplet leads to very early local ignition while the injection process is not fully completed. The 
first released droplet (1.6 ms) initiates the ignition followed by flame propagation. Although this 
process started early, the impact on the volumetric ignition was found to be minor. The trace of 
OH* and pressure shown in Figure 90 match with an early strong pre-ignition with a volumetric 
ignition after 7.8 ms. 

 

Figure 89: Ignition process in the shock tube after injection of ZDDP dissolved in base oil mixed with PRF95. Condi-

tions: Mixture: PRF95/air at  = 1; T5 = 870 K. 
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Figure 90: Pressure, chemiluminescence, and intensity traces evaluated from the image sequence shown in  

Figure 89. 

5.2.3.6 Impact of detergents containing Ca or Mg on the ignition of PRF95/air 

Besides the anti-wear additive ZDDP, detergents are a major component of lubricant additive 
package and are known to impact the LSPI process [7-10]. The sample in this study called “Ca-
detergent” consists of base oil containing only one single Ca-based detergent. The Ca-based de-
tergent reduces the ignition delay time of the multiphase mixture shown in Figure 91 (blue and 
red symbols) more than any other tested sample. The reduction of ignition delay time was signif-
icant over the whole temperature range. Fuel was added to the sample in the same manner as 
before to evaluate whether the interaction oil/fuel enhances the reactivity of the Ca-based de-
tergent, but the opposite was found. The dilution of the Ca-based detergent in the sample 
through fuel addition causes a decrease of the reactivity of the sample. 

 
Figure 91: Ignition delay time and local ignition delay of Ca-detergent /+ 50 vol.% PRF95 in PRF95. 

An example of an observed ignition of a droplet containing Ca-based detergent was performed 
at a gas temperature of 800 K. The image sequence in Figure 92 shows local droplet ignition oc-
curring on the bottom right labeled by the index a. Local ignition was first triggered by a hot 
membrane particle marked b far upstream the shock tube. After 5.8 ms (frame 3), another 
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droplet marked c appears in the images that causes ignition in the following frames. The color of 
the burning droplet is shifted to the red (frame 7 and 8) compared to the observations made for 
the other samples shown in Figure 84 and Figure 89. 
Local ignition is detected as pre-ignition in pressure and OH* traces after the droplet ignition 
when the flame reaches the observation area of the PMT and the pressure transducer.  

  
Figure 92: Ignition process in the shock tube after injection of Ca-containing detergent dissolved in base oil. Condi-

tions: Mixture: PRF95/air;  = 1; T5 = 810 K. 

 
Figure 93: Pressure, chemiluminescence, and intensity traces evaluated from the image sequence shown in  

Figure 92 

There are two types of detergents that are always in discussion when talking about LSPI. The Ca-
detergent that promotes LSPI and the Mg-based detergent that seems to have no effect and can 
be used as an additional component to reduce the concentration of Ca-based detergent in the 
additive package. Besides the engine test results in [7, 10, 67, 72, 196] and the study of Yuusuke 
et al. [73] using a RCM, there is no study that directly measures the relative reactivity in a single 
cycle. 
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Figure 94 shows high-repetition-rate image series during the ignition of a droplet containing Mg-
based detergent and PRF95 in a mixture of 1:1 vol.%. The flame of the droplet appears dark red, 
even darker than the flame of the Ca-based detergent shown in Figure 92.  

 
Figure 94: Ignition process in the shock tube after injection of Mg-containing detergent dissolved in base oil in mix-

ture with PRF95. Conditions: Mixture: PRF95/air at  = 1, T5 = 760 K. 

 
Figure 95: Pressure, chemiluminescence, and intensity traces evaluated from the image sequence shown in  

Figure 94. 

The local ignition delay time is in the typical range as it would be without injection (Figure 96). 
The local ignition initiates flame propagation, but the overall reactivity was slow compared to the 
other additives. No pre-ignition signal by the PMT prior the global ignition of fuel/air was ob-
served in Figure 95 because the emission from local ignition could not be detected by the detec-
tors due to the confined optical access.  
The same was observed for the local ignition delay time, which was in the range of the cases 
without injection. The most striking observation is the occurrence of pre-ignition that was ob-
served more often when the liquid fuel was present. In this test, no longer ignition delay times 
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than those known for the pure gas mixture were observed, which is attributed to the test 
method. The local intrusion of ignition sources can trigger local processes that accelerate the 
global process but cannot have a contrary effect on the global gas reaction.  

 
Figure 96: Ignition delay time and local ignition delay of Mg-detergent /+ 50 vol.% PRF95 in PRF95. 

Mg-based detergent in a droplet was able to initiate local ignition of the droplet. But the Mg-
based detergent has no crucial effect on the ignition delay time of the mixture. Adding fuel to 
the oil droplet did not enhance the overall reactivity of the mixture. This means that the Mg-
based detergent inhibits the reactivity of the lubricant oil with the surrounding fuel mixtures. In 
the context of LSPI, the results confirm that the Mg-based detergent should be added to reduce 
the amount of Ca-based detergent in the oil. 

5.2.4 Discussion and outcomes of the impact of lubricant oil/compounds or droplets 

on the ignition of PRF95/air 

An impact of lubricant oil on pre-ignition was observed in several IC-engine studies [7-10, 76, 
197] but the process is not fully understood. It is generally assumed that oil droplets are splashed 
into the reaction chamber and initiate local ignition, but there is no evidence for this at all. There-
fore, evaporation and decomposition products in the gas phase are potential ignition sources, 
too.  
Analysis of decomposition and evaporation products of oil additives result in hydrocarbons and 
different sulfur-containing species, which were tested for their potential on pre-ignition in com-
bination with fuel surrogates. No change in ignition delay time was found, even for very high 
concentrations of 1000 ppm. It is unlikely that pre-ignition in engines is a pure gas-phase phe-
nomenon. Gas-phase reactions can play a role when locally enriching the mixture by evaporation 
of oil on hot surfaces in the combustion chamber. This would have the same effect as ignition in 
the trace of a droplet as it was observed by Ohtomo et al. in an RCM [71].  
With injection of lubricant oil droplets into fuel/air mixtures behind reflected shock waves, this 
work investigated both, surface reactions on the droplet as well as ignition in the evaporated 
trace. The presented results of different droplets influencing the ignition delay time was found 
to depend on the sample composition. But scatter in the data of all reference experiments and 
those with injection makes it difficult to clearly conclude whether there is an effect. The uncer-
tainty in temperature is discussed in Appendix A. But the repeatability to match the conditions is 
much higher than the accuracy of temperature determination of a single experiment. The meas-
ured ignition delay times scatter slightly. Detailed analysis of images and signal traces have shown 
that the ignitions scatter because of non-ideal effects. These effects are less strong for PRF95/air 
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mixtures in comparison to the results of ethanol, but are verifiable. One way would be to identify 
all data points that suffer from non-ideality and delete those to generate a clean reference line. 
But then the same must be done for cases with the injection of droplets. Here the identification 
is more difficult because the origin of the effect in pressure or chemiluminescence must be clar-
ified whether it is due to the droplet or non-ideality. Both phenomena coexist and appear in one 
experiment like local ignition in the gas and local ignition around a droplet.  

Do the droplets impact the ignition delay time?  
All data points were considered, those with and without non-ideal behavior. The non-ideal be-
havior underlies statistics for each specific condition. The experiments with injection of droplets 
follow the same statistical behavior, and are additionally affected by the impact of the droplets. 
By running a significance test for the different injection samples, it was possible to prove whether 
the difference in ignition delay time is due to the statistics of non-ideality or whether the differ-
ence is too large so that it could not be covered within a 95 % confidence interval. Table 3: Sig-

nificance table for all injected samples (α = 0.05) shows the result of two different significance 
tests for the injected samples. The t-test is more restricted than the u-test. For more information 
about the tests see Appendix B. 
Table 3: Significance table for all injected samples (α = 0.05). 

Sample t-test u-test 

Dodecane Significant impact Significant impact 

Base oil No impact No impact 

Base oil + PRF95 No impact No impact 

ZDDP Significant impact Significant impact 

ZDDP + PRF95 No impact No impact 

Ca-detergent Significant impact Significant impact 

Ca-detergent + PRF95 Significant impact No impact 

Mg-detergent No impact No impact 

Mg-detergent + PRF95 No impact No impact 

 
n-Dodecane is a mid-length alkene while base oil mainly consists of comparably long alkenes. The 
impact on the ignition delay time of n-dodecane was higher than it was for base oil. Statistically, 
base oil did not show an effect. Nevertheless, it seems that the base oil shows ignition delay 
times in-between the pure PRF95 and the n-dodecane. An explanation could be the needed evap-
oration energy of base oil compared to n-dodecane while the structure of the species is similar 
and distinct mainly in length. 
In contrast to the n-dodecane, the samples containing additives like ZDDP or Ca-detergent 
showed an impact, which is clearly linked to the chemistry of individually components. The 
TGA/DSC measurements showed extreme reactivity of ZDDP when heating over 200°C. The pure 
base oil starts to decompose at temperatures over 230°C. Although base oil containing Ca-deter-
gent evaporates/decomposes at much higher temperatures, it has an impact on the ignition. Only 
an interaction of the Ca-detergent with its gas phase environment can explain this observation. 
Mixing fuel to the samples decreases the effect, which means that the concentration of the ad-
ditive is important for the impact on the ignition delay time. Also, the observed effect of liner 
wetting is more a mechanical one of washing the oil from the line, which promotes accumulation 
of oil in the crevice and changes the surface tension.  



104 5.Ignition experiments with defined inhomogeneities 
 

 

The Mg-detergent is very similar to the Ca-detergent in structure, but thermo-analysis showed 
that more heat is necessary for evaporation and decomposition which can be the more critical 
parameter for the inhibition properties. 
Some droplets have an influence on the ignition delay time and others do not. All droplets ignite 
locally which is followed by a flame propagating through the gas mixture, resulting in volumetric 
ignition. Because the volumetric ignition delay time differs for different injected samples the 
mechanism of action for the transition from local to volumetric ignition should be further inves-
tigated.  
Therefore, the time until local ignition occurs for the different droplet samples was compared. 
The local ignition of the pure gas phase cannot be referred to as a reference, because the mech-
anism of action is different from that of droplets. Instead, base oil that was used as a solvent in 
all samples was chosen as a baseline for comparison of local droplet ignition delay times.  
1. Only base oil containing ZDDP or Ca-detergent mixed with PRF95 showed significantly 

shorter local ignition delay times than pure base oil droplets using the u-test. Absolute times 
are shown in Figure 97. For these cases, a significant influence on the volumetric ignition 
delay time was found in the t- and u-test.  

2. The local ignition delay times of dodecane droplets are in-between the local onset of base 
oil droplet ignition and those of ZDDP or Ca-detergent. samples and are still significantly 
shorter. The volumetric ignition was significantly affected by the injection of dodecane, too.  

 
Figure 97: Onset times of local flame for all samples that show a significant difference to injection of base oil and 

the onset times of base oil mixed with PRF95. 

The good agreement of the significant difference in local ignition delay time and the volumetric 
ignition delay time indicates that the timing of local ignition is important for the volumetric igni-
tion. Because different effects impact the volumetric ignition delay time the onset of local droplet 
ignition is potentially the better indicator to study the likelihood of an additive in context of LSPI. 
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6 Conclusions and outlook 

This work combines different high-repetition-rate imaging approaches and new shock-tube tech-
niques to study homogeneous and inhomogeneous ignition of fuel/air mixtures at engine rele-
vant conditions. Inhomogeneous ignition in the context of engine application was studied under 
idealized conditions in a high-pressure shock tube. Therefore, defined inhomogeneities in tem-
perature and mixture composition were introduced to trigger local ignition behind the reflected 
shock wave. The ignition was followed by non-intrusive measurement techniques with spatial 
and high-temporal resolution.  
High-repetition-rate imaging through a 10-mm diameter optical access in the sidewall was per-
formed using endoscopic optics. Imaging from the endwall was performed in addition through a 
transparent endwall with an aperture of 80 mm endwall. The special feature of the optical end-
wall is the large aperture sustaining extremely harsh conditions; endwall pressures in p5 of 20 bar 
at temperatures up to 1400 K. Peak pressures in the ignition of up to 150 bar were measured for 
experiments while the optical endwall was installed. Endwall imaging with such a wide angle of 
view at these high pressures is unique.  
Simultaneous high-speed imaging in the UV and visible range enabled detailed ignition studies of 
homogeneous fuel mixtures. PRF95 and ethanol were studied in air to identify non-idealities re-
sulting in different ignition modes. It was found that local ignition around particles has no impact 
on the volumetric ignition delay time when the number of particles is reduced by cleaning. 
Pre-ignition takes place at low temperatures due to gas dynamic effects that lead to non-uni-
formity in temperature. Bifurcation of the shock wave was not observed in the pressure traces. 
However, the formation of vortex close to the sidewall with strong pressure and temperature 
gradients are potential local ignition sources. This fits well to the observed local gas ignition close 
to the sidewall and is confirmed by the finding that an increase of thermal dissipation by dilution 
with nitrogen or helium helps to suppress local ignition. 
The impact of a hot surface on the ignition delay time underlines the findings of local ignition 
around hot particles. The local ignitions depended on the temperature T5 and the surface tem-
perature Ts. The energy dissipation of the hot surface is small compared to the energy content of 
the reactive volume. Therefore, the local ignition kernels have no significant impact in the volu-
metric ignition on short time scales up to 15 ms.  
Injection of single droplets behind reflected shock waves was realized by modification of a mi-
crodispensing injector. The droplets were visualized by high-repetitive alternating LIF imaging to 
distinguish between LIF signal from droplets that are present in every second image and burning 
particles that are present in all frames and emit in the similar wave length. This was applied to 
the high-pressure shock tube for the first time. The injection of droplets showed that the low-
temperature range is affected when the chemistry is comparably slow and therefore, the drop-
lets have time to locally ignite and accelerate the volumetric ignition. The scatter in the data in 
combination with low effects necessitates statistical analysis.  
Droplets of n-dodecane as well as base oil containing high concentration of ZDDP or Ca-detergent 
was found to significantly reduce the ignition delay time. 
The onset of local ignition was introduced to describe the local reactivity of the droplet and the 
initiation of the flame. Differences to the pure (local) gas-phase ignition and droplet induced ig-
nition were found. The ZDDP and Ca-detergents containing samples show a significant reduction 
in local ignition delay time. Droplets of n-dodecane as well as base oil containing high concentra-
tion of ZDDP or Ca-detergent were additionally found to significantly reduce the volumetric igni-
tion delay time. 
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Additive concentration was important for the impact on volumetric ignition. Therefore, local ig-
nitability of the droplets in combination with the impact on the volumetric ignition process is a 
good criterion to rate the relevance of the additive for LSPI.  

The results of this work point out a possible to suppress non-ideality effects in the shock tube in 
further studies. This will be beneficial to separate inhomogeneous ignition triggered by non-ide-
alities from the local ignition triggered by the artificially introduced ignition sources. 
CFD simulations would further help to understand non-ideal effects in shock tubes. With increas-
ing computational power, high-pressure shock-tube simulations will further promote the under-
standing of the observed processes to optimize facility-dependent effects. The further develop-
ment of simulation and shock-tube experiments is thus a mutually influencing process that needs 
to be focused in the near future. 
To fully understand the impact of droplets on the local ignition, conditions must be found where 
the gas ignition is ideal but still sensitive to intentionally introduced ignition sources. At these 
conditions, the experiments of this work should be verified and further optimized. In a next step, 
the injector should be moved to the top position and the laser should be coupled in from the 
bottom to improve the separation of the droplets and their deflection. In addition, alternative 
optical methods should be brought back into discussion.  
Subject of future investigations should be a model liquid like n-dodecane with well-known prop-
erties in evaporation and ignition to verify the experimental results with known models. In fur-
ther steps the studies should be supported by CFD simulations implementing reaction chemistry. 
Based on the findings using helium as a diluent to suppress pre-ignition in homogeneous shock 
tube experiments the potential of CO2 is interesting and has the benefit to be close to the EGR 
application in IC engines.  
The results of this work are a milestone in shock-tube technique, fundamental for further devel-
opment of advances liquid fuels and lubricant oils based CO2 neutral components for meeting 
future environmental requirements. 
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9 Appendices 

9.1 Appendix A: Uncertainty and error calculation  

Uncertainty of temperature determination 
Reaction kinetics are strongly temperature-dependent, therefore, an accurate determination of 
the temperature behind the reflected shock wave is essential for analyzing the experimental re-
sults. The temperature behind the reflected shock wave depends on the initial temperature T1, 

the Mach number M and the isentropic exponent  

 𝑇5 = 𝑇1

[2(κ − 1)M2 + (3 − κ)][(3κ − 1)M2 − 2(κ − 1)]

(κ + 1)2M2
 (48) 

The initial temperature T1 is very well known because the shock tube and the vessel are heated 
by regulated heating wires with thermocouples. The Mach number depends on the velocity of 
the incident shock wave u1 and temperature T1 as shown in equation (49). 

 M =
𝑢1

√κ𝑅𝑇1

 (49) 

The  depends on the specific speed of sound in the gas a, the specific mass m, the universal gas 
constant R and T1. 

 κ =
𝑎2𝑚

1000 𝑅𝑇1
=

𝑐𝑝

𝑐𝑉
 (50) 

The uncertainty in T5 is strongly dependent on the uncertainty of the Mach number, which mainly 
depends on the velocity of the incident shock wave which is measured in each experiment. To 
calculate the error of a measured value, the sum of each error in the measurement propagates 
in the total error. The velocity is not measured directly; instead, the velocity is calculated over 
three distances by: 

 𝑢i =
𝑑𝑥i

𝑑𝑡i
 (51) 

The error of the velocity in each point depends on the uncertainty of dx and dt. Eric Petersen 
published the characterization of a shock tube in 2005 including an uncertainty calculation for 
the measured dx/dt [198]. The uncertainty of dx depends on the precision of the tool used to 
measure the distance between the pressure transducers, which was below 0.1 mm. A maximum 
error was assumed δdx = 0.1 mm. The uncertainty of time measurements is the sum of used de-
vices. This method does not make sense here because dt is relative. The rising time in the pres-
sure trace was about 4 µs with a sampling rate of 1 µs. In a worst-case scenario, a max error δdt 
of 2 µs is extremely conservative. The standard deviation of the velocity ui can be calculated as: 

 σui
= √(

𝜕𝑢1

𝜕(d𝑥)
𝛿dx)

2

+ (
𝜕𝑢1

𝜕(d𝑡)
𝛿dt)

2

= √(
1

d𝑡
𝛿∆x)

2

+ (
−d𝑥

d𝑡2
𝛿dt)

2

 (52) 

This is the uncertainty of each measured velocity between the pressure transducers. To consider 
the attenuation of the shock wave, the velocity is linearly extrapolated using the method of min-
imized weighted sum of squares as shown in equations (53), (54), and (55). 

 ∆= ∑
1

σi
2

𝑖

∑
𝑥i

2

σi
2

𝑖

− (∑
𝑥i

σi
2

𝑖

)

2

 (53) 
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 𝑎 =
1

∆
(∑

𝑥i
2

σi
2 ∑

𝑢i

σi
2 − ∑

𝑥i

σi
2 ∑

𝑥i𝑢i

σi
2 ) (54) 

 𝑏 =
1

∆
(∑

1

σ𝑖
2 ∑

𝑥i𝑢i

σi
2 − ∑

𝑥i

σi
2 ∑

𝑢i

σi
2) (55) 

The uncertainty of the factors a and b of the linear regression can be calculated with reference 
to Herbon [199]: 

 σa
2 =

1

∆
∑

𝑥i

σi
2 (56) 

 σb
2 =

1

∆
∑

1

σi
2 (57) 

The standard deviation for the fit σ can be calculated based on the scatter in the linear regression: 

 σ2 =
1

𝑁 − 2
∑(𝑢i − 𝑎 − 𝑏𝑥i)

2 (58) 

The number of data points is N. Beside the standard deviation a goodness-of-fit parameter 2 can 
be used. Using the optimum regression, the goodness-of-fit factor can be used to recheck the 
estimated uncertainty for dt and dx. As the influence of dx is negligible, the overestimated dt was 
adjusted to meet the goodness-of-fit factor. 
 

 
Χ2 = ∑ [

1

σi
2 (𝑢i − (𝑎 − 𝑏𝑥i))]

i

 (59) 

If 2 < (N – 2) the uncertainty of one or more parameters has been overestimated. Using the 

uncertainty described above 2 = 0.04. Therefore, the uncertainty in dt was reduced to 0.4 µs. 

This results in 2 = 0.92. This is more realistic than the worst case of 2 µs. 
Based on this an uncertainty in extrapolated velocity at the endwall can be calculated: 

 σuendwall

2 = σa
2 + σb

2𝑥endwall
2 + (δ𝑥endwall)

2𝑏2 (60) 

The uncertainty of the velocities is dependent on the position and the speed of the shock wave, 
which is proportional to the temperature T5. The uncertainty is shown over distance in Figure 98. 
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Figure 98: Uncertainty of velocity over distance for the used temperature range. 

For an experiment κ is constant as well as the speed of sound a, so the equation(48) can be 
simplified to: 

 δ𝑇5
=

𝜕𝑇5

𝜕M
δM = (281.72M + 149.71M−3)

δ𝑢1

√κ𝑅𝑇1

 (61) 

The uncertainty is temperature-dependent and was calculated for the temperature range of 750–
950 K as shown in Figure 99. 

 
Figure 99: Uncertainty of calculated temperature behind the reflected shock wave over temperature. 

Uncertainty in ignition delay time 
Shock-tube experiments are discontinuous with low repetition rates, which prevents the use of 
classic statistical analysis tools/corrections. An increase in diameter is beneficial to minimize 
boundary layer effects and an increase in length is beneficial for the test duration, which means 
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constant conditions for longer times behind the reflected shock wave. On the other hand, an 
increase in volume (increase of diameter/length of shock tube) is a disadvantage for pumping 
duration and gas consumption because of costs for a single experiment. Therefore, the quantity 
of experiments is extremely limited. The calculated uncertainty in temperature was used as a 
dynamic lowpass filter in temperature to group more data points to one temperature. An exam-
ple is shown in Figure 100. 

 
Figure 100: Temperature uncertainty of PRF95/air mixture experiments. 

Using this method, an averaged ignition delay time and a standard deviation can be calculated as 
a function of temperature. The data used for this statistic were measured over several years, 
including different batches of fuel mixture and vessel mixture. Figure 101 shows the mean igni-

tion delay time over inverted temperature with black error bars for 1  and 2 , which corre-
sponds to the 95 % confidence interval. 
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Figure 101: Mean ignition delay time over temperature and measured ignition delay time of PRF95 without clean-

ing between each experiment. 

It is conspicuous that temperature ranges with missing data or minor amounts of data result in 
an increase in standard deviation. Therefore, statistics in the border areas at low and high tem-
peratures are not representative.  
The magenta-colored crosses are ignition delay times measured before starting the regular clean-
ing between each experiment. Previously, the shock tube was cleaned in-between each set of 
experiments, so that the first measured data points were performed in a clean tube. Typically, 
each series starts at low-temperature conditions, going to high temperature. Therefore, the igni-
tion delay time at low temperatures fits well to the statistics. With an increasing number of ex-
periments, the shock tube becomes unclean through enrichment of particles and the ignition 

delay times are below 1  but within the 2  confidence interval.  
The question whether particles affect ignition is obvious: However, a relative comparison of fuels 
measured by the same procedure is reliable. But if the absolute value is relevant, cleaning is very 
important, especially if local ignition is of interest and is observed by imaging.  

9.2 Appendix B: Significance analysis of ignition delay times 

Ignition delay times of PRF95/air mixture at  = 1 is the reference mixture for comparison with 
other fuel mixtures and cases with intentionally introduced ignition sources. Because of the lim-
ited data for the different test samples, significant tests can be used to prove if the results stem 
from the same population. The statistics tools were only used in the temperature range from 
710–860 K because of the strong temperature dependence above that range. 
The most known significance test is the t-test, which is a distribution-based test requiring nor-
mally distributed test data. The t-test is robust for sample sizes > 30 based on the central limit 
theorem (which says: “Within a population, we collect random samples of size n. The mean of 

the samples 𝑥̅ varies around the mean of the population µ with a standard deviation σ √𝑛⁄ , 
where σ is the standard deviation of the population. As n increases, the sampling distribution of 
𝑥̅ is increasingly concentrated around µ and becomes closer and closer to a Gaussian distribu-
tion.”[200]). But the data collected from ignition delay time tests is temperature-dependent and 
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for a specific temperature only one result exists. For temperature ranges (such as 50 K intervals), 
the amount of data points is far below 30, so the central limit theorem cannot be used. The 
Gaussian distribution is defined by equation (62): 

 ∫
1

σ√2π
𝑒−(𝑥−µ)2 2σ2⁄ d𝑥 = 1

∞

−∞

 (62) 

The deviation of shock tube data in a range that is not strongly temperature-dependent, i.e. for 
instance 710–860 K, is shown as a histogram in Figure 102. The histogram does not look like a 
Gaussian bell. Two reasons can be mentioned for this: first, the number of data is too low, second 
while the measurement error is Gaussian distributed, non-idealities in the reactor will influence 

the ignition delay time to shorter times, while the ignition delay time will never surpass the ign 
for ideal conditions.  

 
Figure 102: Histogram of 19 ignition delay times from T5 = 710–860 K. 

Additionally to the optical test the most used test for normal distribution is the Kolmogorow-
Smirnov test [201]. This test (KS-Test) compares the empirical distribution function of the data 
with the theoretical cumulative distribution function of the test distribution as shown in equation 
(63) [202]:  

 𝐷 = sup𝑥|𝐹𝑛(𝑥) − 𝐹(𝑥, µ, σ) (63) 

𝐹(𝑥, µ, σ) is the theoretical function of a normal distribution. In the case of PRF95/air ign the 

mean value µPRF95 is 11.8 ms with a standard deviation of σ = 1.47. The null hypothesis is that the 
data comes from a normal distribution with a mean of 11.8 and a standard deviation of 1.47.  
The KS-Test proves that the null hypothesis is true as shown in Figure 103 by the comparison of 
the empirical cumulative distribution function (CDF). 
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Figure 103: Comparison of the empirical Cumulative Distribution Function (CDF) with the Standard Normal CDF. 

The result of the KS–Test permits the Student’s t test as a significance test. The basic equation 
for any confidence interval is shown in equation (64):  

 µ = 𝑥̅ ± 𝑡
𝑠

√𝑛
 (64) 

With µ as the mean of the population, 𝑥̅ the mean of the samples, s the standard deviation of 
the samples, n the number of samples and t is the t-value according to the significance level. The 

Student’s t-test assumes that the mean of the population  is known as µ as well as the standard 
deviation σ. Now a set of samples of n size is picked and proofed for the same mean: 

The hypothesis H0 is: 𝑥̅ > µ − 𝑡∞
σ

√𝑛
 and 𝑥̅ < µ + 𝑡∞

σ

√𝑛
 

Because the true mean value µ is not known all samples of the reference case (PRF95/air) were 
used to calculate 𝑥̅𝑃𝑅𝐹 as µ. The later test samples that were injected were tested as picked data 
against this µPRF. The tested significance level was 95%. 
Beside the Student’s t-test, the Mann Whitney U test was used because it is a distribution-free 
rank-sum test. The test asks: “Are the medians of the two distributions the same?”  

H0: The measured ign data xn stem from the same population xPRF95 (µ𝑥𝑛
= µ𝑥𝑃𝑅𝐹

). H1 declines H0 

(µ𝑥𝑛
≠ µ𝑥𝑃𝑅𝐹

). 

Two ways exist to calculate the Ux value, while the significance value can be looked up for the 
different levels. Only the more convenient method of computation is presented here. The data 
of Nx and Ny are ranked, and the rank sum of x data Rx is calculated:  

 𝑅𝑥 = ∑ rank(𝑥)

𝑥𝑛

𝑥1

 (65) 

 𝑈𝑥 = 𝑁𝑥𝑁𝑦 + 𝑁𝑥

(𝑁𝑥 + 1)

2
− 𝑅𝑥 (66) 

Both tests were performed for all injected test samples to prove whether the injected droplets 

have a significant impact on the ign. 
Regression analysis was excluded as an alternative because the limitation in data points necessi-
tates the KS test to prove for normal distribution. The assumption that the normal distribution is 
equal over temperature is not testable based on the available data. 
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