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ABSTRACT 

The industrial sector accounts for approximately 30% of the 

global total energy consumption and 50% of that is lost as waste 
heat. Recovering waste heat from industries and utilizing it as an 

energy source is a sustainable way of generating electricity. 

Supercritical CO2 (sCO2) cycles can be used with various heat 

sources including waste heat. Current literature primarily 

focuses on the cycle’s thermodynamic performance without 

investigating the economics of the system.  This is mainly due to 

the lack of reliable cost estimates for the cycle components. 

Recently developed cost scaling makes it possible to perform 

more accurate techno-economic studies on these systems. This 

work aims to model waste-heat-to-power systems and by 

performing sensitivity analysis on various system components, 
attempts to determine which factors require the most attention to 

bring this technology into commercialization. The industries 

with the largest unutilized waste heat are cement, iron and steel, 

aluminum and gas compressor stations. In this work, models of 

different sCO2 cycle configurations were developed and 

simulated for these industries. The techno-economic model 

optimizes for the highest Net Present Value (NPV) using an 

Artificial Bee Colony algorithm. The optimization variables are 

the pressure levels, split ratios, recuperator effectiveness, 

condenser temperature and the turbine inlet temperature limited 

by the heat source. The results show industries can cut down 

costs by €8-34M using this system. Furthermore, the system can 
achieve an LCOE between 2.5-4.5 c€/kWh which is competitive 

with ORC (3.2-18 c€/kWh) and steam cycles (3-9 c€/kWh). Out 

of the modeled industries, waste heat recovery in the steel 

industry yields the highest NPV of €34.6M.  

INTRODUCTION 

The amount of CO2 in the air has been increasing steadily 

with human activity. This has led to global warming, an increase 

of temperatures on the Earth. The power and industry sectors 

produce around 60% of global CO2 emissions [1]. Several 

solutions have been addressing this problem, by trying to reduce 

energy demand, reusing elements in a circular economy or using 

renewable energy. However, a solution that can allow industries 
to increase their energy efficiency which reduces electricity 

consumption from the power sector is utilizing their waste heat 

to produce electricity.  

Hammond and Norman [2] calculated the waste heat coming 

out of industries in the UK, based on research and data gathered 

by Mckenna and Norman [3]. Papapetrou et al. [4] continued that 

research by scaling it up for the EU, accounting for different 

energy intensities and energy efficiency improvements. They 

showed that for the EU alone, the potential of industrial waste 

heat is 314 TWh/year, with 33% at temperatures of 100-200°C 

(100 TWh/year), 25% between 200-500°C (78 TWh/year) and 
the rest above 500°C (124 TWh/year).  

Campana et al. [5] analyzed 44 audits and feasibility studies 

of different factories. They found that the four industries with the 

highest potential for energy recovery within the EU were gas 

compression and storage facilities (10.5 TWh/year), the iron and 

steel industry (6.0 TWh/year), cement industry (4.6 TWh/year), 

and glass industry (0.6 TWh/year). 

Mckenna and Norman [3] concluded that even though the 

Aluminum industry has a lot of waste heat, most of it is low grade 

waste heat. Therefore, it is excluded from the analysis along with 

the glass industry.  

The most common methods to generate power from waste 
heat are Kalina, Organic Rankine cycles (ORC), and 

conventional steam cycles. However, Kalina and ORCs are 

limited by their low efficiencies. The sCO2 cycle is an emerging 

technology that can achieve high efficiencies over a broad range 

of temperatures and is able to utilize various heat sources. The 

system has compact components and is therefore significantly 

smaller than steam cycles, which can be very beneficial for waste 

heat recovery applications. Steam Rankine cycles require water 

conditioning and condensate control to avoid corrosion, fouling 

and scaling of components, whereas CO2 is non-corrosive, non-
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fouling and non-scaling. At medium temperatures, sCO2 is 

preferred over ORC due to its compactness, cost and high 

thermal efficiency [6]. These systems can be used for waste heat 

recovery from fuel cells [7], nuclear reactors [8], different 

industries and Concentrated Solar plants [9]. 
For the development of the sCO2 technology, modeling and 

simulation are essential to support decisions of investment and 

development. In this work a techno-economic model was 

developed to optimize the system performance in order to 

maximize the Net Present Value (NPV) of a waste heat recovery 

system. The optimization of thermal systems involves many 

decision variables and constraints. Conventional methods for 

this optimization apply an iterative procedure which may lead to 

solutions at local optimum. Advanced optimization algorithms, 

such as evolutionary and swarm intelligence-based algorithms, 

offer solutions to this problem. They are able to find a solution 

closer to the global optimum, with reasonable computational 
costs. Patel et al. [10] performed optimizations for various 

thermal systems using eleven of the most popular advanced 

optimization algorithms. They concluded that for the Brayton 

Power Cycle an algorithm called Artificial Bee Colony (ABC) 

was best suited for optimization of the system. The techno-

economic model in this paper will therefore use that optimization 

algorithm for the sCO2 Brayton Cycle.  

Several companies including Echogen, GE and Netpower 

along with various research facilities (Sandia, Oak Ridge, 

KAIST (Korea Advanced Institute of Science and Technology) 

have all been working on developing the sCO2 cycle. Within the 
EU, the EC has funded two projects (HeRo and Flex) [11]. They 

aim at developing a small-scale Brayton sCO2 cycle and a 

modular flexible coal power plant based on sCO2 cycle. 

Recently General Electric, led by Vinnemier published a 

study on the usage of sCO2 cycles as storage in thermal power 

plants. Their modeling shows that the cycle can have a round trip 

efficiency of 60% [12].  

Echogen has been working on a MW scale sCO2 cycle for 

waste heat recovery [13]. They have built a 2.4 MW plant to 

recover waste heat from a gas turbine using a simple recuperating 

cycle. Siemens Energy is also installing a sCO2 plant to recover 

the waste heat for Canadian energy company, TC Energy. It is 
expected to supply electricity for 10,000 homes this year [14].  

INDUSTRY DATA  

Based on data from cement plants, the waste heat comes out 

at 300 °C with a flow rate of 74 kg/s from the preheaters and 40 

kg/s from the clinker cooler as shown in Figure 1. The waste heat 

flow is relatively constant and has a specific heat capacity of 1.30 

kJ/kg.K  This was confirmed by an IFC report and Cembureau 

[15], [16]. In the iron and steel industry, a large source of waste 

heat is in the coke production process shown in Figure 2. By 

implementing a method called Coke Dry Quenching (CDQ) 
there are two high grade heat streams available for power 

production. First, is the inert gas used to cool down the coke 

which consists of 76.5% N2, 12% CO2, 8.5% CO and 3% H2. 

Second, is the exhaust from the coke oven called Coke Oven Gas 

(COG) [17]. The EU produces 37 million tons of coke per year 

in 62 facilities [18]. This is equivalent to coke production of 19 

kg/s in an average facility resulting in 24 kg/s of waste gas flow, 

which varies little with time [17]. As for the COG, the average 

coke battery produces 365 m3/tcoal of COG [19]–[21]. For an 

average size facility this is equivalent to a mass flow of 3.65 kg/s 
at constant rate [21]. 

Figure 1: Material and energy streams in a cement plant. 

Figure 2: Material and energy streams in a coke plant. 

Bianchi et al. [22] studied Gas Compression Stations (GCS) 

and investigated an average size compressor station and the 

amount of waste heat there. They concluded that the flue gas had 

a flow rate of 69 kg/s and temperature of 540°C. However, to 

account for backup units [5] and that gas compression do not run 

at constant load [23], a medium sized plant has a constant flow 
rate of 66 kg/s. The industrial waste heat fluid flow properties 

mentioned are summarized in Table 1 where:  

𝑚̇𝐻𝑆 is Waste Heat Mass Flow Rate (kg/s)

THS is Waste Heat Temperature (°C)

cp,HS is Waste Heat Fluid Specific Heat Capacity (kJ/kg.K)

Table 1 

Industrial waste heat flows. 

Industry THS 𝒎̇𝑯𝑺 cp,HS 

Cement Upstream 925 74 1.3 

Cement Downstream 300 114 1.3 

CDQ 945 24 *a+bT+cT2+dT3

GCS 520 66 1.68 
*coefficients (a,b,c,d) from [24]. 

Coke 
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PERFORMANCE MODEL 

The cycles that were modeled were the Simple Recuperated 

Brayton Cycle (SRBC) and the Recompression cycle which has 

been shown to have very high thermal efficiency [25]. 

Additional cycle configurations were investigated to compare 
their effectiveness for waste heat recovery applications. Hou et 

al. investigated two combined cycle configurations for waste 

heat recovery in gas turbines and the performance improvements 

that they can offer for that application[26]. The Preheating and 

Dual Recuperated cycles were studied by Wright et al. for waste 

heat recovery applications and showed how they are better suited 

compared to the SRBC and Recompression cycle [27]. In this 

work all six of these cycle configurations are compared to further 
the understanding of which configuration is optimal for waste 

heat recovery applications. The cycles were modeled in 

MATLAB and are illustrated in Figure 3.

     The functionality of the model is demonstrated for the sCO2 

recompression cycle. Figure 4 demonstrates the logic flow of the 

techno-economic optimization model. It starts by reading inputs 

about the waste heat flow fluid properties mentioned in Table 1 

along with the cooling medium temperature. Then, an initial 

population of employed bees is generated, i.e. a set of various 

design variables is generated. The design variables and their 

constraints are summarized in Table 2. The design variable for 
the temperature difference between the heat source THS and the 

Turbine Inlet Temperature (TIT) is dependent on which heat 

source is being utilized. Therefore, that design variable varies 

relative to the industry being investigated. A maximum value of 

700°C for the turbine inlet temperature was used due to the  

limitation of the turbine cost scaling model developed by 

Weiland et al. [28]. 

Table 2 

Design variables for recompression cycle optimization. 

Design Variable Lower 

Bound 

Upper 

Bound 

High Pressure Level (Ph), MPa 18.0 25.0 

Low Pressure Level (Pl), MPa 7.38 12.5 

Split Ratio (SR) 0.5 1.0 

Effectiveness of HTR (HTR) 0.550 0.999 

Effectiveness of LTR (LTR) 0.550 0.999 

Figure 3: Supercritical CO2 cycle configurations 
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Primary Heater Approach 

Temperature (THS), °C *THS - 700 THS - 280 

Main Compressor inlet 

Temperature (T1), °C 32.0 50.0 

Temperature Difference between 

Heat Source outlet and primary 

heat CO2 inlet (TMH,out), °C 

4 200 

*If THS < 704°C then lower bound THS = 4

Turbomachinery 

     The design point performance of the turbine and 

compressors are modeled assuming adiabatic operation with a 

constant isentropic efficiency is. The fluid enters the 

turbomachinery with the specific enthalpy and entropy hin and 

sin. The isentropic specific enthalpy at the outlet hout,is is then 

determined and the isentropic specific work wis calculated using 

Equation 1 

𝑤𝑖𝑠 = ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡,𝑖𝑠 (1) 

Using the definition of isentropic efficiency, the actual 

specific work (w) for a turbine and a compressor can then be 

calculated using Equations (2) and (3) respectively. 

𝑤𝑡𝑢𝑟𝑏𝑖𝑛𝑒   =  𝑤𝑖𝑠 ⋅ η𝑖𝑠 (2) 

𝑤𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟   =
𝑤𝑖𝑠

η𝑖𝑠
(3) 

Finally, the specific enthalpy at the outlet can be calculated 

using Equation (4). 

ℎ𝑜𝑢𝑡  =  ℎ𝑖𝑛   −  𝑤 (4) 

Heat Exchangers (HEXs) 

     As can be seen in Figure 3, the recompression cycle consists 

of three different types of heat exchangers (two recuperators, 

primary heater and cooler). One of the challenges and interesting 

properties of sCO2 is the change of its fluid properties around the 

critical point. Therefore, normal heat transfer correlations cannot 

be used for the modeling of an sCO2 system [29]. 

Recuperator 

     The recuperators are modeled assuming a counter-flow 

configuration. Three main working principles are utilized to 

calculate all four thermodynamic states at both sides of the 

recuperators. Firstly, the law of energy conservation across the 

HEX is used to calculate the final state when three are fully 

defined. Secondly, the definition of heat exchanger effectiveness, 

and lastly, the Log Mean Temperature Difference (LMTD) 

approach to determine the conductance of the HEX. 

The fluid enters the hot and cold side of the recuperator 

with specific enthalpy ( ℎℎ,𝑖𝑛 , ℎ𝑐,𝑖𝑛) and exits the hot side with

specific enthalpy (ℎℎ,𝑜𝑢𝑡), all of which are determined from

known temperatures and pressures. 

FIGURE 4: Optimization Model 

Using the law of energy conservation, the cold side outlet 

specific enthalpy (ℎ𝑐,𝑜𝑢𝑡) can be determined as shown by

Equation (5): 

ℎ𝑐,𝑜𝑢𝑡   =  ℎ𝑐,𝑖𝑛 +
𝑚ℎ̇ ⋅(ℎℎ,𝑖𝑛−ℎℎ,𝑜𝑢𝑡)

𝑚𝑐̇
(5) 

For a recuperator that has the same fluid on both hot and 
cold sides this equation can be simplified. For the HTR the mass 

flow rate is equal on both sides and therefore cancel out. Due to 

the split flow in the recompression cycle the mass flow rates are 
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not equal but their ratio is known and is the split ratio (SR). 

Therefore Equation (5) is simplified to: 

ℎ𝑐,𝑜𝑢𝑡  =  ℎ𝑐,𝑖𝑛 +
(ℎℎ,𝑖𝑛−ℎℎ,𝑜𝑢𝑡)

𝑆𝑅
(6) 

From the determined specific enthalpy and known pressure 

losses across the HEX all thermodynamic states are fully 
defined.  

Equation (7) shows the definition of heat exchanger 

effectiveness. 

𝜖  =
Actual heat ransfer

Maximum possible heat transfer
=

𝑞

𝑞𝑚𝑎𝑥
 (7) 

The actual heat transfer may be determined from either the 

energy lost by the hot fluid or the energy gained by the cold fluid, 

as shown in Equation (8). 

𝑞  =  𝑚̇ℎ𝑐ℎ ⋅ (𝑇ℎ,𝑖𝑛 − 𝑇ℎ,𝑜𝑢𝑡) =   − 𝑚𝑐̇ 𝑐𝑐 ⋅ (𝑇𝑐,𝑖𝑛 −  𝑇𝑐,𝑜𝑢𝑡) (8)

To calculate the maximum possible heat transfer, the 

maximum temperature difference present in the HEX is used, 

which is the difference between the inlet temperatures for the hot 

and cold fluids. Furthermore, the fluid that might undergo the 

maximum temperature difference is the one with the minimum 

value of 𝑚̇c. The maximum possible heat transfer can then be 
determined using Equation (9). 

𝑞  =  (𝑚̇𝑐)𝑚𝑖𝑛 ⋅ (𝑇ℎ,𝑖𝑛 − 𝑇𝑐,𝑖𝑛) (9) 

By selecting the appropriate side to calculate the actual heat 

transfer, the effectiveness can be determined by knowing the 
temperatures across the HEX. Equation (10) shows a general 

way of expressing the effectiveness. 

𝜖  =
Δ𝑇(Minimum Fluid)

Maximum Temperature Difference in heat Exchanger
 (10) 

The minimum fluid is always the one undergoing the larger 

temperature change in the heat exchanger. The maximum 

temperature difference in the heat exchanger is always the 

temperature difference of the hot and cold fluid inlets [30].  

The heat transfer rate across a heat exchanger can be 

expressed using the LMTD method according to Equation (11). 

𝑄̇ =  (𝑈𝐴)Δ𝑇𝐿𝑀𝑇𝐷 (11) 

where TLMTD for a counter-flow configuration can be expressed 

as, 

Δ𝑇𝐿𝑀𝑇𝐷   =  
(𝑇ℎ,𝑜𝑢𝑡−𝑇𝑐,𝑖𝑛)−(𝑇ℎ,𝑖𝑛−𝑇𝑐,𝑜𝑢𝑡)

𝑙𝑛(
𝑇ℎ,𝑜𝑢𝑡−𝑇𝑐,𝑖𝑛
𝑇ℎ,𝑖𝑛−𝑇𝑐,𝑜𝑢𝑡

)
   (12)

This method involves two important assumptions. First one is 

that the specific heats of the fluids do not vary with temperature, 

and the second that the convection heat transfer coefficients are 

constant throughout the heat exchanger. In the case of sCO2 

cycles, both these assumptions are likely to be broken due to the 

large variations in thermodynamic properties of CO2 under 

supercritical conditions. Therefore, to accurately capture the 
effects of changing fluid properties, each heat exchanger is 

discretized into sub-section connected in series [31].  

Using this approach, the total conductance of a recuperator 

is determined using the known inlet and outlet conditions. The 

total heat transfer rate (𝑄̇) through the heat exchanger is

calculated and evenly distributed amongst the discretized sub-

sections. Assuming that the pressure losses across the HEX are 

linear, the inlet and outlet states for each sub-section can be fully 

defined. Using Equation (11) the conductance of each sub-

section can be determined: 

(𝑈𝐴)𝑖   =
𝑄𝑖̇

Δ𝑇𝐿𝑀𝑇𝐷,𝑖
(12) 

The total conductance for the recuperator is then the sum of 

all sub-section conductance values. 

(𝑈𝐴)  =   ∑(𝑈𝐴)𝑖 (13) 

B. Primary Heater

From the approach described above the thermodynamic

properties at every point in the sCO2 cycle can be determined. 

From the known fluid properties of the waste heat, the total heat 

transfer rate of the heat exchanger can be calculated. An energy 

balance across the heat exchanger can then be used to calculate 

the mass flow rate of CO2. Following the same approach of the 
recuperators, the total conductance of the primary heat 

exchanger can be calculated. 

C. Cooler:

 An air-cooling system for Brayton cycles conventionally has

cross-flow configuration. Since a cross-flow heat exchanger has 

two fluid flows in perpendicular directions, a fluid flowing in 

parallel channels will observe opposite side fluids at different 

temperatures. This means that numerical modeling of this system 

needs to be two-dimensional, resulting in huge increase in 

computation cost [32]. Therefore, to improve computation time, 
a simplification is made by assuming an approach temperature 

of 15°C and calculating the heat exchanger conductance using 

the known temperatures on the CO2 side.  

     The subroutine of solution assignments for the various bee 

groups, mentioned in Figure 4, represents the evaluation of a 

food source that an individual bee has found. The subroutine uses 

generated design variables for a food source and calculates the 

solution, or fitness, at that particular location. A flow diagram of 

the model iteration logic for that subroutine can be seen in Figure 

5. The approach follows a similar approach as Dyreby [33] aside

from the different design variable inputs. These alterations were
made for optimizing waste heat recovery applications

specifically.
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     The operating assumptions for the sCO2 waste heat recovery 

cycles are shown in Table 3 [34]. The open source C++ library 

named CoolProp was used to obtain fluid properties [35]. 

Table 3 
Operating assumptions for the sCO2 cycle. 

sCO2 Assumption Symbol Value 

Compressor isentropic efficiency comp 89% 

Turbine isentropic efficiency turbine 93% 

Generator efficiency gen 98% 

Cooling fluid inlet temperature TCS 25 °C 

During this iterative process it is possible for a temperature 

cross-over to occur, a condition where the hot side temperature 

drops below the cold side temperature in a particular region on a 

particular iteration. In this instance the method of calculating the 
UA value would give a complex number. This occurrence 

implies that the results for this iteration are non-physical due to 

a violation of the Second Law of Thermodynamics. This 

situation is handled by checking whether all conductance values 

are real numbers. If not, the fitness function returns a value of 

negative infinity so that the optimization algorithm ignores that 

solution. A limitation of the optimization algorithm is the fact 

that there will always be a possibility of not finding the global 

optimum. However, the success rate of the ABC algorithm for 

Brayton power cycle optimization has been found to be 96% 

[10]. Therefore, by running each calculation 10 times and using 
the best value, means that the approach should only fail to find 

the global optimum once every 100 Trillion times. 

Like the model developed by Dyreby [33], a combination of 

the secant and bisection methods are used for both iteration loops 

to adjust T7 and T8.  Even though the secant method has a higher 

rate of convergence, it can potentially predict new values outside 

of valid bounds, leading to divergence of the method. By 

reverting back to the bisection method when the secant method 

fails this can be avoided [36].  

ECONOMIC MODEL  

The economic assumptions used to calculate the cycle's 

KPIs for the optimization algorithm are shown in Table 4. 

Table 4 

Economic Assumptions Used in Calculating KPIs 

Economic Assumptions Symbol Value 

Nominal Discount Rate i 6% 

Lifetime n 25 years 

Annual Operating Hours Nh 7446 hours (15%) 

Electricity Price elprice €0.065/kwhe 

The NPV was calculated using equation (14), where Et is the 

electricity generated.  The assumed electricity price was based 

on the prices that the surveyed European cement plants pay. 

𝑁𝑃𝑉 = ∑
𝑒𝑙𝑝𝑟𝑖𝑐𝑒×𝐸𝑡−𝑐𝑜𝑠𝑡𝑠

(1+𝑖)𝑛
𝑛
𝑡=0 (14) 

Figure 5: Iterative process logic flow for the cycle model 

Thermal efficiency is defined as the ratio between electrical 

power produced by the cycle (𝑃𝑒̇) and thermal power extracted 

from the heat source (𝑄𝑡ℎ
̇ ) . 

𝑛𝑡ℎ =
𝑃𝑒̇

𝑄𝑡ℎ
̇

(15) 

Exergy Efficiency is defined as the ratio between electrical 

power produced by the sCO2 power cycle and available heat in 

the waste heat exhaust ( 𝑄𝑒𝑥ℎ𝑎𝑢𝑠𝑡
̇  ). 

𝑛𝑒𝑥 =
𝑃𝑒̇

𝑄𝑒𝑥ℎ𝑎𝑢𝑠𝑡
̇

(16)
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Waste Heat utilization is defined as the ratio of waste heat 

transferred to the sCO2 cycle ( 𝑄𝑊𝐻𝐸𝑋
̇ ) relative to the available 

heat in the waste heat exhaust.  

𝑊𝐻𝑈 =
𝑄𝑊𝐻𝐸𝑋

̇

𝑄𝑒𝑥ℎ𝑎𝑢𝑠𝑡
̇

(17) 

Levelized Cost of electricity is defined as the net present cost of 

electricity generation for a generating plant over its lifetime [37]. 

. 

𝐿𝐶𝑂𝐸 =
𝑠𝑢𝑚 𝑜𝑓 𝑐𝑜𝑠𝑡𝑠 𝑜𝑣𝑒𝑟 𝑡𝑖𝑚𝑒

𝑠𝑢𝑚 𝑜𝑓 𝑝𝑜𝑤𝑒𝑟 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑
=

∑
Costs

(1+i)t

𝑛

𝑡=0

∑
𝐸𝑡

(1+i)t

𝑛

𝑡=0

(18) 

Weiland et al. [28] recently developed a cost scaling model 

for the components in a sCO2 cycle. The model is based on a total 

of 129 vendor quotes, and spans cycle size ranges of 5-750 MWe. 
It uses an appropriate scaling parameter (SP) for different 

components and includes a temperature correction factor fT for 

certain components to account for the increase in cost at higher 

temperatures. The cost scaling can be expressed in a general way 

using Equation (18). 

𝐶𝐸   =  𝑎 ⋅ 𝑆𝑃𝑏 ⋅ 𝑓𝑇 (18) 

where, 

𝑓𝑇  = {
1, 𝑖𝑓 𝑇𝑚𝑎𝑥 < 𝑇𝑏𝑝

(1 + 𝑐 ⋅ (𝑇𝑚𝑎𝑥 − 𝑇𝑏𝑝) + 𝑑 ⋅ (𝑇𝑚𝑎𝑥 − 𝑇𝑏𝑝)
2

, 𝑖𝑓 𝑇𝑚𝑎𝑥 ≥ 𝑇𝑏𝑝

and CE is the equipment cost for an individual cycle component, 

a is the reference cost, and b is the cost exponent in order to 

consider economy of scale. Reference costs and exponents are 

from Weiland et al. [28].  

The direct equipment capital cost (CDE) is calculated 

according to Bailie et al. [38], and can be expressed on a general 

form as Equation (19): 

𝐶𝐷𝐸   =  𝐶𝐸 ⋅ (1 + 𝛼𝑀)(1 + 𝛼𝐿)  (19) 

where m and L are the multiplication factors for installation 

cost of materials and labor, respectively. These factors are also 

based on Weiland et al. [28]. System piping costs can vary 

anywhere between 5-20% of total power block capital costs, 

depending on the cycle operating conditions [39]. For the 

analysis performed in this research a value of 10% was used. 

Additionally, direct capital accounting for improvements to site, 

instrumentation and controls, and other miscellaneous Balance 
of Plant (BOP) systems are also added [40].  

Indirect costs include Engineering, Procurement and 

Construction cost (EPC) along with contingencies. The EPC 

costs are assumed to be 9% of the total direct capital cost [41]. 

The contingencies depend on the status of the technology being 

considered and are assumed to be 30% of the combined direct 

capital expenditures and EPC cost [42]. 

Operation and Maintenance (O&M) costs include taxes, 

maintenance material costs, and labor costs that account for 

operating, maintenance, administrative and support labor [43]. A 

correction factor of 25% was included to exclude the costs 

associated with the coal gasification section of the power plant 
modeled by Weiland et al. [43]. 

RESULTS 

Different industries were analyzed in this model. The inputs 

into the model are mentioned in Performance Model section. 

Table 5 shows the optimal cycle configuration and net power 

output for each industry. Figure 6 shows the NPV, LCOE and the 
Payback Period (PP) of the industries. Figure 7 shows the CO2 

mitigated and efficiencies per industry.  

Table 5 

Optimum cycle configuration and size for each industry. 

Industry Configuration Net Power 

Output [MW] 

Cement Upstream SRBC 9.4 

Cement Downstream SRBC 5.5 

CDQ Preheating 10.9 

GCS Preheating 13 

Figure 6: NPV and PP of the waste heat recovery systems. 

The sCO2 cycle for these industries yielded LCOEs between 

2.5-4.5 c€/kWh. Waste heat recovery applications using ORC 

systems can achieve LCOE between 3.2-18 c€/kWh [44]–[47]. 

Previous studies on waste heat recovery using steam cycles have 
found them to achieve an LCOE between 3-9 c€/kWh [37,39]. 

While these ranges are relatively similar, sCO2 cycles have the 

additional benefits of compactness and less water consumption.  

Figure 7: Mitigated emissions, thermal efficiency and waste 
heat utilization of the waste heat recovery systems. 

A modern cement facility utilizes 60% of the available waste 

heat using 4-stage preheater. The addition of a downstream or 
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upstream sCO2 cycle would result in 84% or 79% waste heat 

utilization, respectively. Therefore, as can be seen in Figure 7, 

the downstream and upstream sCO2 cycles utilize additional 

24% and 19% waste heat, respectively. 

To compare between different cycle configurations, the 
CDQ process in the Iron and Steel industry is used. The different 

cycle efficiencies and NPVs are shown in Figure 8. The 

preheating cycle yields the highest exergy efficiency and NPV.  

Figure 8: NPV and exergy efficiency of the different cycle 

configurations for Coke Dry Quenching. 

Effect of Split Ratio on NPV 

     Recompression cycle has been gaining a lot of attention in 

the past years due to its high thermal efficiency. Figure 8 shows 

that the other cycle configurations all yield a higher NPV than 

the Recompression cycle. As can be seen in Figure 9, the thermal 

efficiency increases as the split ratio decreases until it reaches a 
maximum. On the other hand, the NPV decreases as the split 

ratio decreases.  This means that it is more economic to use a 

SRBC than a recompression cycle. Even though recompression 

cycles can give higher thermal efficiencies, they are limited by 

their ability to utilize waste heat sources resulting in lower NPV 

and exergy efficiency. The NPV has a sharp increase around split 

ratio of 0.65 which is due to the system being able to use a 

smaller and less expensive motor to drive the recompressor. 

Figure 9: NPV and thermal efficiency at different split ratio for 

the Recompression Cycle. 

System Costs 

The power block has the highest contribution to the Capital 

Expenditures (CAPEX) as can be seen in Figure 10. The CDQ 

WHR (Waste Heat Recovery) section also has a large share of 

the total cost, or 31%. This is because it has an intermediate loop 
using inert gas as heat transfer fluid. Since this is a relatively new 

technology, the contingencies cost is also high at 16% of the 

CAPEX cost. 

Figure 10: CAPEX share among main plant components 

Sensitivity Analysis 
     A sensitivity analysis is carried out to determine which 

factors affect the NPV mostly. The error ranges of the cost model 

[28] are chosen as the sensitivity ranges. Results show that the

components' price do not affect the NPV significantly. Were the

power block to increase in cost by 35% the NPV increases by

only 13%. This shows that the uncertainty in the cost estimation

model will not greatly impact the NPV. Among the different

components, the compressor's cost has the greatest impact.

Figure 11 shows the impact of the change in price of all power

block components.

Figure 11: Sensitivity Analysis of Change in Power Block Price 

For the other factors, the electricity price has the highest 

impact on NPV as can be seen in Figure 12. An increase in the 

electricity price of 29% would increase the NPV by 37%.  
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Figure 12: Sensitivity Analysis of Change in Electricity Price 

CONCLUSION 

In this work the relationship between thermal efficiency, 

exergy efficiency, and cost of the sCO2 power cycles for waste 

heat recovery was investigated. 

The optimal trade-off between the economics and 

thermodynamic performance of an sCO2 cycle was estimated 

using a techno-economic optimization structure of the different 

cycle parameters. The approach compares six different cycle 

configurations and optimizes for the highest NPV cycle. The 
pressure levels of the cycle along with the recuperators' 

effectiveness were optimized for the different industries and 

configurations to yield the highest NPV. 

The results show that sCO2 cycles can be competitive on an 

LCOE basis with both ORC and steam cycles for waste heat 

recovery applications.  

With the constraints assumed in this work, the highest NPV 

for a medium size coke dry quenching process in an iron and 

steel plant was €34.6M. This system had a thermal efficiency of 

44%, a payback period of 4.9 years and LCOE of 2.91 c€/kWh. 

It was deduced that even with their higher thermal efficiencies, 

recompression cycles provide lower economic value for waste 
heat recovery. This is due to their limited temperature glide in 

the primary heater, resulting in lower waste heat utilization. It 

was discovered that the preheating cycle is best suited among the 

cycles analyzed.  

The turbomachinery needed to operate this cycle is a 

concern. CO2 has high density at supercritical conditions, which 

makes the machinery required compact. However, this also 

means higher stresses on the blades, this might prohibit the use 

of single shaft machines with few stages. Assessing these 

thermomechanical stresses may be an important factor to include 

while modeling these systems, which was excluded in the cost 
models that were used in this work. 

More analysis is needed for (a) the cycle operation with 

variable waste heat (b) operation at off-design point, (c) the 

investigation of start-ups, shut-downs and load changes and (d) 

dual operation of compressors as turbines and vice versa. Future 

work will focus on supercritical cycle systems at large scale to 

properly evaluate their commercialization. 

NOMENCLATURE 
ABC Artificial Bee Colony 
BOP Balance of Plant 

CAPEX Capital Expenditures 
CC Combined Cycle 
CDQ coke dry quenching 
COG Coke Oven Gas  

cp Specific Heat Capacity

cp,HS Waste Heat Fluid Specific Heat Capacity

𝜖 Effectiveness 

Elprice electricity price 
EPC Engineering, Procurement and Construction 
GCS Gas Compression Station 

h Enthalpy 
HEX Heat Exchanger 
HTR High Temperature Recuperator 
i Nominal Discount Rate 
LCOE Levelized Cost Of Energy 
LMTD Log Mean Temperature Difference 
LTR Low Temperature Recuperator 

𝑚̇𝐻𝑆 Waste Heat Mass Flow Rate

𝑛  Efficiency 

n Lifetime 

Nh Annual Operating Hours 
NPV Net Present Value 
O&M Operation and Maintenance 
ORC Organic Rankine Cycle 
PP Payback Period 

SR Split Ratio 
SRBC Simple Recuperated Brayton Cycle 
sCO2 Supercritical Carbon Dioxide 

THS is Waste Heat Temperature
TIT Turbine Inlet Temperature 
UA Heat Exchanger Conductance 
WHU Waste Heat Utilization 
WHR Waste Heat Recovery 
wis Isentropic Specific Work 
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