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Abstract 

The primary concern of the available Medical Diagnosis Systems (MDSs), including the state 

of the art, is to find the perfect link between the patient’s medical record and their health 

knowledge. As a result, regardless of how powerful or ground-breaking they are in performing 

this action, it is always possible that their final strong deduction is based on some incomplete 

input, which may very likely lead to a misdiagnosis. To date, no computer-aided Decision Sup-

port System (DSS) has been introduced to address this issue and this is the reason why the 

available MDSs cannot be well integrated into the workflows of the healthcare institutions. 

Prior to using these systems, a physician should complete the patient’s medical record by per-

forming a complaint-directed History and Physical examination (H&P) and prepare the required 

thorough input. The H&P is steered by Differential Diagnosis (DDx), which is the process of 

differentiating between two or more conditions which share similar signs or symptoms. When 

a physician performs this examination to provide an MDS with the right input, if no complica-

tions occur, at the end of the H&P s(he) will reach the diagnosis too, and as a result the later 

use of the MDS would be of less value. Consequently, MDSs are used very seldom in practice 

and are exclusively used in complicated medical cases, where the H&P performed by the phy-

sician has not led to a definitive diagnosis.  

This study aims to introduce a Diagnostic Decision Support System (DDSS) that guides the 

user in performing DDx directed H&Ps. Of course, this system can be used by the experts who 

are originally meant to perform the H&P, i.e., physicians and if allowed by the healthcare sys-

tem of the country Nurse Practitioners (NPs) and/or Physician Assistances (PAs), in order to 

have some reminders while completing the H&P report. However, as the shortage of medical 

doctors is worsening in the recent years, this system intends to guide simple nurses in perform-

ing the H&P, helping the doctors to be able to see more patients in a certain period of time, as 

they would just need to review and asses the already prepared H&P report. In third world coun-

tries with medical treatment being far away, the user of the system can even be a person with 

some basic medical knowledge or the patient him- or herself, who may use the system in order 

to become aware of the possibilities and receive suggestions on finding the right experts to be 

contacted. When used by experts, as might be expected, in case of any complications it is again 

possible to use the output of this system as the input of available MDSs that are designed to 

address such cases.  
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The differential diagnostic problem can be recursively broken down into sub-problems by 

weighting the likelihood of the presence of possible diseases. These subproblems may induce 

different abstraction levels and can be of different granularities. Moreover, according to the 

nature of DDx, the problem solvers should be collaborative and those dealing with similar dis-

eases need to have more communications, which are to be conducted in a timely manner. These 

features clearly show that the DDx domain meets the characteristics of the holonic domains, 

which involve agents that can simultaneously be a whole and a part. Consequently, a Holonic 

Multi-Agent System (HMAS) composed of agents that are either expert in diagnosing a disease 

or a group of related diseases is proposed in this study to address the DDx problem. 

From the complexity of the medical data the system must deal with and the fact that medical 

knowledge demonstrates a steady upward growth it can be inferred that the proposed system 

should be capable of learning and adaptation to the new findings in this field. Moreover, since 

diagnosis is very much affected by the geographical regions, the system should also be capable 

of learning and adaptation to the local patterns too. This means that the proposed system should 

be empowered with appropriate Machine Learning (ML) techniques. As the holonic approach 

is a new trend in computer science there are very few studies on the learning techniques that 

can be applied to HMASs. Accordingly, this research also includes a study on determining the 

right ML techniques for the objectives of the system. Therefore, even though the development 

of the Holonic Medical Diagnosis System (HMDS), which is capable of performing DDx, is 

the practical contribution of this work, the introduction of the ML techniques that are used to 

adapt its functionality can be considered as the conceptual/theoretical contribution of this re-

search, as the proposed techniques can be applied to other HMASs that adopt a similar approach 

for problem solving to the one followed in this study.  

This work also includes assessment simulations of the proposed system that monitor the sys-

tem’s general behavior in performing the H&P and examine the learning abilities of the system 

by providing the system with appropriate inputs and evaluating the corresponding outputs. The 

results of these assessments show that the proposed system is a promising tool for addressing 

the DDx problem and eventually helping the MDSs to gain acceptance from the health service 

providers in practice. 
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Glossary of Medical Terms 

Term Definition 

Differential 
Diagnosis (DDx) 

“The process of weighing the probability of one disease versus that of other diseases pos-
sibly accounting for a patient's illness. The differential diagnosis of rhinitis (a runny nose) 
includes allergic rhinitis (hay fever), the abuse of nasal decongestants and the common 
cold” [1]. 

Disease elimination Disease “elimination refers to the reduction to zero (or a very low defined target rate) of 
new cases of the disease in a defined geographical area” [2]. 

Disease eradication Disease “eradication refers to the complete and permanent worldwide reduction to zero 
new cases of the disease through deliberate efforts" [2]. 

History and Physical 
examination (H&P) 

“A critical component of a patient encounter in which information relevant to present 
complaint is obtained, by asking questions about family and personal medical history and 
the organ systems examined in as great detail as necessary to manage the present condition 
or evaluate-workup-the patient” [3]. 

Hospitalist “A hospital-based general physician. Hospitalists assume the care of hospitalized patients 
in the place of patients' primary care physicians. In the most prevalent US model of hos-
pitalist care, several physicians practice together as a group and work full time to care for 
inpatients” [1]. 

Nurse “A person trained, licensed, or skilled in nursing that is the profession concerned with the 
provision of services essential to the maintenance and restoration of health by attending 
the needs of sick persons” [1]. 

Nurse Practitioner 
(NP) 

“A Registered Nurse (RN) who has completed an advanced training program in a medical 
specialty, such as pediatric care. An NP may be a primary, direct health care provider, and 
can prescribe medications. Some NPs work in research rather than in direct patient care” 
[1]. 

Pathognomonic “A sign or symptom that is so characteristic of a disease that it can be used to make a 
diagnosis. For example, Koplik spots in the mouth opposite the first and second upper 
molars are pathognomonic of measles” [1]. 

Physician (PHY) “A person who is trained in the art of healing. In the UK, a physician is a specialist in 
internal or general medicine, whereas in the US a physician is any doctor of medicine. 
The term generally refers to a person who has earned a Doctor of Medicine (MD), Doctor 
of Osteopathy (DO), or Doctor of Naturopathy (ND) degree and who is accepted as a 
practitioner of medicine under the laws of the state, province, and/or nation in which he 
or she practices” [1]. 

Physician Assistant  
(PA) 

“A physician assistant (PA) is a mid-level medical practitioner who works under the su-
pervision of a licensed doctor (an MD) or osteopathic physician (a DO). The physician 
assistant came about in the 1960s as a response to the need for more clinicians and better 
access to health care” [1].  

Sign “Any objective evidence of disease, as opposed to a symptom, which is, by nature, sub-
jective. For example, gross blood in the stool is a sign of disease; it is evidence that can 
be recognized by the patient, physician, nurse, or someone else. Abdominal pain is a 
symptom; it is something only the patient can perceive” [1]. 

Sine qua non “Sine qua non is a phrase used in radiology, and more widely in clinical medicine, to refer 
to a symptom, sign, radiology finding, etc., which is absolutely necessary for a diagnosis 
to be made. For example, if one is querying a thoracic aortic dissection then the presence 
of a visible dissection flap is a sine qua non for the diagnosis to be true, i.e., the presence 
of a flap is absolutely necessary to make the diagnosis” [4]. 

Symptom “Any subjective evidence of disease. In contrast, a sign is objective. Blood coming out a 
nostril is a sign; it is apparent to the patient, physician, and others. Anxiety, low back pain, 
and fatigue are all symptoms; only the patient can perceive them” [1]. 
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INTRODUCTION 

1.1 A Brief Introduction to the Research Domain 

Since the 1950s computer scientists have aimed to support and improve healthcare systems. 

Even though early applications were very limited, with the introduction of Artificial Intelli-

gence (AI) big improvements were made in this area and the digitalization of healthcare became 

inevitable. As today the trend towards an increasingly digitalized healthcare industry plays a 

significant role in the exponential growth of medical knowledge, information technology itself 

has proven to be a solution to this problem. In fact, this technology supports the healthcare 

providers with the right applications to assimilate and apply the expanding medical knowledge 

effectively. One of the major application areas of computer systems in medicine is medical 

diagnosis (abbreviated Dx). A Diagnostic Decision Support System (DDSS) or Medical Diag-

nosis System (MDS) is a specific type of Clinical Decision Support System (CDSS) that is 

developed to provide an ordered list of potential diagnoses for given signs and symptoms. It is 

to be noted that these systems do not aim to replace the physicians but are best used to remind 

them about the critical possible diagnoses that might have simply been ignored. Accordingly, 

such systems basically intend to improve the diagnosis quality. 
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Chapter 2 and chapter 3 provide a deep understanding of the MDSs, and chapter 3 studies the 

state of the art of these systems. This review shows that available MDSs mainly focus on finding 

the perfect link between the given input and their health knowledge. This implies that these 

systems assume that the input already contains all the required information for a flawless diag-

nosis. Accordingly, before using these systems the physician still needs to gather all the relevant 

information, which basically includes information about the absence or presence of signs and 

symptoms of any possible diagnosis. In fact, one of the big challenges of using the MDSs is the 

preparation of the input data, which again requires the physician to perform the routine exami-

nation. 

In patient encounter the physician would carefully listen to the signs and/or symptoms ex-

plained by the patient, i.e., the Chief Complaint (CC), considers some potential diagnoses and 

then tries to collect enough evidence and supporting information to make sure that the rest of 

the candidates have lower probabilities. This means (s)he would collect the relevant signs and 

symptoms, i.e., would question the signs and symptoms that might have been simply ignored 

by the patient, or would request the patient to undertake some medical examinations. This di-

agnosis method is called the Differential Diagnosis (DDx). As defined in [5], DDx is “the dis-

tinguishing of a disease or condition from others presenting with similar signs and symptoms”, 

which according to [6, p. 107] is “the key to reducing diagnosis error”. This is very critical, as 

misdiagnosis may lead to delay in treatment, as well as exposure to inappropriate medication 

that can lead to serious irrecoverable effects.  

In a patient encounter, this method is applied in a process called the History and Physical ex-

amination (H&P). Accordingly, H&P is “a critical component of a patient encounter in which 

information relevant to present complaint is obtained, by asking questions about family and 

personal medical history and the organ systems examined in as great detail as necessary to 

manage the present condition or evaluate-workup-the patient” [3]. Consequently, the MDSs in 

fact take the output of H&P as their input. It is to be noted that if a physician has already con-

ducted the H&P, in most of the cases (s)he has already reached the final diagnosis. This is 

exactly one of the constrains of these systems, which hinders their thorough integration into the 

clinical workflow of the hospitals. As a result, MDSs are solely being used in complicated 

cases, where a definitive diagnosis cannot be determined, or diagnosis is clear but patient-spe-

cific treatment is needed.  
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In fact, a system capable of guiding the H&P could be well integrated into the clinical workflow. 

Such systems could save the physician time or even guide less experienced nurses in performing 

this step. Undertaking the H&P, they would help the doctors to be able to see more patients in 

a certain period of time, as they would just need to review and asses the already prepared H&P 

report (see section 1.3.1). Moreover, as mentioned, in case of a complex medical case this sys-

tem could provide the all-encompassing input for the cutting-edge medical diagnosing systems 

for reassessments or creating patient-specific treatment plans (see chapter 2). As a result, this 

study aims to analyze the DDx domain and identify the right approach in order to implement a 

system capable of guiding the H&P process. 

1.2 Research Question 

Previous subsection indicated a gap in MDSs, i.e., the lack of support for H&P. This shortcom-

ing is basically one of the key reasons for the lack of motivation of health service providers to 

use MDSs. In order to empower the healthcare providers with an MDS capable of guiding the 

H&P, its key component, i.e., the DDx should be implemented. The abstract Software Require-

ments Specification (SRS) provided in Table 1 gives a detailed description of the intended soft-

ware system (For further information on system features and requirements please refer to sec-

tion 3.1).  

In order to develop a software system that implements the DDx, this process should be studied 

carefully. This research shows that the DDx domain meets the characteristics of Holonic Multi-

Agent Systems (HMASs)1 (see chapter 4) and as a result proves that using this approach an 

MDS capable of guiding the H&P can be designed. Accordingly, the research question of this 

study is whether the holonic multi-agent architecture can be used to implement the DDx method 

in H&P and consequently promote the wider use of medical diagnosis systems.  

Medical knowledge continuously improves, and diagnosis is also very much affected by the 

geographical regions. As a result, any realistic MDS should be capable of learning and adapta-

tion to the new findings and the local patterns. This means that the proposed system should be 

 
1 HMASs involve agents that can simultaneously be a whole and a part, and the organizational structure of a 
holonic society is called a holarchy (HMASs are introduced in section 4.2). 
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empowered with appropriate Machine Learning (ML) techniques. As the holonic approach (see 

section 4.2) is a new trend in computer science there are very few studies on the learning tech-

niques that can be applied to HMASs. Accordingly, this research includes a study on determin-

ing the right ML techniques for the system’s objectives and suggests an adaptation of one of 

the available techniques to the holonic systems (see chapter 6). Therefore, even though the 

development of the Holonic Medical Diagnosis System (HMDS), which is capable of perform-

ing DDx, is the practical contribution of this work, the introduction of ML techniques that sup-

port the functionality of this system can be considered as the conceptual/theoretical contribution 

of this research (see section 1.3). In fact, the proposed techniques can be applied to any HMAS 

that adopts a similar problem-solving approach to the one followed in this study. 

Table 1. The Software Requirements Specification 

The Software Requirements Specification (SRS) 

1.
 

In
tr

od
uc

tio
n 

1.1. Purpose: to provide a detailed overview of the diagnostic decision support system that supports 
the DDx process in medicine 

1.2. Intended Audience: The research team, healthcare professionals 
1.3. Intended Use: Medical diagnosis – H&P (The implementation of DDx) 
1.4. Scope: see included and excluded functions in Table 2. 

1.4.1. Complete implementation of the H&P, empowering the user to conduct the process 
1.4.2. Delivering the H&P report to the physician for final diagnosis and feedback 
1.4.3. Updating the DDPs (Disease Description Patterns) according to new instances (Learning from 

feedback) 
1.4.4. Updating the regional distribution of diseases (Learning from Feedback) 
(For the included and excluded functions please refer to Table 2.) 

1.5. Definitions and Acronyms: see section 1.1, chapter 2, and the table of abbreviations 

2.
 

O
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2.1. User Needs: Two types of end users may use the system: 
2.1.1. User: A user can be a physician, a nurse, or simply the patient, who uses the system to enter a 

diagnosis request (signs and symptoms) and receive a medical diagnosis. 
2.1.2. Expert: An expert is a physician who monitors the diagnosis result and provide the system 

with feedback. An Expert can also modify the medical data of the system. 
2.2. Assumptions and Dependencies: The system assumes that the feedback is given by qualified 

physicians and uses this input to learn and adapt itself to the new findings. 

3.
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3.1. Functional Requirements:  
3.1.1. Differential Diagnosis 

3.1.1.1. The system allows the user to enter its chief complaint. 
3.1.1.2. The system questions the relevant signs and symptoms. 
3.1.1.3. The system allows the user to add signs and symptoms to its diagnosis request. 
3.1.1.4. The system displays the diagnosis. 

3.1.2. Data Modification 
3.1.2.1. The system allows the expert to modify available medical information 
3.1.2.2. The system allows the expert to delete eradicated diseases 
3.1.2.3. The system displays the diagnosis result and allows the expert to enter feedback   
(see Figure 1) 

3.2. Nonfunctional Requirements (Quality Requirements): Adaptability (ML abilities) 
3.2.1. Updating the DDPs according to new instances 
3.2.2. Updating the regional distribution of diseases 
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1.3 Research Contributions 

According to the research questions, this study has a number of practical and theoretical con-

tributions. Some results of the general work have already been published in [7, 8, 9, 10, 11]. 

1.3.1 The Practical Contribution 

As mentioned in the previous subsection, the introduction of an MDS capable of guiding the 

H&P is the key contribution of this research and this system intends to implement DDx using 

the holonic approach (see chapter 4). It should be noted that this study basically concentrates 

on the implementation of DDx and does not aim to cover all the capabilities that an MDS may 

have. It is rather suggested that the proposed system should be integrated into the available 

MDSs in order to provide them with a means to generate the required all-encompassing input. 

Figure 1 and Table 2 show the system scope, i.e., the functions included in or excluded from 

the system. 

 

Figure 1. System Scope - Context Diagram 

HMDS 

User  
(Nurse/Physician   
/Software User) 

Expert  
(Physician) 

H&P report 

Relevant signs/symptoms Interface Chief Complaint 
(CC) 

The value of given 
signs/symptoms 

Medical 
information 

(DDPs) 

Feedback Removal order for eradicated diseases 
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Figure 1 illustrates the context diagram of the holonic medical diagnosis system. The circle 

represents the system and the rectangles show the external entities that send data to or receive 

data from the system. Two types of users are foreseen for the system: the users, who utilize the 

system in order to perform H&P, and the experts, who are responsible for the medical 

knowledge of the system.  

As mentioned, the HMDS aims to guide the users throughout the different stages of H&P. Ac-

cordingly, this system can be used by physicians, who would like to have some reminders while 

completing the H&P report. However, the users of the system may in fact be simple nurses, 

who would be able to perform the H&P under the guidance of the system. Basically, depending 

on the healthcare system of the country the user of the system may be different. In Germany, 

for example, a nurse is not meant to examine patients and that is the task of a doctor. In US, 

however, NPs and PAs are able to perform the H&P. As mentioned, henceforward this system 

may even allow simple nurses to perform this examination. In third world countries with med-

ical treatment being far away, the user can even be a person with some basic medical knowledge 

or the patient him- or herself, who may use the system in order to find the right expert to be 

contacted. In all cases, the physicians as experts may monitor the performance of the system, 

provide the system with the relevant feedback, and control the medical information of the sys-

tem.  

The system provides the users with an interface, which allows them to enter the chief complaint 

declared by the patient. At this stage the system will determine the relevant signs and symptoms 

based on DDx and will then list them so that the user could question or examine them (For more 

information on the determination of the relevant signs and symptoms please see section 5.2). 

This list could be updated instantly and regularly based on the new entries. Having the value of 

the relevant signs and symptoms, the system can then prepare the H&P report. This report will 

be given to the physician for final control and at this stage (s)he will be able to provide the 

system with feedback on the diagnosis result. The system uses this information as learning data 

in order to improve its performance (For more information on the learning abilities of the sys-

tem please refer to chapter 6).  

It is to be noted that the physician as the expert is able to control the medical knowledge given 

to the system at the initialization stage and is also responsible for any necessary updates. Addi-

tionally, the system allows the expert (physician) to remove possible eradicated diseases from 
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the system. However, the system does not conclude the eradication or elimination of diseases2 

in order to suggest removals, even if a disease has not been occurred in a long time. 

Table 2. The system scope (included/excluded functions) 

Included Functions Excluded Functions 

1. Complete implementation of the H&P, empowering 
a simple nurse to conduct the process 

1. Mapping among the different biomedical vocabular-
ies (Support for NLP – Natural Language Processing) 

2. Delivering the H&P report to the physician for final 
diagnosis 

2. Suggesting possible new diseases / outbreaks or rea-
soning on the eradication or elimination of diseases   

3. Updating the DDPs (Disease Description Patterns) 
according to new cases of the diseases (Learning from 
feedback) 

3. Suggesting patient-specific treatments, e.g. avoiding 
Drug-Drug Interactions (DDIs), … 

4. Updating the regional distribution of diseases 
(Learning from Feedback) 

4. Knowledge extraction from natural language 
sources (Support for NLP) 

 

Table 2 shows the functions that are included in or excluded from the system scope. In order to 

have a better understanding of these functions a diagnosis case can be considered here. As 

mentioned, during the H&P the physician receives the chief complaint, performs the DDx pro-

cess, and completes the H&P report. Together with the diagnosis, the physician will not only 

suggest the treatments but (s)he is also able to provide a patient-specific treatment to avoid 

DDIs, prevent allergic reactions, etc. (e.g., a patient who is diagnosed with rheumatic fever and 

is already taking ibuprofen for minor injuries cannot take aspirin for his or her rheumatic fever 

and should try another medication that can be used to treat this disease). It should also be noted 

that regardless of which words and terms are used by the patient, the physician is able to under-

stand him or her and eventually adapt his or her word choice for a better communication. Ex-

perience allows the physicians to have a better understanding of the signs and symptoms of the 

different diseases and their distributions. Physicians can also update their knowledge by study-

ing the up-to-date medical papers and apply their knowledge to their diagnoses.  

 
2 According to the World Health Organization (WHO) “elimination refers to the reduction to zero (or a very low 
defined target rate) of new cases in a defined geographical area”, however, “eradication refers to the complete and 
permanent worldwide reduction to zero new cases of the disease through deliberate efforts”. As stated in [239], 
“to date, only one infectious disease that affects humans has been eradicated”. Smallpox was declared eradicated 
by the World Health Assembly in 1980, after decades of efforts by the World Health Organization. On the other 
hand, polio can be mentioned as an example of the eliminated diseases, as it was eliminated in the United States 
by 1979 after widespread vaccination efforts. 



- 8 - 
 

As mentioned, the system aims to guide the H&P and therefore, the most important deliverable 

of it will be the H&P report. To this end, the system receives the chief complaint and determines 

the relevant signs and symptoms to be checked. Upon receiving the value of these signs and 

symptoms the system is then able to generate the ordered DDx list. Providing the diagnoses, 

the system will also be capable of suggesting the relevant drugs and treatments. However, 

within the scope of the current project the system does not intend to suggest patient specific 

treatments or avoid DDIs, especially in case of multiple diseases. Within the scope of the cur-

rent project the system does not intend to support natural language processing too. It is assumed 

that the user of the system is capable of covering this need, matching the patient’s words with 

the equivalent words provided and recognizable by the system. For example, if the patient com-

plains about shortness of breath and the term saved in the system for this condition is dyspnea, 

it is assumed that the user is capable of finding this link. Adding the capability of understanding 

the natural language is itself a separate project which may be considered as future work. 

The system is, however, intended to be capable of learning, that is, it can update the Disease 

Description Patterns (DDPs) and keep track of regional distribution of the diseases by saving 

the frequency of different diseases. This information helps the system to improve its results 

while calculating the probability of different diseases for a given case. However, as mentioned, 

it is not suggested to use this data to conclude the elimination or eradication of diseases. As the 

system collects statistical data about the disease occurrences, it may suggest the removal of 

eliminated diseases and ask for expert’s approval. However, the idea was rejected in the early 

stages of the project. In fact, even if a specific disease has not been spotted for a long time, this 

doesn’t necessarily mean that the disease has been completely eradicated. Of course, since the 

system saves the frequency of the diseases it will suggest the presence of such disease with 

lower probability. Indeed, one of the main advantages of the holonic medical diagnosis system 

is the ability to remind the critical rare possible diagnoses that have been ignored. The removal 

of diseases that occur seldom prevents this goal from being achieved.  

The system receives its medical data from the available disease/symptom databases (see section 

1.5) and is capable of updating this data through learning (see chapter 6). However, this project 

does not include knowledge extraction from natural language sources and considers this as a 

feature that may be added to the system in future works. It should also be mentioned that extra 

functions may be added to the system to make it able to use its data in order to suggest the 
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possibility of new diseases or outbreaks, and then provide supplementary information on the 

matter. However, this function is also not covered in the current project.  

1.3.2 The Theoretical Contributions 

1.3.2.1 The Holonic-Q-Learning (HQL) 

One of the attractive characteristics of HMASs is the support for self-organization, which can 

be defined as the mechanism or the process enabling a system to change its organization without 

explicit external command during its execution time [12]. As the organizational structure of the 

HMDS plays a key role in problem solving and has direct influence on the result quality, it is 

of eminent importance to support this process with appropriate ML techniques (For more in-

formation see chapter 6). This study proposes the Holonic-Q-Learning (HQL) as a specific Re-

inforcement Learning (RL) method for the purpose of self-organization in the HMDS. This 

method can also be applied to any HMAS that follows a similar approach to tackle its problem. 

In order to introduce an appropriate technique for the system at hand this work studies the 

available ML techniques that could be applied to the problem and accordingly explains the need 

for a novel RL technique. HQL combines concepts from RL and swarm intelligence. As will 

be discussed in chapter 6 a more general representation of this technique can also be used by 

any Heterogeneous Swarm (HetS), which aims to solve a Sequential Decision-making Problem 

(SDMP) that can be modeled as Markov Decision Process (MDP) (see chapter 6). 

1.3.2.2 The Automated Determination of the Input Parameter of DBSCAN 

The proposed system uses clustering in order to find its initial structure, i.e. holarchy (see sec-

tion 6.1.1). For this reason, the DBSCAN (Density-Based Spatial Clustering of Applications 

with Noise) [13] has been used, which is one of the most common clustering algorithms that is 

also highly cited in the scientific literature. Despite its strengths, DBSCAN has a shortcoming 

in automatically determining its input parameters, which involves interaction with the user, 

providing some graphical representation of the data. As the determination of the parameters 

gets complicated when dealing with complex data such as medical data, during this study a 

simple and effective method for automatically determining the input parameter of DBSCAN 

has been introduced (see chapter 6).  
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1.4 Research Methods 

According to the research questions a combination of research methods is used in this study. 

Considering the terminology used in [14] for research methods in computer science, this re-

search basically focuses on formal and model methods for different cases.  

Formal methods are most frequently used in theoretical computer science and intend to prove 

facts about algorithms and system [14]. One of the interesting applications of such methods is 

when dealing with the time or space complexity of an algorithm, or with the correctness or the 

quality of the solutions generated by the algorithm. As a result, mathematical proof techniques 

fall into this category of research methods. In this study mathematical techniques are used to 

develop a method for automatically determining the input parameter of DBSCAN (see section 

6.1.1.2). Moreover, a mathematical proof technique has been used to prove the convergence of 

HQL. This assures that the system structure can reach an optimal organizational structure ap-

plying this method (see section 6.1.3.9).  

On the other hand, a model method concentrates on defining an abstract model for a real system. 

This model will be much less complex than the system under study, allowing the researcher to 

have a better understanding of the system. Moreover, the researcher can use this model to per-

form experiments that could not be performed using the system itself because of cost or acces-

sibility reasons. Experiments based on a model are called simulations [14]. This study creates 

a model of the HMDS that deals with a limited number of diseases in order to provide a less 

complex environment to study the functionality and learning abilities of the real system (see 

chapter 7). Of course, the implementation of the real system which could diagnose thousands 

of diseases3 requires industrial investments. Using the system model, the structure, interactions 

and behavior of the system is demonstrated, and a number of simulations were also run to show 

the learning abilities of the system (see chapter 8). To put it in a nutshell, formal methods have 

been used in this research to develop and prove the theoretical contributions of this project. 

However, the practical contribution of this study has been demonstrated using a model method. 

 
3 According to WHO [2] the total number of diseases is about 30.000. 
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1.5 Medical Data Sources Used in this Research 

In order to develop the system model and accordingly run the simulations, real medical data is 

required. As explained in chapter 5 the system needs to save the signs and symptoms of the 

diseases in order to be able to match them with the signs and symptoms provided in the diag-

nosis request. In the simulations provided in this study (see chapter 7) the required data has 

been gathered from the available medical sources and as mentioned already, the system does 

not intend to extract this knowledge using NLP. Accordingly, it is assumed that during the 

initialization stage of the system an expert enters the signs and symptoms of each disease into 

the system. This data can henceforth be updated based on the feedback received from the phy-

sicians or by considering new instances of the diseases (see chapter 6). The following medical 

data sources are used in this project: 

(1) Official site of MAYO CLINIC4 [15]: This source includes a comprehensive guide to 

hundreds of conditions. Choosing each disease this reference provides its signs, symp-

toms, causes, related medical test, and treatments. 

(2) WebMD5 [16]: This source is a health information services website, which publishes 

content around health and health care topics, including diseases.  

(3) Medscape6 [17]: This source provides a comprehensive overview of the diseases includ-

ing the DDx list to be considered for the diagnosis of each of the diseases. 

(4) Disease Database7 [18]:  The Diseases Database is a medical textbook-like index and 

search portal that provides a cross-referenced index of human disease, medications, 

symptoms, signs, abnormal investigation findings, etc.  

(5) eH&P8 [19]:  eH&P™ (custom History & Physical Exam™) is an innovative medical 

application software program for the H&P, progress notes, and clinical checklists. 

 
4 The Mayo Clinic is a nonprofit academic medical center based in Rochester, Minnesota, focused on integrated 
clinical practice, education, and research. 
5 WebMD is an American corporation known primarily as an online publisher of news and information pertaining 
to human health and well-being. 
6 Medscape is a website providing access to medical information for clinicians; the organization also provides 
continuing education for physicians and health professionals (Owner: WebMD). 
7 Provided by Medical Object-Oriented Software Enterprises Ltd 
8 Provided by ScyMed that is a medical information company developing medical decision systems™ and clinical 
application software programs (Apps) for Physicians and healthcare professionals. 
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Choosing a disease, it provides the user with an H&P form, which shows the signs, 

symptoms, and in general all the relevant items.  This form can be best used for educa-

tional purposes and it should be noted that this system performs the opposite action 

comparing to the HMDS, since the HMDS actually starts with the symptoms in order to 

reach the diagnosis. 

(6) ICD-10 [20]: ICD-10 is the 10th revision of the International Statistical Classification 

of Diseases and Related Health Problems (ICD), which is a medical classification list 

provided by the World Health Organization (WHO). This source assigns codes to dis-

eases, signs and symptoms, abnormal findings, complaints, social circumstances, and 

external causes of injury or diseases.  

1.6 Thesis Layout 

Chapter 2 presents the research domain and describes the concepts related to the MDSs and the 

H&P. Chapter 3 explains the research motivation by concentrating on the software require-

ments, which is followed by a literature review with a focus on the state of the art of MDSs. 

Chapter 4 studies the concept of DDx in greater detail and introduces the HMASs as a means 

to implement this method. This chapter basically covers the analysis of the system and therefore 

describes the problem-solving approach. Chapter 5 includes the system design and accordingly 

illustrates the overall structure of the proposed system. Details of the functionality and the self-

organization of the system are also presented in this chapter. Chapter 6 concentrates on the 

empowering of the system with the appropriate ML techniques, which allow the system to up-

date its medical data and improve its performance. Next, chapter 7 presents a model of the 

system and describes its implementation. This chapter includes the description of the system 

behavior and demonstrates how the system actually performs the DDx. Assessment simulations 

are conducted in chapter 8, where the system is tested by providing appropriate real medical 

cases as input, verifying the output and comparing it with the actual results. This includes the 

evaluation of the functionality and the learning abilities of the system. Chapter 9  then concludes 

with a review on the research contributions and some suggestions for future works. The follow-

ing table presents in more detail the content of each chapter (Table 3).  
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Table 3. Thesis Layout 

Chapter Content 

Chapter 1:  
Introduction 

This section provides a brief introduction into the research domain by 
presenting the research question and then the research contributions. 
This chapter also describes the research methods that are used in this 
project in order to tackle the research question. Also, the thesis layout 
is given here. 

Chapter 2:  
Research Domain 

This chapter describes the concepts related to the medical diagnosis 
systems and the history and physical examination. 

Chapter 3: 
Research Motivation 

This section consists of two major subsections: The software require-
ments and the related work. The software requirements subsection pro-
vides a description of the intended MDS, concentrating on its distinc-
tive characteristics. The related work subsection is the literature review 
with a special focus on the state of the art, which shows the signifi-
cance of the research contribution. 

Chapter 4:  
System Analysis: The Software 
Engineering Approach 

This chapter covers the system analysis process for the HMDS. For 
this purpose, the DDx domain, is studied in greater detail and proven 
to meet the characteristics of HMASs. Accordingly, the HMASs are 
also introduced in this chapter. 

Chapter 5: 
System Design: The Holonic Medi-
cal Diagnosis System (HMDS) 

This chapter covers the system design process for the HMDS. Details 
of the functionality and the self-organization of the system are also 
presented in this chapter. 

Chapter 6:  
System Design: Learning in the 
HMDS 

Three different ML techniques are applied to different aspects of the 
HMDS. Clustering is used to determine the initial organizational struc-
ture of the system, exponential Smoothing is used to update the medi-
cal data, and reinforcement learning has been applied in order to sup-
port the self-organization of this system. This chapter shows how these 
techniques were used and if necessary were adapted to the HMASs. As 
a result, the theoretical contributions of this study are presented in this 
chapter.  

Chapter 7: 
System Simulation 

This chapter implements a simulation model of the suggested system 
using the GAMA platform [21], which is a modeling and simulation 
development environment for building spatially explicit agent-based 
simulations. This chapter thus provides a brief introduction to GAML 
and shows how the HMDS has been simulated using this platform. 

Chapter 8:  
System Assessment 

This chapter includes the assessment simulations of the system. The 
tests monitor the system’s general behavior in performing the H&P. 
Additionally, learning abilities of the system are examined by provid-
ing the system with appropriate inputs and evaluating the correspond-
ing outputs.  

Chapter 9:  
Conclusion and Future Works 

This chapters reviews the research objectives and contributions, and 
eventually suggests some ideas for future works. Functionalities that 
were excluded from the system are also described here in greater detail 
as potential future work topics.   
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RESEARCH DOMAIN9 

"Most medical errors come not from bad reasoning based on well observed facts, but 

from good reasoning based on inaccurate information."  

- Blaise Pascal (1623 - 1662) 

As the aim of this project is to implement a medical diagnosis system, which is capable of 

guiding the history and physical examination, this chapter mainly focuses on the concepts re-

lated to these two subjects. The brief introduction to MDSs mainly aims to identify the main 

missing ability of these systems, i.e., the ability to guide the history and physical examination. 

Describing the history and physical examination this chapter also introduces some of the avail-

able systems that have considered this examination. This brief review shows that these systems 

either solely provide a digital form for this process or are teaching tools that do not guide the 

user in performing a focused examination.   

 
9 The author gratefully acknowledges the informative and encouraging discussions with Dr. Farzad Fakouri on the 
medical aspects of the project, and would like to express appreciation and gratitude for his knowledgeable insight 
and expertise, that greatly assisted the research. 
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2.1 Medical Diagnosis Systems (MDSs) 

In previous decades, medical knowledge has been expanding exponentially. According to [22], 

the projected doubling time of medical knowledge, which was once 50 years in 1950, shortened 

to 7 years in 1980, and again to 3.5 years in 2010, is estimated to be 73 days by 2020. As the 

trend towards an increasingly digitalized healthcare industry plays a significant role in this ex-

pansion, information technology itself can be a solution to this exponential knowledge growth. 

In fact, this technology can help the healthcare providers to assimilate and apply this knowledge 

effectively. 

As already mentioned, since the 1950s computer scientists have aimed to support and improve 

healthcare systems. Some uses of computer in medicine are Digital Medical Imaging (DMI), 

Patient monitoring systems (PMSs), Health Information Systems (HISs), and Clinical Decision 

Support Systems (CDSSs). This study exclusively concentrates on the latter systems that aim 

to assist the physicians and other health professionals in clinical decision-making tasks. As 

proposed by Robert Hayward of the Centre for Health Evidence, “Clinical decision support 

systems link health observations with health knowledge to influence health choices by clini-

cians for improved health care”. Some comprehensive overviews on the CDSSs are presented 

in [23, 24, 25]. 

A Diagnostic Decision Support System (DDSS) or Medical Diagnosis System (MDS) is a spe-

cific type of Clinical Decision Support Systems that is developed to provide an ordered list of 

potential diagnoses for given signs and symptoms. The physician then takes the suggested di-

agnoses together with the supportive information and determines which diagnoses might be 

relevant and which are not, and, if necessary, orders further tests to narrow down this list [23]. 

In fact, these systems are best used to remind the physicians about critical possible diagnoses 

that might have simply been ignored. 

Available MDSs, including the state of the art (see section 3.2.2), mainly focus on finding the 

perfect link between the given input and their health knowledge. As a result, regardless of how 

powerful or ground-breaking they are in performing this action, it is always possible that their 

final strong deduction is based on some incomplete input, which may very likely lead to a mis-

diagnosis. To date, no computer-aided Decision Support System (DSS) has been introduced to 
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address this issue and this is the reason why the available MDSs cannot be well integrated into 

the workflows of the healthcare institutions and hence are not widely used. In fact, in order to 

utilize these systems a physician should first provide such systems with the right input. When 

a physician performs the required examination (see section 2.2) to provide an MDS with the 

right input, if no complications occur, s(he) will reach the diagnosis too, and as a result the later 

use of the MDS would be of less value. Consequently, MDSs are used very seldom in practice 

and are exclusively used in complicated medical cases, where the information gathered by the 

physician has not led to a definitive diagnosis, or diagnosis is clear but patient-specific treat-

ment is needed. 

As a result, in order to use MDSs in practice, prior to a diagnosis process they should guide the 

user in providing the correct, all-encompassing input, so that a user with less medical 

knowledge such as a nurse can perform the examination and just pass the results to the physician 

for final approval. To this end, upon receiving the patient's complaint the system should be able 

to determine the missing information that is crucial for the final diagnosis and eventually de-

mand it from the user. This is similar to what a physician does when listening to a patient. In 

patient encounter, (s)he would carefully listen to the symptoms explained by the patient, con-

siders some potential diagnoses and then tries to gather enough evidence and supporting infor-

mation to ensure the considerably lower probability of the other candidates by questioning the 

signs and symptoms that might have been simply ignored by the patient, or requesting the pa-

tient to undertake some medical examinations. During this process the physician is actually 

applying the DDx and hence the implementation of this method is in fact what the MDSs need 

in order to be able to guide the user in preparing the all-encompassing input. 

As already mentioned, in medicine, a DDx is the distinguishing of a particular disease or con-

dition from others exposing similar symptoms [5], which leads to more accurate diagnoses [6]. 

This systematic method is used to identify the presence of a disease entity where multiple al-

ternatives are possible and intends to gather enough evidence and supporting information to 

shrink the probability of the other candidates. This is very critical, since a misdiagnosis leads 

to a delay in identifying the correct diagnosis, as well as an exposure to inappropriate medica-

tion that can lead to serious irrecoverable effects. In order to gain better insight into the use of 

differential diagnosis in medicine, the process, which implements this method, is described in 

next section. 
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2.2 The History and Physical examination (H&P) 

In a patient encounter, the DDx is used in a process called the History and Physical examination 

(H&P). The H&P is “a critical component of a patient encounter in which information relevant 

to present complaint is obtained, by asking questions about family and personal medical history 

and the organ systems examined in as great detail as necessary to manage the present condition 

or evaluate-workup-the patient” [3]. As the first step in the encounter with a patient, this exam-

ination organizes the patient data and allows the physician to narrow down the DDx list to a 

few possibilities. The physician can then narrow down this list even more using the results of 

executive physicals, such as laboratory and radiographic findings. 

Adherence to the regulations related to H&P, and its documentation not only guarantee the 

execution of DDx, but also provide a reference document that may also be used as an important 

medical-legal document. As stated in [26, p. 772], “The major goal of the medical record is to 

serve as a repository of the clinician’s observations and analysis of the patient”. H&P typically 

initiates any clinician’s recorded interactions with a patient [26]. As stated by Charlie Goldberg, 

M.D., UCSD School of Medicine and VA Medical Center, San Diego, California, the written 

H&P serves several purposes: 

1. It is an important reference document that provides concise information about a patient's 

history and exam findings at the time of admission. 

2. It outlines a plan for addressing the issues which prompted the hospitalization. This 

information should be presented in a logical fashion that prominently features all of the 

data that’s immediately relevant to the patient's condition. 

3. It is a means of communicating information to all providers who are involved in the care 

of a particular patient. 

4. It allows students and house staff an opportunity to demonstrate their ability to accumu-

late historical and examination-based information, make use of their medical fund of 

knowledge, and derive a logical plan of attack. [27] 

Figure 2 to Figure 5 illustrate two examples of H&P form. 
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Figure 2. H&P form (example 1) – page 1 of 2 
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Figure 3. H&P form (example 1) – page 2 of 2 
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Figure 4. H&P form (example 2) – page 1 of 2 
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Figure 5. H&P form (example 2) – page 2 of 2 
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A comprehensive description of the different sections of an H&P report are provided by Charlie 

Goldberg, M.D., UCSD School of Medicine and VA Medical Center, San Diego, California: 

 Chief Complaint or Chief Concern (CC): One sentence that covers the dominant rea-

son(s) for hospitalization.  

 History of Present Illness (HPI):  This section covers all the events leading to the pa-

tient's arrival in the Emergency Room (ER)10 (or the floor11, if admission was arranged 

without an ER visit). The HPI should provide enough information without being too 

inclusive. 

 Past Medical History (PMH): This should include any illness (past or present) that the 

patient is known to have, ideally supported by objective data.  

 Past Surgical History (PSH): All past surgeries should be listed, along with the rough 

date when they occurred. 

 Medications (MEDS): Includes all currently prescribed medications as well as over the 

counter and non-traditional therapies. Dosage and frequency should be noted. 

 Allergies/Reactions (All/RXNs): Identify the specific reaction that occurred with each 

medication. 

 Social History (SH or SHx): This is a broad category which includes: Alcohol Intake, 

Cigarette smoking, Other Drug Use, Marital Status, Sexual History, Work History, and 

others (e.g. travel, pets, hobbies). 

 Family History (FH or FHx): This includes history of illnesses within the patient's 

immediate family. 

 Review of Systems (ROS): The review of systems is a list of questions, arranged by 

organ system, designed to uncover dysfunction and disease, i.e., the patient’s positives 

and negatives related to the chief complaint. The ROS is generally noted at the end of 

the HPI.  

 Physical Exam (PE): is the process by which a medical professional investigates the 

body of a patient for signs of disease.  

 
10 The emergency room also referred to as the emergency department, is where a patient is first seen after a sudden 
and serious illness or injury. 
11 A floor unit in a hospital is where a patient is cared for when (s)he doesn't require especially close monitoring. 
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 Lab Results, Radiologic Studies, EKG12 Interpretation, Etc. 

 Assessment and Plan (A&P): Assessment includes a discussion of the Differential Di-

agnosis (DDx) and supporting history and exam findings. The plan addresses treatments 

of each problem. [27] 

In this study, for simplicity reasons, the H&P sections are categorized and referred to as fol-

lows13: 

1. Chief Complaint (CC) 

2. Medical History (Hx): HPI, PMH, PSH, MEDS, ALL/RXNs, SHx, FHx, ROS 

3. Physical Exam (PE): PE, Lab Results 

4. Assessment and Plan (A&P) 

As it can be seen on the sample H&P form (see Figure 2 and Figure 3), this document covers a 

wide range of signs and symptoms. As stated in [27], “Knowing what to include and what to 

leave out of the H&P report is largely dependent on experiences and one’s understanding of 

illness and pathophysiology”. Accordingly, special knowledge and experience is needed to per-

form the H&P successfully, and here again DDx concerns could keep the whole process fo-

cused. “In fact, irrelevant questions and tests should be ignored and every single piece of infor-

mation should be used in order to narrow down the possibilities” [8, p. 274]. According to the 

World Health Organization (WHO) [2] the total number of diseases is about 30.000 and the 

International Statistical Classification of Diseases and Related Health Problems - 10th Revision 

(ICD-10) [20] includes roughly 1.000 signs and symptoms. These numbers indicate that per-

forming a focused H&P is of imminent importance.  

If, for example, a medical student is unaware that chest pain is commonly associated with cor-

onary artery disease, (s)he would be unlikely to mention other coronary risk-factors when writ-

ing the history, and until enough experience is gained, the write-ups will be somewhat poorly 

focused [27]. Moreover, not knowing the right questions to be asked the H&P may take a long 

 
12 Electrocardiography (ECG or EKG) 
13 It should be noted that this is not an attempt to define a new medical note format, and that this classification 
solely aims to simplify the reference to the H&P stages. A comprehensive description of medical note formats is 
presented in [28] (see Table 4). 
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time. A physician, however, is capable of keeping this process as focused as possible and iden-

tifies the relevant questions and examinations based on the chief complaint, and also during the 

examination when new evidences may occur.  

Basically, upon receiving the CC, the physician will have the initial DDx list to begin with, and 

this will lead to a focused H&P. After obtaining the relevant information the physician will be 

able to narrow down this list and report the revised DDx list (Figure 6). 

 

Figure 6. Initial DDx list and revised DDx list 

Different methods of documentation have been defined and deployed by health care providers 

to write the H&P report. A comprehensive description of medical note formats is presented in 

Table 4 [28, p. 544]. According to [28, p. 542] the SOAP (Subjective, Objective, Assessment, 

Plan) approach [14] to notes, first recommended in the 1960s, “did a remarkable job of convey-

ing the physician’s thought process, supporting data, and conclusions”. However, recently the 

difficulty of finding the most relevant information in the records, i.e., the assessment and the 

plan, has led to a proposal for a rearrangement of the traditional SOAP note. As stated in [28, 

p. 543], “The APSO (Assessment, Plan, Subjective, Objective) note [29, 30] was created for 

inpatient daily progress notes, a situation in which the patient’s concern is unlikely to change 

dramatically on a daily basis and was not intended for use in outpatient clinics”. In the age of 

digitalized healthcare, large quantities of data are included in the patient notes that have no 

connection to or do not clearly convey the physician’s thought process. The CAPS (Concern, 

Assessment, Plan, Supporting information) approach [28] introduced in 2016 transfers this data 

to the bottom of the note, and allows more efficient communication about the true purpose for 

the patient’s visit, the diagnosis, and the physician’s approach to resolving the patient’s con-

cern. The CAPS note aims to “retains the patient-centered, problem-oriented spirit of the SOAP 

CC MHx PE A&P 

Initial DDx Revised DDx 
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format, while moving potentially supportive yet distracting data fields to later in the note. Thus, 

it is applicable to both inpatient and outpatient settings” [28, p. 543]. 

Table 4. Comparison of medical note formats 

Format Structure 

SOAP [31] Subjective information 
Chief concern 
History of present Illness 
Patient’s medical, surgical, family, social history 

Objective information 
Physical examination 
Laboratory and test data 

Assessment 
Plan 

APSO [29, 30] Assessment 
Plan 
Subjective information (as above) 
Objective information (as above) 

CAPS [28] Concern 
Patient’s chief concern 
History of present illness, injury 

Assessment 
Diagnosis with clinical reasoning 

Plan 
Itemized list of actions to address patient’s concern and 
condition 

Supporting information (objective and subjective) 
Vital signs and physical examination 
Results of laboratory, radiographic, other tests 
Comprehensive review of systems 
Patient’s medical, surgical, family, social history 
Current medications 
Allergies 

 

Regardless of which note format is used, healthcare providers are now saving the data in digital 

format. As stated in [32], “the Electronic Health Record (EHR) is an evolving concept defined 

as a longitudinal collection of electronic health information about individual patients and pop-

ulations. Primarily, it will be a mechanism for integrating health care information currently 

collected in both paper and Electronic Medical Records (EMRs) for the purpose of improving 

quality of care”. Based on a report on a series of studies conducted at four institutions that 

provide ambulatory care, the use of EHRs was viewed as the most promising tool for improving 

the overall quality, safety, and efficiency of the health delivery system [33].  
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According to [26, p. 774] there are many advantages to the use of the EMR: 

1. Unlike the paper record, the EMR can potentially be used by anyone who needs it at any 

time. It can also be accessed easily from remote sites, such as a clinic across the town 

or even across the country.  

2. It is unlikely that data will be lost or misplaced. With an appropriate back-up mecha-

nism, the EMR should serve as a permanent record of an individual’s interaction with 

the health care system.  

3. With the availability of all the patient’s data, new views and other summaries can be 

generated instantaneously.  

4. With the potential for the incorporation of reminders and decision support, the likeli-

hood of mistakes and omissions should decrease.  

5. In addition to benefiting the individual patient, the EMR is also likely to benefit the 

larger population. Clinical research will likely be enhanced, as researchers have easier 

access to information about patients that will increase the understanding of the disease 

and its treatment. Screening and other preventive measures will become easier to im-

plement as patients of various attributes (i.e., gender, age, presence of other risk factors) 

can be identified and contacted. 

As mentioned, any clinician’s recorded interactions with a patient usually begin with the H&P 

[26]. Electronic Health Record Systems (EHRSs) provide their users with digital H&P forms. 

The AmericanEHR [34] is an online community of clinicians that provides a trusted source for 

unbiased EHRS recommendations. This reference includes the list of certified EHRSs and their 

ratings. According to the reviews done by the hospitalists14 [34], EpicCare Ambulatory EMR  

[35] and Cerner PowerChart Ambulatory [36] are the best rated EHRS with respect to their 

specialty. 

Available EHRS are able to capture patient’s data, analyze it, and provide insight for clinicians, 

however, in terms of the H&P they solely provide a digital form and do not guide the user in 

performing a focused examination. Therefore, it is still the user who has to decide on the right 

 
14 Hospital medicine in the medical specialty concerned with the care of acutely ill hospitalized patients. Physicians 
whose primary professional focus is caring for hospitalized patients only while they are in the hospital are called 
hospitalists [237]. 
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questions and exams. A number of computer programs and mobile applications have been de-

signed that aim to assist their users in performing the H&P, however they are mostly teaching 

tools and none of them are designed to guide the diagnosis process. Some notable examples of 

such applications are: 

1. eH&P™ is a clinical application designed and developed by ScyMed®, which is “a 

medical information technology company developing medical decision systems and 

clinical applications for physicians and healthcare professionals” [19]. eH&P™ is not a 

diagnostic program but a unique decision support tool that is capable of creating disease-

specific H&Ps that can be used in delivery of care, teaching and research activities. 

Therefore, this program does not intend to guide the decision process, but to create the 

H&P report for a specific case, marking the elements that should have been questioned 

or examined. 

2. Smart Medical Apps - H&P is a “comprehensive guide to medical histories, physical 

examination and documentation of findings”. It includes “instruction guides, which as-

sist medical students in each element of history-taking and physical examination”, and 

it is the “first application to translate checklist findings into grammatically correct pro-

gress note for presentation”. Additionally, its “video tutorials provide detailed instruc-

tion in correctly performing physical examination components” [37]. 

3. Clinicals – History & Physical designed by Medical Gear “offers medical students a 

clear structured and systematic approach to history taking”, which is “divided into three 

main sections: General History, Symptomatology, and Physical Examination” [38].  

4. The History & Physical Exam a-pocketcards developed by Börm Bruckmeier Publish-

ing LLC provides “a complete handy tool for the physician to use in the clinical set-up”, 

with “comprehensive coverage of the history and examination of a patient”. The tool 

includes “a detailed checklist for the physical examination of all system of the body”, 

and “a detailed checklist of the review of all the system of the body” [39].  

To put it in a nutshell, focused H&P is the key to a flawless diagnosis and the available EHRSs 

provide their users with digital H&P forms, however, they do not guide the user in performing 

a focused H&P and it is still the user who has to decide on the right questions and examinations. 

The advantages of a system that is capable of guiding a focused H&P will be discussed in the 

next chapter, which will then eventually lead to the introduction of the research motivation.  
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RESEARCH MOTIVATION 

This section consists of two major subsections: The software requirements and the related work. 

The software requirements subsection provides a description of the intended medical diagnosis 

system, concentrating on its distinctive characteristics. The second subsection, i.e., the related 

work, is the literature review with a special focus on the state of the art. This part serves as a 

survey of the medical diagnosis systems, covers the different approaches to the research prob-

lem from a computer scientist’s perspective, and includes critical assessments of the state of the 

art in order to redemonstrate the significance of the research contribution. 

3.1 Software Requirements 

As already mentioned, MDSs are developed to provide an ordered list of potential diagnoses 

for given signs and symptoms. It should be noted that the output of such systems is still to be 

controlled by a physician, and these systems are solely meant to remind about critical possible 

diagnoses that might have simply been ignored. In addition, a valid diagnosis demands a valid 

diagnosis request and as an MDS does not aim to guide the user in providing the right input this 
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data should be carefully provided by a physician too (see Figure 7 - a). A diagnosis request is 

not just the patient’s complaint but the combination of the chief complaint together with all the 

information about the presence and/or absence of the relevant signs and symptoms, which can 

be specified based on the DDx method (see Figure 7 - b). Accordingly, as in patient encounter 

this method is applied in H&P, the original input of the MDSs is the output of H&P, and the 

output of it is in fact the revised A&P (see Figure 7 - c). 

  

Figure 7. input and output in MDSs 

In other words, the available MDSs including the state of the art (see section 3.2.2) merely 

support the last stage of the H&P, i.e., the assessment and plan step, and use the output of the 

preceding stages as their input. This is exactly one of the limitations of these systems, and the 

reason why they cannot be well integrated into the clinical workflow of the hospitals15. As 

explained in section 1.1, when a physician performs this examination to provide an MDS with 

 
15 For more information on the other reasons for a lack of motivation to use MDSs please confer to [236]. 
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the right input, since s(he) is basically applying the DDx method if no complications occur, at 

the end of the H&P s(he) will reach the diagnosis too, and as a result the later use of the MDS 

would be of less value. Consequently, MDSs are used very seldom in practice and are exclu-

sively used in complicated medical cases where the information gathered in the first three stages 

of H&P has not led to a definitive assessment and plan. This shortcoming, however, should not 

be a reason to ignore the benefits of using these systems.    

The state of the art of medical diagnosis systems includes IBM Watson [40] and Isabel [41, 42]. 

These systems are introduced in greater detail in the next section, however, in order to introduce 

the research motivation and eventually the contribution of this research a brief description is 

provided here. IBM Watson is claimed to be the most powerful artificial intelligence-based 

system capable of performing medical diagnosis. This system is a cognitive computer system 

developed by IBM that has the capability of understanding the natural language. From the tech-

nical point of view, upon receiving a request, Watson searches a large knowledge base, gener-

ates potential hypotheses, and then initiates another search to collect evidence that supports 

them. Isabel on the other hand, is a CDSS that facilitates diagnostic reminders and DDx [41, 

42]. A systematic review and meta-analysis of DDx generators was conducted in [43], accord-

ing to which Isabel was associated with the highest rates of diagnosis retrieval16. However, as 

stated in [44], Isabel is still too slow, and its accuracy drops significantly if only limited infor-

mation is available [45]. As Isabel fails to guide the user in performing a focused H&P, using 

this system the user may end up with a misdiagnosis that is caused by incomplete input.  

One can clearly deduce that the most common shortcoming of these systems is that they do not 

guide the users in providing the right input. As stated already, no matter how powerful they are 

in connecting the patient’s medical history to medical knowledge, they cannot necessarily guar-

antee an error-free diagnosis as it is always possible that their final strong deduction is based 

on some incomplete input, and hence a misdiagnosis. The H&P is the key to a flawless diagno-

sis and in fact, as discussed in [46]: „No matter how good you are at diagnosing and treating, 

unless you asked the right questions in a timely manner, all the knowledge in the world won’t 

be helpful.“ 

 
16 The ability to generate DDx list for given input should not be confused with the ability to guide the H&P based 
on the concept of DDx. 
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H&P is originally performed by physicians, however, as the shortage of medical doctors has 

been worsening in the recent years, roles such as Physician Assistant (PA) and Nurse Practi-

tioner (NP) have been defined to ease the load. PAs and NPs are qualified to perform the H&P 

steps, diagnose medical problems and carry out necessary treatments mainly under the super-

vision of physicians. Undertaking the H&P, they help the doctors to see more patients in a 

certain period of time, as they would then just need to review and asses the already prepared 

H&P report. In case of a complex medical case available MDSs can be used for reassessment 

or creating patient-specific treatment plans. As shown in Table 5 and Figure 8, the last stage of 

H&P, i.e. the A&P, is supported by IBM Watson and Isabel. These systems receive the results 

of the three first stages of H&P as their input and provide the user with the respective assess-

ment and plan, i.e. the diagnosis and treatment. Of course, the results are then given to a physi-

cian for approval and if changes are needed the H&P report will be revised. 

Table 5.  The H&P sections that can be supported by IBM Watson/Isabel 

 Hospital Hospital 
using IBM 

Watson 

Hospital 
using Isabel 

 
 

 
Pro/Active Intelligence Symptom Checker 

H
&

P 

CC PHY PA/NP PHY PA/NP PHY PA/NP User 
Hx PHY PA/NP PHY PA/NP PHY PA/NP - 
PE PHY PA/NP PHY PA/NP PHY PA/NP - 

A&P PHY PA/NP1 IBM Watson1 Isabel Pro/Active Intelligence1 Isabel Symptom Checker 2 
1 Physician’s confirmation needed          2 Results to be discussed with physician 
 
 

 

Figure 8. The input of the MDSs 
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Although PAs and NPs are able to compensate for the shortage of doctors to some extent, they 

do not solve the problem completely. Both groups require a special formal degree of education 

and years of experience; and there are also never enough PAs and NPs available. This is where 

artificial intelligence could help. In fact, a system capable of undertaking the H&P could save 

the physician time and guide less experienced nurses in performing this examination. Upon 

receiving the CC this system should be able to suggest the right signs and symptoms to be 

checked and remind the relevant physical exams. Gathering the patient’s data, the system is 

then expected to suggest some possible diagnoses accordingly (see Figure 9). This study will 

show how a Holonic Multi-Agent System (HMAS) approach (see section 4.2) can simply ena-

ble a system to perform this process based on DDx concerns.  

 

Figure 9. Input and output in an MDS capable of guiding the H&P 

The research question of the general project is hence whether a holonic multi-agent architecture 

could support the implementation of the DDx method and consequently improve the use of 

medical diagnosis systems. Accordingly, the development of the HMDS, which is capable of 

performing DDx, is the practical contribution of this work. Moreover, as is the case with any 

intelligent system, the functionality of this system should be supported by appropriate machine 

learning techniques, and as a result, the adaptation of such techniques to the holonic approach 

used in this project is the conceptual/theoretical contribution of this work.  

As mentioned in section 1.2 following functionalities signify the expectations from the final 

software product17:  

1. Functional Requirements:  

1.1. For the purpose of DDx: 

1.1.1. The system allows the user to enter its chief complaint: The system allows the 

user to enter its diagnosis request in the form of a combination of signs and 

symptoms, which are recognizable by the system and consequently selectable 

 
17 For software requirements specifications please refer to section 1.2. 

MDS capable of  
guiding the H&P cc Diagnosis 
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by the user. As mentioned already, within the scope of the current project the 

system does not intend to support natural language processing and it is assumed 

that the user of the system is capable of covering this need, matching the pa-

tient’s words with the equivalent words provided and recognizable by the sys-

tem.   

1.1.2. The system questions relevant signs and symptoms: After receiving the chief 

complaint, based on DDx method the system considers some potential diagno-

ses and starts questioning the relevant signs and symptoms that are not men-

tioned by the user. 

1.1.3. The system allows the user to add signs and symptoms to its diagnosis request: 

Questioning the relevant signs and symptoms, the system allows the user to 

enter the revised diagnosis request in the same format. 

1.1.4. The system displays the diagnosis: The most probable diseases together with 

all the relevant unspecified signs, symptoms or test results are shown to the 

user. 

1.2. For the purpose of data modification: 

1.2.1. The system allows the expert to enter and modify available medical infor-

mation: The expert can initialize and constantly modify the DDP and any other 

relevant information about the diseases directly and/or by providing the system 

with the right feedback.  

1.2.2. The system allows the expert to delete eradicated diseases: The expert is able 

to manage the list of the diseases that are recognizable by the system and in 

case of an eradicated disease, this disease can be removed from the system. 

1.2.3. The system displays the diagnosis result and allows the expert to enter feed-

back: Receiving the feedback, the system will be able to learn and improve its 

performance.  

2. Nonfunctional Requirements (Quality Requirements): Adaptability (Machine learning 

abilities) 

2.1. Updating the DDPs according to new instances: At the initialization stage the values 

of the signs and symptoms saved for each disease solely show the possibility of 

absence or presence in a single disease by assigning value 0.0 to absent signs and 

symptoms and value 1.0 to existing ones. However, these values can be updated 

based on the cases of the diseases in order to represent diseases with more realistic 
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values. This implies that the system can also rely on the statistical information in 

order to improve the quality of its output. 

2.2. Updating the regional distribution of diseases: The system can keep track of the 

distribution of the diseases by considering the new cases of the diseases. This data 

can also help the system to improve the quality of its output by considering the 

frequency of the different diseases in a DDx. 

3.2 Related Work 

3.2.1 Literature Review 

The use of computers in medicine has always been an appealing research topic since 1950s [47, 

48]. The pioneering methods (e.g. clinical algorithms and clinical databanks that include ana-

lytic functions) [49] were very limited and this was the case until early 1970s when researchers 

started to use artificial intelligence in this field. During 1970s the majority of the leading re-

searches were based on Expert Systems (ESs) [50]. In 1980s and 90s, systems based on fuzzy 

set theory, Bayesian belief network, and Neural Networks (NN) were developed [51].  

With the introduction of the agent concept in 1990 [52], medical systems started taking ad-

vantage of Multi-Agent System (MAS) technology. This paradigm, with its distributed archi-

tecture, is a promising solution to the shortcomings of the old methods, and furthermore offers 

much more flexibility, adaptability and scalability. Having these advantages in mind, research-

ers started to combine the multi-agent system technology with the earlier paradigms and design 

neural network agents, expert system agents, and data mining agents (e.g. [53, 54, 55]). Re-

cently, however, with the introduction of the cognitive computing18 healthcare industry is aim-

ing to create systems that mimic the way humans think, and eventually improve the diagnosis 

quality (Figure 10). 

 
18 The term cognitive computing is typically used to describe AI systems that aim to simulate human thought. A 
number of AI technologies are required for a computer system to build cognitive models that mimic human thought 
processes, including machine learning, neural networks, Natural Language Processing (NLP) and sentiment anal-
ysis [238]. 
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Figure 10: The history of the use of computers in analyzing medical data 

As the main focus of this research is on MDSs, this section is mainly dedicated to providing the 

readers with an overview of these systems as a specific type of CDSSs. A comprehensive survey 

of CDSSs can be found in [23], which suggests two main types of CDSS: Knowledge-based 

and Non-knowledge-based CDSSs. Knowledge-based CDSSs are rooted in early expert sys-

tems. “These systems attempted to replicate the logic and reasoning of a human decision maker, 

reaching firm decisions based on existing knowledge" [25, p. 630]. A knowledge-based CDSS 

consists of three parts [23, p. 3]:  

 The Knowledge Base: The knowledge base consists of complied information that is 

often, but not always, in the form of if-then rules. 

 The Inference Engine: The inference engine contains the formulas for combining the 

rules or associations in the knowledge base with actual patient data. 

 The communication mechanism: The communication mechanism is a way of getting the 

patient data into the system and getting the output of the system to the user who will 

make the actual decision. 
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Some notable examples of such systems can be found in Table 6. This table sorts the MDSs 

according to their release year. As can be seen, early MDSs were mainly expert systems.  

Table 6. Notable examples of MDSs 

Ref. MDS Discipline Year 

[56] INTERNIST I: Rule-based expert system Internal Medicine 1974 

[57] CASNET (Causal ASsociational NETworks) Diagnosis and 
treatment of 
Glaucoma 

1974 

[58] PIP (Present Illness Program): Medical expert system Evaluation of pa-
tients with edema 

1976 

[59] MYCIN: Rule-based expert system  Infectious disease 1976 

[60] PUFF: an expert system for interpretation of pulmonary function data Pulmonology 1983 

[61] QMR (Quick Medical Reference): DDSS for internists Internal medicine 1986 

[62] CADUCEUS: Medical expert system 
(could diagnose up to 1000 diseases) 

Internal medicine 1986 

[63] DXplain: MDS with evidential support for each DDx, along with recom-
mended follow-up 

Internal medicine 1987 

[64] Iliad: Expert system for internal medical diagnosis (teaching tool) Internal medicine 1991 

[65] Papnet: a commercial NN-based computer program for assisted screening 
of Pap (cervical) smears Cytology 1991 

[66] An ANN for the diagnosis of myocardial infarction Cardiology  1991 

[67] Artificial neural networks for single photon emission computed tomogra-
phy (SPECT) 

Radiology 1993 

[68] An ANN for diagnosis of acute pulmonary embolism Pulmonology 1995 

[69] Evolving neural networks for detecting breast cancer Oncology 1995 

[70] Neuroserum: An artificial neural net-based diagnostic aid tool for serum 
electrophoresis 

Pathology 1998 

[71, 72] VisualDx Internal medi-
cine, Dermatol-
ogy 

2001 

[41, 42] Isabel: The most powerful DDx generator on the market (covering over 
10,000 conditions) 

Internal medicine 2002 

[73] An ANN for automated diagnosis of heart disease in patients with heart 
murmurs 

Cardiology 2006 

[74] Intelligible support vector machines for diagnosis of diabetes mellitus Endocrinology 2010 

[75] Tuberculosis disease diagnosis using ANN trained with genetic algorithm Pulmonology 2011 

[76] GA based system for the diagnosis of cervical precancer  Cytology 2011 

[77] An ANN for automatic diagnosis of small bowel tumor Gastroenterology 2012 

[78] An ANN for diagnosis of Coronary heart disease  Cardiology 2012 

[79] IBM Watson Oncology 2013 

[80] Support vector machines for preliminary diagnosis of tuberculosis disease Pulmonology 2017 
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In contrast to knowledge-based decision support systems, non-knowledge-based CDSSs “use a 

form of artificial intelligence, called machine learning, which allows the computers to learn 

from past experiences and/or to recognize patterns in the clinical data” [23, p. 5]. The most 

popular ML algorithms for CDSSs include Artificial Neural Networks (ANN), Genetic Algo-

rithms (GA), Support Vector Machines (SVM), and decision trees [81]. Some examples of non-

knowledge-based CDSSs are also listed in Table 6. The most remarkable non-knowledge-based 

CDSSs are based on neural networks and genetic algorithms [23]. Reviews on the ANNs that 

are introduced for medical diagnosis purposes can be found in [82], [83] and [84]. Additionally, 

a comprehensive survey on the applications of genetic algorithms in medicine is given in [85]. 

Early studies on MDS showed that the use of computers in this field can benefit the quality of 

the medical diagnosis. The earlier approaches were, however, just useful for narrow application 

areas, as their scalability has always been a challenging issue. As stated in [86, p. 88] “As long 

as the number of rules in the rule base is small enough, an expert system can be highly effective. 

However, the extension of rule bases, e.g., as part of a learning or adaption process, can cause 

serious problems since it may happen that the overall semantics and behavior of the rule base 

gets out of control”. Other approaches had their own shortcomings too. According to [87], chal-

lenges that can be encountered while applying neural networks include selecting the best topol-

ogy, avoiding overtraining and undertraining, and determining the training cases. The complex-

ity of such problems also grows with the size of the neural networks. Regarding the genetic 

algorithm based CDSSs, dealing with large amount of data the complexity is again a big chal-

lenge. Moreover, the very low rate of convergence, along with the lack of guarantee of finding 

the global maxima, make such approaches less appealing. Furthermore, it should be noted that 

although machine learning based CDSSs may have a better performance than the average cli-

nicians, as due to the black box nature of machine learning [88], these systems do not reveal the 

reasons behind their conclusions, most clinicians do not use them directly for diagnoses, for 

reliability and accountability reasons [23].  

To tackle the scalability problem, computer scientists have started using the MAS technology. 

The distributed architecture of MASs offers not only the required scalability, but also flexibility 

and adaptability to the target system. Having these advantages in mind, researchers started to 

combine this technology with the earlier paradigms and design agent based CDSSs composed 

of neural network agents and expert system agents. A survey on multi-agent based DSSs for 
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medical classification problems is presented in [89], and some notable multi-agent based MDSs 

are listed in Table 7.  

Table 7. Agent-based MDSs 

Ref. Purpose Agents Agent type  Year 
[90] A multi-agent based deci-

sion-making tool, composed 
of smaller expert systems 
operating locally as a part of 
the more global system  
 

In this approach, each functional knowledge-based 
module operates autonomously and communicates 
with the other modules (agents) via message passing 
using the strategy “when needed”. This approach 
explores the idea of the blackboard architecture 
[91], and the idea of the inheritance principle (tax-
onomy hierarchy) firstly used in MYCIN [92].  

ES 2001 

[93] An Agent-based Data Min-
ing Info-structure (ADMI) 
that provides a suite of 
healthcare-oriented deci-
sion-support/strategic plan-
ning services 

This system is an agent-based framework for 
knowledge discovery in a distributed environment 
that includes multiple heterogeneous healthcare data 
repositories. The system’s agents are Interface 
Agent, Data Collection Agent, Data Mining Agent, 
and Service Generation Agent. 

Data Mining 2002 

[94] A multi-agent distributed 
DSS, to help in the early di-
agnosis and prognosis of 
brain tumors 

This system employs agents’ negotiation and argu-
mentation mechanism developed for distributed re-
source allocation problems. The system’s agents are 
GUI Agent, DB Agent (local/external), Training Pe-
titioner Agent, Classifier Petitioner Agent, Classi-
fier Agent, and Yellow Pages Agent. 

Data Mining 
(Classification) 

2006 

[95] An MDS capable of solving 
problems that require the co-
operation of multiple sys-
tems with different capabili-
ties and capacities.  

The MDS is a heterogeneous system with agents 
(human and artificial) specialized in medical diag-
nosis, a doctor called moderator and assistant agents 
(human and artificial) 

ES 2006 

[96] A multi-agent hospital man-
agement framework em-
powered by agents that per-
form data mining to support 
the diagnosis of a patient 

Hospital Manager, Facilitator Agent, Room Man-
ager, Monitor Agent, Service Modules, Expert Mo-
bile Agent. The expert mobile agent (EMA) classi-
fies patient’s data using a neuro-fuzzy algorithm for 
the consultation report (Neuro-fuzzy systems are the 
hybrid of ANNs and fuzzy systems). 

Neuro-Fuzzy  2007 

[97] An MDS capable of solving 
problems that require the co-
operation of multiple sys-
tems with different capabili-
ties and capacities. (im-
provement of [95]) 

Hybrid ES agents represent ES agents endowed with 
hybrid components, e.g. neural networks compo-
nents. Each problem-solving component of an agent 
can be implemented as a well-adapted problem-
solving method for a class of problems. For exam-
ple, an ES component can be well adapted for med-
ical diagnosis and a NN component can be well 
adapted for problems like noisy image recognition. 

Hybrid ES 
(ES + NN com-
ponent + other 
components) 
 

2007 

[98] A MAS that distributes the 
diagnosis to three agents 

Each agent is a specialist (Otorhinolaryngology, di-
gestive, cardiology) performing reasoning using 
their rule bases and communicating with other 
agents using a blackboard. 

ES 2008 

[54] medical diagnosis system Several NNs, each represented by an agent and cov-
ering a group of diseases are connected through an 
administrative instance that selects the right NN for 
diagnosis process based on the given symptoms.  

NN 2009 
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It should be noted that even though the use of agents in MDSs can reduce the complexity prob-

lem and simultaneously increase the scalability and adaptability of these systems, finding the 

right distribution and, furthermore, the inevitable coordination plan that controls the collabora-

tion between the agents, are new problems that concurrently rise. If the diagnosis problem is 

dealt with only a few numbers of agents, addressing the coordination of agent interactions will 

be simple but in this scenario each agent is again facing the old problems, i.e., complexity, 

scalability, and adaptability. On the other hand, if the system keeps the agents very simple, i.e., 

with limited knowledge and few tasks, the number of agents should consequently be relatively 

big. In this scenario, again, the interaction between the agents will be an issue. To put it in a 

nutshell, the MAS technology may be used for diagnosis problems to break down the problem 

into some simpler ones, but the mechanism which derives the final diagnosis from the agents’ 

outputs should be designed very carefully. 

Complicated domains that demand decomposable problem settings in different abstraction lev-

els can best be dealt with by systems that are based on one of the well-known MAS architec-

tures, i.e., the HMAS architecture (see chapter 4). The term holon was first introduced in [99] 

in order to name recursive and self-similar structures. As stated in [100, p. 7], “A holonic agent 

of a well-defined software architecture may join several other holonic agents to form a super-

holon; this group of agents now acts as if it were a single holonic agent with the same software 

architecture” (for further information please refer to section 4.2). In next chapter the DDx do-

main and the holonic domain are both studied in detail and it will be proven that the DDx 

domain meets the characteristics of HMASs.  

Few attempts have been made to use the holonic structure for medical systems ( [101], [102], 

and [103]). Table 8 lists these systems and describes how these systems used the holonic ap-

proach in order to solve their problem and organize the agents in their systems. Clearly, none 

of these systems were designed to implement the DDx or covers the H&P process, and in fact, 

as mentioned in chapter 1 and section 2.2, no system has been designed so far that is capable of 

guiding the diagnosis process in H&P. The system introduces in [101] is an MDS, however, it 

applies a completely different approach than that adopted in DDx. The system introduced in 

[102] aims to implement a remote healthcare system and uses the holonic approach in order to 

make the collaboration between the remote medical entities possible. Similarly, [103] proposes 

a holon-based architecture for the hospital information systems and uses the holonic approach 

in order to manage the information flow to support the administrational needs of hospitals.  
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Table 8. Holonic multi-agent-based medical systems 

Ref. Purpose Holons Year 

[101] Medical Diagnosis System This system is composed of two types of agents:  
(1) Disease Specialist Agent (DSA), and  
(2) Disease Representative Agent (DRA). 

DRAs are atomic and represent a specific disease, DSAs 
are holons and represent groups of related diseases 
(DSAs and/or DRAs). The agents collaborate with each 
other for the purpose of diagnosis using blackboards in 
different layers of holarchy, i.e., the organizational 
structure of a holonic society. 
Two different approaches are suggested: static and dy-
namic. In static approach DSAs rather map medical dis-
ciplines. Dynamic approach, however, suggests case-
based emergence allowing the DSAs and DRAs to 
change their roles. The quality of the collaborations be-
tween each agent and its head(s) is measured to support 
the self-organization, however, this approach does not 
reveal any information about the quality of the connec-
tions on the higher levels. 

2003 

[102] Remote diagnosis, prediction 
and ubiquitous healthcare 
(telemedicine) 

This approach “extends the holonic enterprise paradigm 
to the medical domain. A medical holarchy is a system 
of collaborative medical entities (patients, physicians, 
medical devices, etc.) that work together to provide a 
needed medical service for the benefit of the patient” ” 
[102, p. 1]. As stated in [102, p. 11], the elements defin-
ing the levels of a medical Holonic Enterprise (HE) are: 

(1) Inter-Enterprise: Hospitals, Pharmacies, Medi-
cal Clinics/Laboratories 

(2) Intra-Enterprise: Sections/Units/ Departments 
of each medical enterprise     

(3) Resource Level: Machines for medical tests, 
medical monitoring devices, information pro-
cessing resources (medical files, computers, 
databases, decision support systems), physi-
cians, medical personnel (technicians, assis-
tants, etc.) 

2004 

[103] Hospital information system This system suggests a holon-based architecture for the 
informational system of hospitals and is comprised of 
the following classes of holons:  

(1) Service holons,  
(2) Resource holons,  
(3) Medical specialty holons,  
(4) Supervisor holons.  

Supervisor holons (SupH) coordinate the holons’ activi-
ties in a holarchy. Service holons (SerH) are responsible 
for the management, planning, execution and delivery of 
all services in the system. Resource holons (ResH) rep-
resent the primary resources of the system, such as pa-
tients’ data, medical devices, the clinic’s data, infrastruc-
ture, etc. and their management. Medical speciality ho-
lons (MedSpecH) are special holons dedicated to partic-
ular fields in medicine (urology, cardiology, ophthal-
mology, etc.).  

2018 
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3.2.2 The State of the Art 

As mentioned in research motivation section the state of the art of the MDSs includes IBM 

Watson and Isabel. This section studies these systems in more detail in order to demonstrate 

the significance of the research motivation. 

3.2.2.1 IBM Watson 

Watson is a cognitive computer system developed by IBM. “Built with the purpose of being a 

question answering machine, Watson also has the capability of understanding natural language, 

creating a more natural relationship between humans and computers” [104]. Several application 

areas have been considered for Watson, including healthcare.  

According to [105], “healthcare was one of the first industries to which Watson technology was 

applied”. In 2013, the first commercial implementation of Watson took place as the Memorial 

Sloan Kettering Cancer Center implemented Watson began using it to ensure that its lung can-

cer patients were receiving the right treatment while reducing costs [106]. Ever since, other 

medical centers such as Cleveland Clinic, Maine Center for Cancer Medicine, and Westmed 

Medical Group have also implemented Watson tools [107, 108].  

However, not every implementation has gone successfully. After spending more than $62 mil-

lion over the course of four years on implementing a decision support system powered by Wat-

son technology, in 2017, hospital administrators of MD Anderson Cancer Center in Houston 

canceled the project, saying it had failed to meet its goals [109]. Healthcare is still, however, a 

primary focal point for IBM Watson technology.  

IBM Watson is claimed to be the most powerful artificial intelligence-based system capable of 

performing medical diagnosis. This system is a cognitive computer system that has the capa-

bility of understanding the natural language. Watson uses IBM's DeepQA (a software architec-

ture for deep content analysis and evidence-based reasoning) and the Apache UIMA (Unstruc-

tured Information Management Architecture) for analyzing unstructured data. DeepQA “repre-

sents a powerful capability that uses advanced natural language processing, semantic analysis, 

information retrieval, automated reasoning and machine learning. DeepQA deeply analyzes 

natural language input to better find, synthesize, deliver and organize relevant answers and their 
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justifications from the wealth of knowledge available in a combination of existing natural lan-

guage texts and databases” [110]. From the technical point of view, upon receiving a request, 

Watson searches a large knowledge base, generates potential hypotheses, and then initiates an-

other search to collect evidence that supports them. Although Watson is very powerful in per-

forming this action, the success is very much depending on the quality of the input, i.e., the 

output of an already performed H&P, and IBM Watson is best used to create patient-specific 

treatment plans, e.g., cancer treatments. To the best of our knowledge, Watson has never been 

involved in the initial core medical diagnosis process, but only in improving the diagnosis and 

assisting with identifying treatment options for patients who have already been diagnosed [79]. 

3.2.2.2 Isabel 

The second MDS to be considered here is Isabel, which is a CDSS that facilitates diagnostic 

reminders and differential diagnosis [41], [42]. Isabel is actually an internet-delivered CDSS 

consisting of a knowledge base and an inference engine, implemented using a commercially 

available software, Autonomy [111], which utilizes Bayesian inference and Shannon’s princi-

ples of information theory to generate pattern matching algorithms in order to enable sophisti-

cated concept extraction from documents [42]. A systematic review and meta-analysis of dif-

ferential diagnosis generators was conducted in [43] in order to investigate their efficacy and 

utility. According to this study, Isabel was associated with the highest rates of diagnosis re-

trieval compared to all other types of differential diagnosis tools [43].   

According to [112] and [113], all the Isabel DDx systems are equipped with its cutting-edge 

proprietary Disease Pattern Recognition Engine Platform (DPREP), which is an engine pow-

ered by innovative, statistical natural language processing software with the ability to under-

stand the meaning and context of unstructured free text. This engine has been applied to a med-

ical database of every known possible presentation of over 10,000 conditions and has effec-

tively been trained for over almost two decades. An additional set of algorithms that is also 

tuned over many years is then applied to the initial results from the Isabel DPREP to ensure 

that only those results relevant to the patient’s age, gender and geographical region are dis-

played.  

The Isabel team believes that this unique structure, which is very different from the traditional 

rule-based medical diagnosis systems, gives Isabel many inherent advantages: 
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 Easy to use yet able to rapidly handle any permutation of clinical features 

 Scalability makes it easy to maintain, update and expand 

 Published API makes it easy to integrate into other systems 

 Platform structure enables the same core system to serve many different audiences from 

clinicians to patients and in multiple languages. [113] 

As stated in [113], “Benefitting from close to two decades of continuous development, valida-

tion and clinician feedback, Isabel today is widely acknowledged as the most accurate and ver-

satile system available. When clinicians say they have ‘Isabeled’ a patient you know they have 

thought carefully about their diagnosis and are providing high quality, cost effective care”. 

According to [112], Isabel offers different products including the Isabel Pro, Isabel Symptom 

Checker (Isabel SC), Isabel Active Intelligence (Isabel AI), and Isabel Clinical Educator. Isabel 

Pro for clinicians is the most powerful DDx generator on the market. Using this product clinical 

features including labs, vitals and co-morbidities along with age, gender and travel history are 

simply entered manually in free text or received automatically from the EMR, next the DDx 

list together with a list of drugs that may potentially cause the symptoms are generated. The 

Isabel Symptom Checker (Isabel SC) on the other hand allows the patients to describe their 

symptoms in their own words. The system then generates results in seconds. Its integrated 

‘Where now?’ feature helps patients figure out their next steps and it encourages patients to 

connect and engage with relevant healthcare providers. Isabel can also be integrated into the 

hospitals electronic systems and provide automatic diagnostic decision support from within the 

EMR. Isabel Active Intelligence (Isabel AI) uses advanced Natural Language Processing (NLP) 

software to extract key clinical features including lab test results, vital signs and social factors 

from the EMR documentation. The key features which have been automatically extracted can 

then be reviewed and sent to the Isabel diagnosis engine to produce a differential diagnosis for 

the clinician within the EMR workflow to work up. Together with the applications that are 

designed for diagnosis purposes, Isabel offers a learning tool, i.e., Isabel Clinical Educator, 

which is a powerful case-based learning platform for developing, measuring and honing critical 

diagnosis reasoning skills in clinical learners. 

As mentioned already, no matter how powerful and groundbreaking an MDS is in connecting 

the patient’s data to its medical knowledge, this process does not necessarily guarantee an error-

free diagnosis and it is always possible that the final strong deduction is actually a misdiagnosis 
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based on some incomplete input. Focused H&P is the key to a flawless diagnosis, and this 

means the physicians should still provide the MDSs with the right input. The goal of this study 

is to design an MDS capable of guiding the H&P. Therefore, a reliable and at the same time 

easy scalable MDS is needed, that is able to explain its reasoning and moreover is capable of 

learning in order to adapt itself to the new findings.  The system should be able to cover a large 

number of diseases, i.e., all the internal medicine diseases, and it’s different from those simple 

systems that are solely used to determine the presence or absence of a particular disease or 

distinguish between diseases in some small subcategory of diseases. Working in this scale the 

use of MAS paradigm is highly promising, however, detailed study on the DDx domain is 

needed in order to find the right organizational structure for the system. The next section dis-

cusses the feasibility of using the holonic multi-agent approach to build this system.   

It should be noted that the output of this research, i.e., the DSS that is capable of guiding the 

H&P, can also be used together with the state of the art MDSs by the healthcare providers in 

order to provide them with the all-encompassing input.  In this case the physician reviews the 

H&P report and if the H&P reveals a complex medical case for which reassessment or patient-

specific treatment is needed the H&P report can be given to the cutting-edge systems like IBM 

Watson and Isabel for further assessments or treatment plans.  
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SYSTEM ANALYSIS: THE 
SOFTWARE ENGINEERING 
APPROACH 

This chapter covers the system analysis process. To this end, the key component of H&P, i.e., 

the DDx, is studied in greater detail. Eventually, it is proven that the DDx domain meets the 

characteristics of HMASs. Accordingly, the HMASs are also introduced in this chapter. 

4.1 Problem Analysis and Solution Proposal 

In order to be able to recommend practical solutions for solving the DDx implementation prob-

lem, this section analyzes the problem and provides a deep understanding of this domain. As 

mentioned, in medicine, a DDx is “the distinguishing of a particular disease or condition from 

others presenting with similar signs and symptoms” [5]. This action is the key component of 

patient encounter. In order to perform the DDx, the physician carefully listens to the symptoms 

explained by the patient, considers some potential diagnoses and then tries to gather enough 
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evidence and supporting information to shrink the probability of the other candidates by ques-

tioning some signs and symptoms that might have been simply ignored by the patient, or re-

questing the patient to undertake some medical examinations. This means that even if a disease 

is highly probable, there are always a number of diseases whose signs and symptoms overlap 

with those of that disease. Considering Tuberculosis (TB) for instance, asthma, bronchitis, and 

in general a group of pulmonary diseases should all be inspected for DDx (see Table 9), which 

means that in order to ensure that tuberculosis is the case the physician should be able to confirm 

the considerably lower probability of the other candidates. It should be noted that the values on 

the table solely show the possibility of absence or presence in a single disease by assigning 

value 0.0 to absent signs and symptoms and value 1.0 to existing ones. However, in an MDS 

these values can be updated based on the cases of the diseases in order to represent them with 

more realistic values. This implies that MDSs can also rely on the statistical information in 

order to improve the quality of their outputs. More information on this topic are provided in 

chapter 6.  

Table 9. The DDx of Pulmonary Tuberculosis 
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1 Asthma 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 
2 Bronchitis 0.0 1.0 1.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 
3 COPD 0.0 1.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 1.0 0.0 1.0 1.0 
4 Lung Cancer 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 1.0 
5 Lymphoma 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 
6 Pneumonia 0.0 1.0 1.0 1.0 0.0 1.0 0.0 1.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 
7 Pulmonary Edema 1.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 
8 Pulmonary Embolism 1.0 1.0 0.0 1.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 
9 Tuberculosis 0.0 1.0 1.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 
10 Sarcoidosis 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 
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Basically, when a physician receives the CC (s)he will have an initial DDx list in mind. At this 

stage the physician will start controlling the absence or presence of the signs and symptoms of 

the diseases in this initial list in order to revise the list. Of course, special knowledge and expe-

rience is needed to perform this action successfully. In fact, irrelevant questions and tests should 

be ignored and every single piece of information should be used in order to narrow down the 

possibilities, i.e., the whole process should be kept focused. 

It should be noted that the differential diagnostic procedure may be simplified in presence of a 

pathognomonic sign or symptom or absence of a sine qua non sign or symptom. A pathogno-

monic sign or symptom is “A sign or symptom that is so characteristic of a disease that it can 

be used to make a diagnosis. For example, Koplik spots in the mouth opposite the first and 

second upper molars are pathognomonic of measles” [1]. In contrast with pathognomonic, the 

term sine qua non is often used for signs, symptoms, or findings whose absence would mean 

the absence of the target disease. For example, the presence of Reed-Sternberg cells and Hodg-

kin cells, the mononucleated variants of the former, is considered a sine qua non for the diag-

nosis of Hodgkin lymphoma [114]. 

The DDx of some common signs and symptoms can be found in [115] and [116]. The former 

book lists nearly 200 symptoms, physical signs, laboratory test results, and radiologic findings 

and their differential diagnoses, and the latter offers students, residents, and practitioners a sys-

tematic approach to DDx of signs and symptoms seen by primary care physicians. A guide to 

DDx of the top ten symptoms in primary care is also presented in [117]. In many DDx cases 

there might be different groups of diseases to be considered, and these groups may be of differ-

ent granularities or abstraction levels. In the example given in Table 10 [118, p. 174] dyspnea 

or shortness of breath is the CC of the patient. As it is demonstrated diseases including dyspnea 

can be decomposed recursively into groups of different granularities and abstraction levels. As 

a result, the differential diagnostic problem can be recursively broken down into sub-problems 

by weighting the likelihood of the presence of possible diseases. These subproblems may in-

duce different abstraction levels and can be of different granularities. To implement a system 

that is capable of performing DDx, a system composed of components that are expert in medical 

specialties and subspecialties is highly plausible. MAS technology (see next subsection) has 

been shown to be highly appropriate for the engineering of open, distributed or heterogeneous 

systems [119].  
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Table 10. The DDx of Chronic Dyspnea (Shortness of Breath) 

System Type Possible Diagnosis 
Pulmonary Alveolar Bronchoalveolar carcinoma, chronic 

pneumonia 
Interstitial Drugs (e.g., methotrexate, amiodarone) or 

radiation therapy, lymphangitic spread of 
malignancy, passive congestion 

Obstructive Asthma/bronchitis/bronchiectasis, 
bronchiolitis obliterans, chronic 
obstructive pulmonary disease, 
intrabronchial neoplasm, tracheomalacia 

Restrictive (extrinsic) Kyphoscoliosis, obesity, pleural 
disease/effusion, pneumothorax 

Vascular Chronic pulmonary emboli, idiopathic 
pulmonary hypertension 

Cardiac Arrhythmia Atrial fibrillation, inappropriate sinus 
tachycardia, sick sinus 
syndrome/bradycardia 

Myocardial Cardiomyopathies, coronary ischemia 

Restrictive Constrictive pericarditis, pericardial 
effusion/tamponade 

Valvular Aortic insufficiency/stenosis, congenital 
heart disease, mitral valve 
insufficiency/stenosis 

Gastrointestinal Dysmotility Gastroesophageal reflux 
disease/aspiration, neoplasia 

Neuromuscular Metabolic Acidosis 
Neurogenic Amyotrophic lateral sclerosis, muscular 

dystrophies, phrenic nerve palsy, 
poliomyelitis 

Other Anemias Iron deficiency, hemolysis 
Deconditioning/obesity Sedentary lifestyle 

Pain/splinting Pleural-based malignancy 

Psychological/functional Anxiety/hyperventilation, depression 

 

In [119, 120, 121] sets of criteria have been identified to establish the suitability of a MAS. 

According to [120, p. 183] factors that point to the appropriateness of a multi-agent based ap-

proach are: 

1. The environment is open, or at least highly dynamic, uncertain, or complex; 

2. Agents are a natural metaphor; 

3. Distribution of data, control or expertise 

4. Legacy systems. 
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A system capable of performing DDx should cover all the diseases included in its specialty and 

if a new disease is discovered19, it should definitely recognize it. New diseases or even some 

instances of existing diseases lead to the introduction of new collaboration/connections de-

mands. This indicate that the environment is open. In addition, the system input includes diverse 

instances of different diseases, so the environment is also dynamic. This input may be incom-

plete, i.e., may not cover all the signs and symptoms (see chapter 1), and/or indicate multiple 

diseases. This also implies that the environment is uncertain. Moreover, medical diagnosis is 

clearly a complex task. As a result, this system fulfills the first criterion.  

As mentioned above, in order to implement a system that is capable of performing DDx, a 

system composed of components that are expert in medical specialties and subspecialties is 

highly plausible. This indicates that agents are natural metaphors in this system and that the 

system meets the second criterion as well. Moreover, there are many medical specialties and 

subspecialties, so it is clear that this system aims to implement a distribution of expertise and 

satisfies the third criterion too. 

The MAS technology may be used for diagnosis problems to break down the problem into a 

number of simpler ones, but the mechanism which derives the final diagnosis from the agents’ 

outputs should be designed very carefully. As mentioned, the differential diagnostic problem 

can be recursively broken down into sub-problems by weighting the likelihood of the presence 

of possible diseases. These subproblems may induce different abstraction levels and can be of 

different granularities.  According to the nature of DDx, the problem solvers are collaborative 

and those dealing with similar diseases need to have more communications, which are to be 

conducted in a timely manner. These characteristics meet the characteristics of HMASs (see 

section 4.3.1). To put in a nutshell, a problem that can be broken down into subproblems can 

be implemented using MAS technology, however, since the DDx decomposes recursively into 

subproblems in number of levels, the HMAS approach, which is designed for agents that use 

the whole-part conceptual relation, is an appropriate approach to solve this problem (for more 

information on this topic please refer to section 4.3.2). 

 
19 The World Health Organization warned in its 2007 report that infectious diseases are emerging at a rate that has 
not been seen before. Since the 1970s, about 40 infectious diseases have been discovered, including SARS, MERS, 
Ebola, chikungunya, avian flu, swine flu, Zika and, most recently, COVID-19. 
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4.2  Holonic Multi-Agent Systems (HMASs) 

As the HMASs combine the concepts of MASs and holons, this section introduces the basic 

concepts of HMASs starting with the definitions given for MASs and holons. 

4.2.1 An Introduction to Multi-Agent Systems (MASs) 

4.2.1.1 What is an Agent? 

The concept of agent-oriented programming was first introduced by Yoav Shoham in 1990 [52]. 

“An agent is a computer system that is situated in some environment, and that is capable of 

autonomous action in this environment in order to meet its delegated objectives” [122, p. 4, 

120, p. 21] (see Figure 11 [123, p. 16]).  

 
Figure 11. An agent in its environment  

In [120], “Wooldridge distinguishes between an agent and an intelligent agent, which is further 

required to be reactive, proactive and social” [124, p. 1]. The definition used in this research is 

the one given in [124]. An Intelligent Agent is a piece of software that is: 

1. Situated – exists in an environment  

2. Autonomous – independent, not controlled externally  

3. Reactive – responds (in a timely manner) to changes in its environment  

4. Proactive – persistently pursues goals  

5. Flexible – has multiple ways of achieving goals  

6. Robust – recovers from failure  

7. Social – interacts with other agents. [124, p. 3] 

Agent 

Environment 

sensor 
input 

action 
output 
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It is also to be mentioned that throughout this research by the term ‘agent’ an intelligent soft-

ware agent is meant. A comprehensive introduction to agents and multi-agent systems is pro-

vided in [125]. 

4.2.1.2 The Multi-Agent Systems (MASs) 

A Multi-Agent System (MAS) consists of a collection of individual agents, and its capability is 

an emergent functionality that surpasses some of the capabilities of each of the individual agents 

[100]. In [126] a literature review on the architectures of complex multi-agent systems is pre-

sented. According to this survey, MAS architectures can be categorized in numerous ways ac-

cording to different criteria: 

In terms of the mechanism: 

1. Pipes-and-filters architectures,  

2. Event-based architectures, and  

3. Layered architectures.  

In terms of their characteristics: 

1. Hierarchical architectures,  

2. Distributed architectures,  

3. Open architectures,  

4. Reconfigurable architectures,  

5. Mobile architectures, and  

6. Fault-tolerant architectures. 

In a general view:  

1. Information-flow oriented architectures,  

2. Role-oriented architectures (generic and domain-specific), and  

3. Control-oriented architectures. 

The field of MAS is part of Distributed Artificial Intelligence (DAI) in the sense that a MAS 

lends itself naturally to distributed problem solving, where each agent has the characteristics of 
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a distinct problem solver for a specific task. Many distributed problems exhibit a recursive 

structure, which implies that agents that appear as single entities to the outside world but are in 

fact composed of many sub-agents may be the inherent problem solvers for these problems. 

Solving such problems many agents may decide that it is advantageous to join into the coherent 

structure of a super-agent and thus act as a single entity [100]. As already mentioned, in year 

1999 agents consisting of sub-agents with same inherent structure were named holonic agents 

[100]. Holonic architecture is a type of hierarchical architecture, which itself is a typical con-

trol-oriented architecture for MASs [126]. In this project, the holonic architecture in used to 

control the information flow between the agents that are specialists for different disease or 

groups of diseases. 

4.2.2 An Introduction to Holonic Multi-Agent Systems 

(HMASs) 

4.2.2.1 What is a Holonic Agent? 

The term holon was originally introduced in 1967 by Arthur Koestler [127] in order to name 

recursive and self-similar structures in biological and sociological entities. According to [127], 

a holon is a natural or artificial structure that consists of several holons as sub-structures. “The 

organizational structure of a holonic society, or holarchy, offers advantages that the monolithic 

design of most technical artifacts lack: They are robust in the face of external and internal dis-

turbances and damages, they are efficient in their use of resources, and they can adapt to envi-

ronment changes [100, p. 6]”.  

The terms holon and holonic agents are used synonymously in holonic MASs. “A holonic agent 

of a well-defined software architecture may join several other holonic agents to form a super-

holon; this group of agents now act as if it were a single holonic agent with the same software 

architecture” [100, p. 7]. Accordingly, by super-holon, a composition of subordinate agents, 

also called sub-holons or sub-agents, are denoted. In contrast to sub-structures in Koestler’s 

framework, in HMASs all entities are restricted to agents, and furthermore, sub-holons should 

always have the same structure as the super-holons [100]. As stated in [128, p. 64], “a holon 

can be seen, depending on the level of observation, either as an autonomous atomic entity, or 
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as an organization of holons. This duality is sometimes called the Janus20 Effect, in reference 

to the two faces of a holon. In other words, a holon is a whole-part construct that is composed 

of other holons, but it is, at the same time, a component of a higher level holon”. According to 

[129, p. 31], “holons are self-contained, self-regulating, and semi-autonomous entities. They 

appear to be autonomous wholes for the lower level while, at the same time, being a (condi-

tionally) dependent part for the upper (control) level”. 

As already mentioned, one of the most attractive characteristics of holonic systems is the self-

organization capability, which can be defined as “the mechanism or the process enabling a 

system to change its organization without explicit external command during its execution time” 

[12]. The benefits of self-organization are twofold, on the one hand this adaptation/optimization 

“ensures that a holarchy exhibits robust and stable behavior that allows it to automatically and 

efficiently deal with many kinds of disturbances and unforeseen events. On the other hand, it 

allows it to automatically adapt itself to changing environments and requirements from the out-

side” [129].  

Machine learning techniques should be applied to this aspect of the HMASs in order to guar-

antee system improvement. A generic framework for holonic systems is presented in [128], 

containing a generic engine that will guide the holons in their self-organization. In this research, 

this framework is considered, however, its self-organization engine is adjusted in order to match 

the application’s objectives and merging criteria. 

4.2.2.2 A Generic Framework for the Modelling of Holonic Systems  

This section introduces the generic framework for HMAS modelling as presented in [128]. This 

framework is not limited to any specific architecture or domain and attempts to cover all the 

aspects of a holonic multi-agent system. On the one hand, the application of this framework to 

the HMDS ensures the coverage of all the aspects of the HMAS in this project. On the other 

hand, the self-organization engine, which this framework proposes, can be used as a generic 

guideline to conduct the learning process in our system. It should be pointed out that this frame-

work is not used here as a modelling framework, but rather as a checklist of all the aspects of 

 
20 In ancient Roman religion and myth, Janus is the god of beginnings, gates, transitions, time, duality, doorways, 
passages, and endings. He is usually depicted as having two faces, since he looks to the future and to the past. 
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HMASs. In addition, the Role-Interaction-Organization (RIO) Model [130] used by the frame-

work will not be used in this project, and instead the Agent Unified Modeling Language 

(AUML) is considered as the modelling language (for information on the AUML, see appendix 

A).  

4.2.2.2.1 The important aspects of a Holonic MAS 

According to the framework the three important aspects of a Holonic MAS are: 

1. Holon Structure and Management: A super-holon is an entity in its own right, but it is 

composed by its members. This part of the framework considers how the members or-

ganize and manage the super-holon. 

2. Goal-Dependent Interactions: Super-holons are created with an objective and to fulfill 

certain tasks. To achieve these goals/tasks, the members must interact and coordinate 

their actions. The framework also offers a means to model these aspects of the super-

holons’ functioning. 

3. Dynamics: Dynamics are inherent characteristics of MAS. The framework considers in 

particular two of the most attractive characteristics of Holonic MASs: Merging (creating 

and joining a super-holon) and Self-Organization. [128, p. 66] 

In next three sections (see 4.2.2.2.1.1, 4.2.2.2.1.2, and 4.2.2.2.1.3) each of these aspects are 

briefly described. 

4.2.2.2.1.1 Holon Structure and Management 

Three different structures are proposed by [100] for holonic multi-agent systems: Federation of 

autonomous agents, Moderated Group, and Fusion (Figure 12 [128, p. 69]).  

 

Figure 12.The structures for holons 
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The framework presented in [128] has decided on a moderated group. According to [128] in a 

moderated group, two statuses can be differentiated for the members: (1) moderator or repre-

sentative, which acts as the interface with non-member holons; and (2) represented, which are 

masked to the outside world by their representative. The framework presented in [128] also 

suggests four roles to describe a moderated group as an organization: Head, Part, Multi-Part 

and StandAlone. “The Head role is the representative or moderator of the group” [128, p. 70]. 

The “Part role is played by those holons belonging to only one super-holon and Multi-Part role 

by those holons shared by more than one super-holon” [128, p. 71]. “The StandAlone role rep-

resents, on the other hand, how non-members are seen by existing holons” [128, p. 70]. 

The most common functionalities needed to manage a holon are the inclusion / exclusion of the 

members, the modification of goals and tasks, the destruction of the holon, and the modification 

of the rule. Of course, some other domain-independent functionalities may also be added to this 

list. These functionalities all require a decision-making process. For instance, when an external 

holon generates a membership request, the members of the super-holon can use a voting mech-

anism to take a decision. As a result, first the required functionalities are to be identified; and 

then, the level of authority that the head will have over these functionalities can be defined. The 

framework suggests conducting this by assigning a voting mechanism to each of the function-

alities. “In order to parametrize a voting mechanism, three elements must be defined: Requester, 

Participants and Adoption Mechanism” [128, p. 76]. 

As stated in [128, p. 76], “the vote requester defines which members are allowed to request for 

a vote. Participant makes reference to who is authorized to take part in the vote, and finally the 

adoption mechanism defines how a proposal is accepted or rejected. For the requester and par-

ticipants three possible options are available: all members, heads only, and subgroup of holons.” 

For the adoption mechanism also a number of options can be imagined, e.g. consensus, two-

thirds, etc. [128]. 

Considering only the number of voters and percentage of heads and parts involved in the deci-

sion-making process, the framework distinguishes four particular configurations. 

1. Monarchy: the command is centralized in the single hands of a head. However, it does 

not refer to the non-election of the head. The framework considers that the nomination 
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process is a different issue from the decision-making process and requires detailing it as 

well. In this configuration, only one head controls the entire decision-making process. 

2. Oligarchy: A little group of heads share the command without referring to the Part mem-

bers. 

3. Polyarchy: A little group of heads share the command, but they have to refer to the Part 

for certain decisions. 

4. Apanarchy: The command is completely shared between all members of the super-ho-

lon. Everyone takes part in the decision-Making process. [128, p. 77] 

4.2.2.2.1.2 Goal-Dependent Interactions 

The previous section introduced an aspect of the framework that allows the description of the 

different statuses of the members and how they manage their super-holon. However, without 

including the interactions of the members concerning goal-driven actions this description would 

be incomplete. 

A super-holon will often need to accomplish a number of tasks in order to achieve its objective. 

Accordingly, in order to distribute sub-tasks, exchange information, etc., the members need to 

organize internally. “These tasks are usually application dependent and vary from holon to ho-

lon. These domain dependent organizations are called Internal Organizations” [128, p. 79]. The 

framework has chosen an organizational approach to describe the internal organizations. “The 

holon’s model contains a set of organizations. One of these organizations is the Holonic Organ-

ization defining the status of the members. The others are the organizations that define the re-

quired interactions to achieve the goal of the super-holon (Internal Organizations)” [128, p. 79]. 

In this way, the holonic non atomic agent (instantiating the model) contains: 

 A unique Holonic Group, instance of the Holonic Organization, which defines how the 

members are organized. All members of the (super-)holon must belong to this group. 

 A set of groups, instances of the Internal Organizations, created to coordinate the inter-

actions of the members. These groups are created based on the objectives/tasks of the 

members. A group may contain only a subset of the members of the super-holon [128, 

p. 79].  
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Following this approach, “the description of a holon involves a number of organizations. The 

only mandatory organization is the Holonic Organization that describes the member’s status. 

Other organizations can be added to describe additional behaviors required for the functionality 

of the super-holon” [128, p. 81]. 

4.2.2.2.1.3 Dynamics 

This part of the framework deals with “the creation of new super-holons in the system and the 

integration of new members into existing holons. This process is called merging” [128, p. 81]. 

From the practical point of view, it is necessary that external holons can join existing super-

holons. This, in fact, can considerably reduce the number of the levels in the resulting holarchy. 

“In order to support the integration of the new members, external holons should be provided 

with a standard interface so they can request their admission”. “When a super-holon is created, 

only Heads belong to the interface of the super-holon. Thus, other members (Part and Multi-

Part) should not be visible by external holons”, and “StandAlone holons may interact only with 

the heads of the super-holon” [128, p. 83]. This organization offers a merging interaction that 

provides a mean for a holon to request admission as a new member. 

“The merging process may also be used between holons to create a new entity (super-holon) in 

the system. In this case, all rules that will govern the life of the super-holon have to be defined” 

[128, p. 84]. From an engineering point of view, different approaches can be used: 

1. Predefined: The holons were conceived so that the rules for the super-holon are pre-

defined and known by members in advance. This approach may be useful when devel-

oping closed applications. The adaptability of these types of system will remain con-

strained to the anticipated cases only and will probably be proved to be impossible to 

use in large open environments. 

2. Negotiation: The merging process foresees a mechanism to negotiate the configuration 

of the super-holon. This approach allows a wider range of applications and improved 

adaptive capabilities. But the negotiation process may induce important overheads. A 

mixture of this and the previous approach could help to reduce the overhead. 

3. Evolutive: The super-holon is created with a minimum of engagements of the members. 

The members can then increase their commitment toward the super-holon when they 
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consider it useful. The minimal rules set contains only one rule: Add new rules. Using 

this rule with a voting mechanism, any new rule or modification of it can be obtained. 

[128, p. 84] 

As stated in [128, p. 84], “a Predefined mechanism can be useful for closed, rather small, sys-

tems. However, it seems improbable that such a mechanism can be used in an open untrusted 

environment. The Negotiation is what we might call a generic approach. However, other prob-

lems are to be considered; for instance, the communication language used in the negotiations. 

In addition, trying to define all rules of a super-holon may prove to be a consequent task, intro-

ducing an enormous overhead to the creation of the super-holon”. 

4.2.2.2.2 A Satisfaction/Affinity Based Self-Organization Engine for HMASs 

The second component of the framework provides a generic engine that will guide the holon in 

their merging process. This engine is based on the roles presented in section 4.2.2.2.1.1. Using 

these roles, the framework defines a set of possible transitions between the roles. These transi-

tions represent the possible evolutions of an entity inside its super-holon. By adding conditions 

to these possible transitions, a guide to the evolution of the holon inside its super-holon can be 

provided.  

The framework proposes a specialization of the generic engine based on the affinity and satis-

faction between holons, which can be defined as: 

Affinity: “The affinity measures, according to the application’s objectives, the compatibility of 

two holons to work together toward a shared objective” [128, p. 86]. 

Satisfaction: “The satisfaction measures the progress of the holon toward the accomplishment 

of its current goal” [128, p. 87]. 

In order to define the different conditions for the possible transitions in the self-organization 

engine, the framework defines different kinds of satisfaction according to the actions of other 

agents:  

Self-Satisfaction (࢏ࡿࡿ): Satisfaction for the holon ݅ produced by its own work.  
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Collaborative Satisfaction (࢏ࡿ࡯
 Satisfaction produced for the holon ݅ by its collaboration :(ࡴ

with other members of the holon ܪ. This satisfaction can be either positive, when the other 

members’ work helps ݅ in its task, or negative, when the other members’ work imposes barriers 

to the achievement of the holon’s task. 

Accumulative Satisfaction (࢏ࡿ࡭): Satisfaction produced for the holon ݅ by its collaboration 

with members of multiple super-holons. This satisfaction is only used when the Multi-Part role 

is allowed, i.e., holon ݅ may belong to more than one super-holon. When a holon belongs to a 

super-holon and it is unsatisfied, two options are available: the holon may quit its current super-

holon and join a new one, or it may join a second super-holon without leaving the first. This 

satisfaction guides the decision in this situation.  

ܣ  ௜ܵ = ෍ ܥ ௜ܵ
௣

௣

݌∀      ∈ (1) (݅)݊݋݈݋ℎݎ݁݌ݑݏ

where the super-holon function returns the super-holons of ݅.  

Instant Satisfaction (࢏ࡿࡵ): Is the overall current satisfaction of holon ݅  

 ∀݅ ∈ ܫ     ܵܣܯܪ ௜ܵ = ቐ
ܥ ௜ܵ + ܵ ௜ܵ      ݂݅ ܴ௜ = ∨ ݐݎܽܲ  ܴ௜ = ݀ܽ݁ܪ
ܣ ௜ܵ + ܵ ௜ܵ      ݂݅ ܴ௜ =                 ݐݎܽܲ݅ݐ݈ݑܯ
ܵ ௜ܵ                  ݂݅ ܴ௜ = ݀݊ܽݐܵ −         ݁݊݋݈ܣ

 (2)

where ܴ௜ is the role played by the holon ݅. [128, p. 87] 

Using these definitions the framework adapts its generic engine as shown in Figure 13 [128, p. 

88].  

 

Figure 13. Engine based on the holon's Satisfaction 
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As described in [128], each condition is enclosed here by square brackets. Each state in this 

automaton represents the role the holon will play in the super-holon.  

Merging state has been added to represent when the holon has started the merging interaction. 

The merging interaction can be an atomic and simple interaction in some systems, whereas in 

some cases this interaction can be a complex and elaborated acceptance procedure. In that case 

the holon may remain in the merging state for a certain time. The conditions that will make the 

holon either head or part, ܥெ௉ and ܥெு , should be defined by the selected merging process.  

The notation ܵܣଵ and ܵܣଶ are used to represent the ܵܣ when belonging to one or two super-

holons. In addition, the engine defines the function Necessary Satisfaction (ܰܵ), which esti-

mates the satisfaction required for the holon to finish its task within the constraints established 

for the tasks. This function should be adapted to the problem under consideration.  

This engine can be useful specially when the organization of the holons into a holarchy repre-

sent the solution of the problem, and as a result no further interactions are left to be specified. 

However, it “is intended to guide the holons in their selection and merging, and thus it is not 

limited to applications where the holarchy provides the solution of the problem” [128, p. 88]. 

If an application that has certain self-organizing properties is desired, the automaton should be 

refined to match the application’s objective and merging criteria. 

4.3 The DDx Domain and the Holonic Domain 

As mentioned in section 4.1, the domain attributes that indicate the appropriateness of a multi-

agent based solution are presented in [120]. These criteria are clearly met by the DDx problem. 

Firstly, the environment is open, dynamic, uncertain and complex. Moreover, considering the 

different medical specialties and subspecialties, an MDS can be naturally modelled as societies 

of cooperating agents, and as a result here the agents are natural metaphors. This also implies 

that data, control, and expertise exhibit a distributed nature. This section shows that the DDx 

meets the characteristics of HMASs in particular. 
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4.3.1 The Characteristics of Holonic Domains 

“The boundaries between domains that are suitable for holonic agents and those that are not, 

are blurred” [100, p. 21]. Consequently, as suggested in [100] a collection of criteria can be 

considered as a guide for the classification: 

1. Operator abstraction: Holonic systems are well suited for domains with actions of dif-

ferent granularities. 

2. Hierarchical structure (Abstraction levels): The application domain that induces abstrac-

tion levels can be modelled naturally in a holonic system.  

3. Decomposability: Holonic agents support decentralized or decomposable problem set-

tings and can additionally easily realize decompositions of different granularities.  

4. Communication: Holons provide facilities for efficient intra-holonic communication, 

supporting higher frequent communication inside the holon than among different holons 

(inter-holonic). 

5. Social Elements: If there are cooperative elements in the domain, holonic agents can be 

used to model the cooperative sub-domains. 

6. Situatedness and real time requirement: The holonic architecture allows us to set the 

requirement of bounded rationality for all members of sub-holons in order to find the 

best possible action within a given resource allocation (a satisfactory solution rather 

than an optimal one). 

4.3.2 The DDx Domain is a Holonic Domain 

The DDx domain meets the characteristics of holonic domains: 

1. Operator abstraction: A DDx is a process in which different diseases or group of dis-

eases might be considered. As a result, actions can be of different granularity. 

2. Hierarchical structure (Abstraction levels): DDx is to be conducted in different abstrac-

tion levels. Macro-level actions are carried out by holon’s head that coordinates the ac-

tions of the sub-holons. In addition, the abstraction levels help the system to be able to 

react correctly in case of limited information. 
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3. Decomposability: The differential diagnostic problem can be recursively broken down 

into sub-problems by weighting the likelihood of the presence of possible diseases. 

4. Communication: In order to perform DDx, agents representing similar diseases usually 

need to interact more and therefore can be grouped in same super-holons. Holons pro-

vide facilities for efficient intra-holonic communication, supporting higher frequent 

communication inside the holon than among different holons (inter-holonic). 

5. Social Elements: In order to perform DDx agents should cooperate. Cooperative ele-

ments in the domain can be implemented using holonic agents in order to model the 

cooperative sub-domain. 

6. Situatedness and real time requirement: In DDx, real-time behavior is a vital issue and 

beside improving the preciseness of the diagnosis, the system is expected to speed up 

the patient encounter process. The holonic architecture allows us to set the requirement 

of bounded rationality for all members of sub-holons in order to find the best possible 

action within a given resource allocation. 

In short, the differential diagnostic problem can be recursively broken down into sub-problems 

by weighting the likelihood of the presence of possible diseases. These subproblems may in-

duce different abstraction levels and can be of different granularities.  According to the nature 

of DDx, the problem solvers are collaborative and those dealing with similar diseases need to 

have more communications, which are to be conducted in a timely manner. As a result, the DDx 

domain clearly meets the characteristics of holonic domains. 

  



- 63 - 
 

 

                                                           

SYSTEM DESIGN: THE 
HOLONIC MEDICAL 
DIAGNOSIS SYSTEM 
(HMDS) 

Systems design is the process of defining the architecture, modules, interfaces, and data for 

a system to satisfy specified requirements [131]. This chapter covers the system design process 

for the HMDS. Details of the functionality and the self-organization of the system, which are 

respectively designed based on the functional and nonfunctional requirements of the system, 

are also presented in this chapter. 

It should be mentioned that the system owes its coming to be and its inspiration to the pioneer-

ing work presented in [101, 132, 86], which introduced a holonic multi-agent system for med-

ical diagnosis. There are, however, many differences between the system introduced in this 

work and the old one. Unlike that previous work, the architecture and the functionality of the 

current system is based on the DDx approach for medical diagnosis, and this results in new 

holon formation strategies and in a different self-organization approach. Moreover, this system 
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applies a number of machine learning techniques that are first introduced during the develop-

ment of this system and support the self-organization of the current system with its unique 

approach to medical diagnosis, so clearly, they have not been used in the previous system. This 

section starts with the architecture of the HMDS, and then shows the functionality of the system. 

This is then followed by examples of system’s functionality in number of simulations of the 

system. 

5.1 The Architecture of the HMDS 

5.1.1 System Structure 

In general, a medical diagnosis system may either rely on highly smart deliberative agents as 

one extreme or on a large set of comparatively simple (reactive) agents as the other extreme. 

The first means that agents need to fully understand at least their area of expertise and need to 

have at least a basic understanding of the real world. This means that agents need to rely on a 

deep-going knowledge and deduction model that usually requires intensive computing power. 

The other extreme, which is chosen here, is to keep agents extremely simple and to get the 

smartness out of the smart and sophisticated interplay of extremely large amounts of simple 

agents as it is realized by swarm intelligence-based systems. The HMDS as an HMAS realizes 

an improved version of the second approach. It consists of two types of agents: comparatively 

simple Disease Representative Agents (DRAs) as the end nodes of the holarchy and more so-

phisticated Disease Specialist Agents (DSAs) as decision makers on the higher levels of the 

system [8]. Figure 14 illustrates the DRAs and DSAs in the HMDS. 

DRAs are atomic agents, thus, are not further decomposable and form the leaves of the hol-

archy. Each DRA is an expert on a specific disease or even only on a different appearance of it. 

It maintains a pattern store that contains the Disease Description Pattern (DDP) – an array of 

possible signs, symptoms, and test results, i.e., the holon identifier. Thus, in order to join the 

diagnosis process, these agents only need to perform some kind of pattern matching (i.e., cal-

culating their Euclidean distance to the diagnosis request description pattern). 
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Figure 14. DRAs and DSAs in the HMDS 

DSAs are holons consisting of numbers of DRAs and/or DSAs that rely on similar sets of symp-

toms; i.e., represent similar diseases. In this case, the holon identifier will be an average of 

holon identifiers of the members. This encapsulation, in fact, enables the implementation of the 

DDx. DSAs can deal with a more or less broad domain of instances of related diseases. The 
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higher they are in the holarchy the more general and broader their knowledge needs to be. A 

DSA on a higher level is assumed to cover a superset of all sets of diseases that are represented 

by all its body agents on the next lower level, however, on a more abstract level. For each DSA, 

a head is defined for its lifetime, representing its members by providing the common interface 

to the outside of the holon, i.e., to the next higher level in the holarchy [8] (see Figure 15 [8]).  

 
(a) 

 
(b) 

Figure 15. (a) DRAs and DSAs in the HMDS (b) Holon identifier in DRA and DSA 

This head will not be chosen from the available members, but will be created for the lifetime of 

the holon, based on agent cloning (for more information on agent cloning please refer to [133, 

134, 135]). Agent cloning is a “comprehensive approach to the problem of local agent over-

DSA 

Head 

BB
  DSA 

DRA DRA 
DRA 

Head 

BB 
  

DSA 

DRA DRA 
DRA 

Head 

BB 
  

DSA 

DRA 

DRA 
DRA 

DRA 

DRA 

BB 
  

Head 

BB: Blackboard 

Disease Representative Agent (DRA) 

Disease Specialist Agent (DSA) 

Holon Identifier 
(DDP) 

Holon Identifier 
(DDP) 

Head 

E1 E2 E3 E4 E5 E6 E7 … En 

E1 E2 E3 E4 E5 E6 E7 … En 



- 67 - 
 

loads” [133, p. 58], and since the agents may leave their super-holons, it can reduce the com-

plexity of the system. Given the fact that heads have same functionalities and their creation is 

merely needed when a new super-holon is being formed within an existing super-holon, indi-

cates how agent cloning is a perfect solution to the mentioned problems. For this purpose, each 

head is capable of cloning, i.e., creating a copy of its code, and passing the relevant information 

to the new agent [8]. 

The holarchy has one root, in fact a DSA, which will play the role of the most common and 

inclusive interface to the outside world for the complete holarchy. Due to its self-organization 

ability the system can start with this DSA, take all the DRAs as its members, and then let the 

DSAs form automatically. Although this process is based on the affinity and satisfaction, and 

at the beginning, no information about the satisfaction factor is available, it is still possible to 

initially form the DSAs based on the affinity, i.e., the similarity between them. For this reason, 

the mentioned DSA accepts the initial description of the diseases in form of DRAs, as its mem-

bers, clusters them, and defines for each of the clusters (i.e., super-holons) a head21. This is 

repeated recursively until no further clustering is necessary22. This step is not mandatory but 

can be performed once as the system is being defined and accelerate the self-organization. Later 

on, the system can still reorganize its architecture using the rest of its self-organization tech-

niques [8] (For more information please refer to section 5.3 and chapter 623).   

The communication between agents is solely done via the blackboard of each DSA. More in-

formation about blackboard systems is presented in [136] and [137]. According to their types, 

agents in the HMDS also need to save a subset of the following data in their memory: Respec-

tive symptoms, Super-holons and their corresponding Q-Values (QVs) (see chapter 6), Sub-

holons and their corresponding Q-values, Diagnosis request, Intermediate results of the diag-

nosis process. In addition, the members of the super-holons need to have access to some of the 

 
21 According to the general possibilities for modeling holonic structures presented in [100], this approach will 
design super-holons as moderated groups, where agents give up part of their autonomy to the super-holon, which 
will be achieved by the introduction of one agent as a representative or head of the holon. For this reason, either 
one of the members of the holon would the role of the head and as a result gains the additional functionality or a 
new agent would be created for the lifetime of the holon.  
22 The Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [13] is one of the best algorithms 
for this issue. In [7] a simple and effective method for automatically detecting the input parameter of DBSCAN is 
presented, which helps best to deal with complicated data such as diseases. 
23 The number of levels of the holarchy depends on the number of diseases the system covers and their signs and 
symptoms. At a rough estimate, the logarithm of the number of diseases, taking the average number of super-holon 
members as the base, can be considered for this purpose. As a simple example, supposing that the system can 
diagnose 10000 diseases that in average are linked to 10 diseases for the reason of differential diagnosis, and that 
each DSA is also associated to 10 other DSA in average, then logଵ଴ 10000 = 4 levels are to be expected. 
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data kept by their super-holons, and even share some information with the other members of 

their super-holons. With this regard, the super-holon’s functionalities can best be supported by 

blackboard systems [8]. 

The class diagram presented in Figure 16 includes the different types of agents considered in 

the HMDS, their operations (methods), and their relations (the AUML notation reference for 

the class diagrams is presented in appendix A).  

 

Figure 16. The AUML class diagram for the HMDS24 

The HMDS Agent interface is the generalization of all the elements in the system. In general, 

the agents in the HMDS are either DSAs or DRAs. However, from another point of view one 

can distinguish the agent on the highest level of the system from the body agents. This classifi-

cation is because of the different approaches they have to the same operations. The DSA inter-

face in this diagram is the generalized super-interface of the highest DSA interface and the body 

 
24 Designed using Visual Paradigm Version 14.0 
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DSA interface. On the other hand, the Body DSA interface inherits together with the Atomic 

Agent interface all the attributes of the Body Agent super-interface. Each DSA as a super-holon 

is represented by a head. This head will not be chosen from the available members, but will be 

a completely different agent, created for the lifetime of the holon, based on agent cloning (For 

more information please refer to section 5.1.4). In the implementation of the system each DSA 

is implemented by a single head agent (depicted by the realization and association relationships 

in Figure 16). As a result, the system is consisted of DRAs and DSA heads.  

Moreover, it should be noted that a DSA is a super-holon consisting of several holons. The 

Body Agent interface is defined here as the generalization of the atomic DRAs and Body DSAs. 

The aggregation relationship depicted in Figure 16 shows that each DSA consists of at least 

two body holons and that each body holon may be a member of one or several DSAs. In the 

implementation, however, a Body DSA may represent less than two members at the point it 

decides to kill itself (see section 5.3). This is depicted by the association relationships at the 

bottom of the diagram. The aggregation relationship, however, indicates that DSAs remain alive 

only if they have more than one member (see section 5.3).  

5.1.2 Agent Architecture 

According to [122, p. 13], based on their architectures, intelligent agents fall into one of the 

following classes: 

1. logic based agents – in which decision-making is realized through logical deduction; 

2. reactive agents – in which decision-making is implemented in some form of direct map-

ping from situation to action; 

3. belief-desire-intention agents – in which decision-making depends upon the manipula-

tion of data structures representing the beliefs, desires, and intentions of the agent; and 

finally; 

4. layered architectures – in which decision-making is realized via various software layers, 

each of which in more-or-less explicitly reasoning about the environment at different 

levels of abstraction. 
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Figure 17. Schematic diagram of a generic belief-desire-intention architecture 

In the HMDS, agents are designed based on the Belief-Desire-Intention (BDI) architecture. The 

process of practical reasoning in BDI agent is summarized in Figure 17 [122, p. 32].  As this 

figure illustrates, there are seven main components to a BDI agent: 

1. a set of current beliefs, representing information the agent has about its current environ-

ment; 

2. a belief revision function (brf), which takes a perceptual input and the agent’s current 

beliefs, and on the basis of these, determines a new set of beliefs; 

3. an option generation function (options), which determines the options available to the 

agent (its desires), on the basis of its current belief about its environment and its current 

intentions; 
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4. a set of current options, representing possible courses of actions available to the agent; 

5. a filter function (filter), which represents the agent’s deliberation process, and which 

determines the agent’s intentions on the basis of its current beliefs, desires, and inten-

tions; 

6. a set of current intentions, representing the agent’s current focus – those states of affairs 

that it has committed to trying to bring about; 

7. an action selection function (execute), which determines an action to perform on the 

basis of current intentions. [122, p. 31] 

These components can be mapped to the following features in the HMDS: 

1. Set of current beliefs: holon identifier (DDP), current super-holon(s), corresponding Q-

value(s) (see chapter 6). 

2. Belief revision function: every agent is able to update its beliefs based on the new per-

ceptual inputs. Whenever an agent reacts to a diagnosis request and joins the diagnosis 

process, there will be the possibility to update its relevant Q-value(s) and/or holon iden-

tifier (DDP). Moreover, if there are changes in the memberships, it can update its super-

holon(s). 

3. Option generation function: this component determines the desires of an agent. For each 

agent the options may include remaining in the current super-holon(s), moving to a spe-

cific super-holon, or starting an exploration. 

4. Set of current options: the output of the option generation function, representing the 

courses of actions available to the agent. 

5. Filter: this component determines the intentions of an agent with respect to the system’s 

self-organization. These decisions are made based on Q-values and toward their maxi-

mization.  

6. Set of current intentions: each intention represents a course of actions available to agent, 

such as moving vertically or horizontally in the holarchy, including the diverse number 

of steps possible. 

7. Action selection function: determines the actions, i.e., the movement of an agent in the 

holarchy on the basis of current intention. 

For more information on the self-organization process please refer to chapter 6.  
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5.1.3 Agent Environment 

Agent Environment is where agents act and learn. This indicates that in order to guarantee the 

quality of the final diagnosis and the improvement of the system the environment of each agent 

should be chosen very carefully. If an agent is acting in a wrong environment, it cannot collab-

orate with the right agents and eventually will not meet its delegated objectives, which in the 

HMDS will lead to wrong diagnoses. Moreover, medical knowledge demonstrates a steady up-

ward growth, and diagnosis is also very much affected by the geographical regions. As a result, 

in order to adapt and improve the behavior of the system, it is needed to: (1) update the medical 

knowledge based on the new instances, (2) improve the holarchy according to the experience 

and the feedback. In the HMDS, holon identifiers are updated applying the exponential smooth-

ing (supervised learning), and the self-organization of the holarchy is supported by Holonic-Q-

learning (reinforcement learning) (for more information please refer to chapter 6). Since both 

methods require feedback from the environment, it is clear that the quality of the feedback is of 

central importance. 

It should be noted that the terms “feedback” and “reward” have different definitions here. A 

feedback is the final diagnosis, suggested by the physician for a given diagnosis request. How-

ever, a reward is a numerical value, which is calculated using a reward function that considers 

the feedback. Agents receive their rewards from their environments. According to [128] hier-

archical MAS with composition structure, which do not imply a hierarchical centralized control 

may use three different approaches in order to interact with the environment (see Figure 18 

[128, p. 50]): 

 Vertical Environment: Every layer of the system may interact with the environment, 

each one acting at a different level of abstraction. This approach requires specific means 

to modify and perceive the environment at its own level”. 

 Horizontal Environment: Only one layer is allowed to interact with the environment. 

This layer, usually the lowest one, acts as the interface with the environment interacting 

with it through actions and perceptions. 

 Disjoint Environment: Each layer has its own environment and they do not overlap. So, 

they do not act in the same environment. [128, p. 50] 
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Figure 18. Environment representation 

In the HMDS, the highest and most inclusive DSA will play the role of the unique interface of 

the system to the outside world for the complete holarchy (Figure 19). The members of a super-

holon are masked to the outside world by their representative, i.e., the head of their super-holon. 

Joining a super-holon, these agents accept to lose a part of their autonomy (moderated group 

[128]) and limit the information they can receive to what their head would provide them.  

 

Figure 19. The unique interface of the HMDS to the outside world 

The HMDS has distributed environments, i.e., the highest holon receives the feedback from the 

outside world, however, the environment for the rest of the holons is their own super-holon, 

from which they receive their rewards (Figure 20). 
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Figure 20. The agent-environment interaction in (a) Q-learning (b) Holonic-Q-learning 
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5.1.4 Agent Birth, Cloning, Spawning and Death 

Generally, any self-organizing system should deal with the birth and the death of its agents. 

These two topics are very much related and can be addressed together. The birth of an agent 

may also be implemented through cloning and/or spawning of existing agents. As a result, this 

section covers the realization of these four cases in the HMDS.  

Clearly, the birth of an agent is the result of the need for its existence and its death occurs when 

the system does not need its actions any longer. Agent cloning first proposed in [133] is a 

“comprehensive approach to the problem of local agent overloads” [133, p. 58]. For the purpose 

of cloning, an agent should create a copy of its code, which may have to undergo some modi-

fication. In addition, the agent should pass “only the relevant tasks and information which are 

necessary for the tasks passed to the clone” [133, p. 64]. Agent cloning has already been con-

sidered for the self-organization purpose in holonic multi-agent systems. In [138], it is discussed 

that a self-organizing system includes three principles: having a good address book, sharing 

knowledge, and recruiting new able collaborators. The latter is mentioned in [134] as clon-

ing/spawning25; and it is argued that holonic multi-agent systems as one of the main self-organ-

izing systems, should support agent cloning. In [135, p. 53], “holonification based on partial 

agent cloning and merging” is proposed. In this approach, “in order to solve a certain problem 

cooperatively, participating agents create a copy of their knowledge and functionality which 

are relevant for the given problem (partial agent cloning). In the next step, all partial agent 

copies are merged within a new agent which represents the holon” [135, p. 53]. 

The HMDS performs a unique process in order to initiate its self-organization. At the beginning 

each disease is represented by a DRA and a single DSA accepts all the present DRAs as its 

members. This DSA will be the highest and most inclusive holon of the holarchy. This agent 

then performs clustering based on similarity, during which subgroups of its members are 

merged in order to create new super-holons/DSAs. Next the existing DSA will clone itself and 

create new DSAs as the heads of the new super-holons. The new DSAs will now be the imme-

diate members of the older holon, indicating an average of the symptoms under consideration 

 
25 The difference between the two methods is that for cloning, for cloning, “the cloned agents are perfect replicas 
of the original agents and fulfill the same roles and responsibilities as the original agents”, while for spawning, 
“the spawned agents are specialized on a subpart of the spawning agent’s task structure, which is no longer the 
responsibility of the spawning agent” [140, p. 545]. 
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by each of its member, and their members are now masked to their old head through their new 

DSAs. In the same manner, each head should now be capable of cloning itself, in case some of 

its members aim to merge and create a new super-holon. This process eventually stops when 

no further clustering is possible and results in the initial holarchy (for more information please 

refer to chapter 6). 

The mentioned process explains the birth of the agents during the first stage of the self-organi-

zation. However, as mentioned the system continues to perform the self-organization using ML 

techniques (see section 5.3 and chapter 6). During this process, the need for new collaborations 

may be indicated, which would eventually necessitate the birth of new DSAs. New DSAs may 

be introduced each time by merging the relevant agents and cloning the immediate DSA as 

mentioned above. It is also to be noted that, if agents realize that any collaboration, i.e., mem-

bership in a certain holon, is no longer productive, they can leave their super-holon and this 

memberless DSA then will decide to die.  

Another situation to be considered for the birth of the new agents is when the system is unable 

to finish its assigned tasks on time. In the current study, this may be the case if an agent is 

assigned with multiple tasks requested by different agents. In the HMDS, it may happen a lot 

that one disease should be considered in two or more super-holons for the sake of differential 

diagnosis. However, this does not necessarily mean that multiple DRAs are needed for such 

diseases. There are two main reason not to perform cloning for this purpose. First, holonic 

multi-agent systems allow the agents to be a part of more than one super-holon, if the super-

holons’ goals do not contradict each other or the holon is indifferent to those conflicting goals. 

As mentioned in chapter 4 such agents are called multi-part. The second reason comes from the 

fact that agents perform exploration, hence, if there are same agents in some other parts of the 

holarchy, it is not necessary for them to explore those parts, but by creating multiple DRAs for 

same diseases there are no mechanism for them to know this.  

As mentioned, multi-parts may often receive multiple tasks at the same time and become unable 

to finish them on time. Facing this problem, one solution for the agent is to create a new agent 

to take a part of its workload. The agent has two options, namely cloning an agent or spawning 

off an agent [134]. According to [139, p. 415], “while agent cloning is a possible response of 

an agent to overloads, agent spawning includes, in addition, consideration of the data transfer 

necessary for task execution, and it relaxes the requirement of creating an identical copy of the 
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original agent. Thus, spawning further enhances efficiency of source utilization and reduction 

of communication and computation loads”. For cloning, “the cloned agents are perfect replicas 

of the original agents and fulfill the same roles and responsibilities as the original agents”, while 

for spawning, “the spawned agents are specialized on a subpart of the spawning agent’s task 

structure, which is no longer the responsibility of the spawning agent” [140, p. 545].  

As discussed in [134] spawning is triggered when and agent cannot finish the assigned tasks on 

time. A spawned agent is a subordinate of the original agent and cannot establish relation with 

other agents. When such a spawned agent finishes the assigned task, it will remain in idle status 

and after a pre-defined period it will destroy itself. On the other hand, cloning happens when 

an agent is overloaded with too many neighbors. In this case, the original agent assigns a part 

of its tasks/neighbors to the cloned agent. Different from the spawned agents, cloned agents 

will not destroy itself even if it keeps an idle status.  

In the HMDS, using multi-parts will help to reduce the communication and exploration load, 

however, in case several heads are requesting the multi-part to perform different sub-tasks the 

calculation load will increase. In order to face this overload spawning is used. As a result, 

whenever there are multiple heads requesting sub-tasks from a multi-part, this agent will create 

a spawned agent for each of them, assigning the corresponding sub-tasks to them. In our case, 

these sub-tasks, merely include the calculation of affinity and updating the Q-value (For more 

information please refer to chapter 6). After the calculations, if the spawned agent is idle for a 

long time, it will die. However, regarding the multi-part agent, if any of its memberships hap-

pens to be ineffective the DRA will not die but will leave the super-holon and drop the connec-

tion.  

To put in a nutshell: 

 A new DSA can be created by an existing DSA using cloning. 

 Spawning may be used by agents that are assigned with multiple tasks that cannot be fin-

ished on time. 

 A DRA will not die, however, as an unsatisfied multi-part it may leave any of its super-

holons. 

 A DSA will die if it has no members or only one member reading its blackboard. 

 A spawned agent will die if it is idle (has no tasks to undertake) for a certain period of time. 
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5.1.5 Agent Memory  

Memory plays an important role in systems with learning abilities, and in general, any adaptive 

system is to implement this capability. Using memory, agents can modify their behavior based 

on the results of the previous actions, i.e., they can learn to adapt.  

In the HMDS, agents use memory in order to estimate the state of their environment from indi-

vidual observations and adjust their actions accordingly, which at the same time improves the 

collective performance. According to their types, agents in the HMDS need to save a subset of 

the following data in their memory: 

 Respective signs and symptoms (DDP) 

 Super-holons and their corresponding Q-values 

 Sub-holons and their corresponding Q-values 

 Diagnosis request 

 Intermediate results of the diagnosis process 

In addition, the members of the super-holons need to have access to some of the data kept by 

their super-holons, and even share some information with the other members of their super-

holons in order to perform their functionalities. Considering these needs, the super-holon’s 

functionalities can best be supported by blackboard systems.  

“Blackboard systems were the first attempt at integrating cooperating software modules. The 

goal was to achieve the flexible, brainstorming style of problem solving exhibited by a group 

of diverse human experts working together to address problems that no single expert could 

solve alone” [137, p. 1]. According to [136] and [137] a blackboard system consists of three 

main components (see Figure 21 [137, p. 3]): 

 Knowledge sources (KSs) are independent computational modules that together contain 

the expertise needed to solve the problem. KSs can be widely diverse in their internal 

representation and computational techniques and are anonymous in that they do not in-

teract directly with one another or know what other specific KSs are present in the sys-

tem. 
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 The blackboard is a global data repository containing input data, partial solutions, and 

other data that are in various problem-solving states. All interactions between the KSs 

are via changes made on the blackboard. 

 A control component that makes runtime decisions about the course of problem solving 

and the expenditure of problem-solving resources. The control component is separate 

from the individual KSs. [137, p. 3] 

 

Figure 21. Blackboard system components 

A comparison between the blackboard system and multi-agent system approach has been done 

in [137]. Considering each KS as an agent in a multi-agent system, this research suggests the 

combination of these two techniques (see Figure 22 [137, p. 10]).  

According to [137], Figure 22(a) represents a MAS in which agents do not have a blackboard 

in their environment. As a result, each agent must not only decide what results to share, but 

what other agents to share them with. Additionally, each agent must keep track of the results 

received from other agents, as well as the ones it has produced locally. If agents need to save 

large amounts of data, some sort of repository will be needed for each them. Finally, each agent 

must decide what it should be doing, using only its local view of problem-solving activities. 

These tasks could be simplified for the agents by providing them with simple rules for what and 

who they should communicate with, however, if these become too static the desired flexibility 

in the interactions cannot be achieved and the system will have a limited directly connected 

interaction structure. 
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In Figure 22(b) a special blackboard agent has been added to the set of agents. In this structure 

the agents can communicate directly with one another or interact indirectly via the blackboard 

agent. Since in this combination, the blackboard agent acts as a repository of information, the 

need for each agent to maintain its own repository can be eliminated. As discussed in [137, p. 

10], “even though such functional centralization would have been harshly criticized by early 

MAS researchers, similar approaches have been used in federated multi-agent architectures, 

where specialized agents served as matchmakers, facilitators, or brokers in order to eliminate 

the redundant work by centralization”. To further simplify the communication decisions in this 

combination, all agent communications can be required to be with the blackboard agent. To 

ensure that agents are notified when useful information is given to the blackboard agent, the 

agents will also have to register their desires with the blackboard agent beforehand. When such 

information arrives, the blackboard agent will notify the appropriate agents of its arrival. In this 

approach, the agents still have to make local control decisions about what they should be doing, 

however, much of the information needed to make these decisions is now located at the black-

board agent.  

The agents can also delegate their local control decisions to the blackboard agent, which now 

also becomes a manager agent that tells the other agents what to do (Figure 22(c)). While co-

locating the control decision-making with the data required for these decisions makes sense, 

the resulting MAS has failed to implement the local autonomy of traditional MASs. In fact, a 

closer look at Figure 22(c) shows that this approach essentially implements the KS interface in 

a traditional blackboard system using MAS technology. 

As discussed in [137, p. 11], “traditional multi-agent and blackboard systems can be viewed as 

two diverse points in the collaborating-software design space. Traditional blackboard-system 

research has concentrated on closely collaborating problem solving techniques with a single 

thread of activity operating in a centralized setting”. MAS research, on the other hand, has 

concentrated on agents that collaborate concurrently in a distributed environment. “What will 

be important is using the appropriate technology in the right context” [137, p. 11]. Figure 22(d) 

illustrates a simple example of an architecture that provides flexibility in grouping closely in-

teracting entities together in an agent-based environment.  



- 80 - 
 

 

(a) Directly Interacting 

 

(b) With a Blackboard 

 

(c) With a Blackboard and Control (Manager) Agent 

 

(d) Full-Fledged Blackboard Agents 

Figure 22. Collaborating Agents 

The logic behind this architecture is very similar to the reason for using HMASs, in which 

closely interacting holons that work on same subset of data form super-holons and can even 

further be seen as KSs of a larger blackboard system (Figure 23). As a result, blackboard system 

is used in the implementation of the HMDS in order to provide the holons with the right memory 

and means of collaboration. As a result, DSAs facilitate their member’s interactions by a black-

board, and the DRAs will be provided with a simple memory to solely save their DDP, super-

holon(s) and the corresponding Q-value(s).  
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Figure 23. Holonic Blackboard System 

5.2 The Functionality of the HMDS 

In principle, the proposed system works as follows: When a request for a medical diagnosis is 

sent to the HMDS it is actually received by the head of this holarchy (as explained already 

above). This head receives the request as a specific combination of signs, symptoms and med-

ical test results and places it as an array on its blackboard. Each agent of the system which has 

knowledge of this blackboard, i.e., any member of this super-holon, can read the messages on 

this blackboard. A DRA’s reaction to a request message is to send back its similarity to the 

request. However, based on the provided information a DSA may decide that it wants to try to 

join the diagnosis process or not. This will actually control the data flow in the holarchy. The 

decision is made based on some simple statistical information about the DSA’s members. The 

head knows its distance to each of its members. So, it just calculates its distance to the request 

and in case the request is not an outlier, the head will decide to join the diagnosis process. This 

means that it will read all the information from the blackboard of its head and will place it on 

its own blackboard. Then the same process starts again and repeats recursively until the request 

reaches the final level of the holarchy [8]. Results obtained by participating agents now flow 

the other way round from bottom to the top of the holarchy. On their way up the results and 

their corresponding questions are sorted according to their similarity. More precisely, each 

agent will send its final results, suggestions and questions to its super-holon including: the top 
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diagnoses together with all the signs, symptoms or test results that are relevant from the agent’s 

point of view. This implies that originally not provided relevant information might be requested 

from the user in a second step. In fact, according to the DDx, the system may suggest the user 

to provide more information or undertake specific medical tests to improve diagnostic accuracy 

[8] (see Figure 24). Section 7.3 demonstrates the functionality of the system in some simula-

tions of the system. 

 
Figure 24. Diagnosis process in the HMDS 

As mentioned, the system output consists of the diseases with highest similarities to current 

input and the suggested signs, symptoms, and test results to be controlled. It should be noted 

that each supplementary input will refine and update these lists as the user continues to complete 

its input. The system orders the diagnoses based on their similarity to the diagnosis request. The 

frequency of diseases will also be displayed as valuable hints for final diagnosis. These values 

may also be used to detect possible outbreaks faster. It should be noted that the system does not 

consider the frequency of diseases as a factor in ordering the top diagnoses, since as a DDSS 

one of the main goals of this system is to remind the physician about the critical possible dis-

eases, which could very likely be rare diseases.  

Regarding the questions, i.e., the signs, symptoms, and test results to be controlled, it should be 

noted that even though the system aims to speed up the H&P by suggesting well-focused ques-

tions, these questions should still be comprehensive enough to avoid missing the right diagnosis 
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or multiple concurrent diseases. In cases where the diagnosis request is not complete enough to 

reach the DSAs that contain DRAs, the DSA that has joined the diagnosis process will send 

back all the signs and symptoms that are present in any of its members. However, if it receives 

replies from its member, i.e., if the diagnosis request is complete enough to activate some of 

the DSA’s members, it will solely send the results and questions of its participating members 

to its super-holon. 

 As a result, the quickest and safest way to shorten the list of questions is to remove signs and 

symptoms by ruling out the conditions that are associated with them as soon as possible. To 

this end, in such cases, it is suggested to start with questioning or examining possible signs and 

symptoms that are associated with closest to one half of the total number of listed conditions. 

This prioritization helps the system to rule out more diseases after same number of questions in 

comparison with scenarios, in which questions are displayed in random order.  

Regarding the questions suggested by lowest DSAs, which consist of DRAs, it is suggested to 

control all the relevant signs, symptoms, and tests. In fact, the diseases listed in the differential 

diagnosis list may belong to one or more of the following groups: 

1. leading or provisional diagnosis (most similar diagnosis) 

2. common diagnosis 

3. urgent “don’t miss” diagnosis (fatal or seriously harmful) 

4. Unusual feature diagnosis (rare or concurrent disease) 

 

The aim is to not miss any of the possible diagnoses and as a result each diagnosis should be 

addressed individually. With respect to the order of this procedure, according to [141] and 

[142], aside from the inefficient possibilistic approach, which considers all known causes 

equally likely, the physician may apply one of the following approaches: 

1. probabilistic approach: starting with those diseases that are more likely 

2. prognostic approach: starting with those diseases that are fatal or seriously harmful if undi-

agnosed and untreated 

3. pragmatic approach: starting with those diseases that are more responsive to treatment if 

offered 
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As explained in [142], each approach has its own limitations and experienced clinicians simul-

taneously integrate probabilistic, prognostic, and pragmatic approaches while updating and re-

ordering the differential diagnosis list. As the pragmatic approach mainly becomes meaningful 

when dealing with the final version of the differential diagnosis list and not in the preceding 

rounds, the HMDS continuously applies the prognostic and when not applicable the probabil-

istic approach in order to avoid delay in treatment. It is recommended to alternately consider 

the immediate DSAs that are contributing to the current DDx list during this disease selection 

to avoid missing multiple concurrent diseases. Considering each disease, the system then starts 

with questioning and / or examining possible relevant signs and symptoms that are marked as 

pathognomonic and / or sine qua non, followed by the most frequent ones in that disease in 

order to rule diseases in / out as quickly as possible. 

To put in a nutshell, it is suggested to consider two different approaches with respect to the 

immediate DSA that is suggesting the sign or symptom to be questioned:  

1. If the diagnosis request has stuck at higher level DSAs, it is suggested to start with ques-

tioning or examining possible signs and symptoms that are associated with closest to one 

half of the total number of listed conditions in order to rule disease categories in / out in a 

timely manner. 

2. In case the diagnosis request is complete enough to reach the DRAs, it is recommended to 

alternately consider the immediate DSAs that are contributing to the current DDx list and 

to continuously integrate the prognostic and when not applicable the probabilistic approach 

(considering both similarity and frequency) for each of them. After deciding on the order 

of the diseases to be considered, for each disease it is recommended to begin with question-

ing or examining possible signs and symptoms that are marked as pathognomonic or sine 

qua non, followed by the most frequent ones for that disease.  

It should be noted that as it is generally much easier and more efficient to control the signs and 

symptoms before performing laboratory tests, questions that consider laboratory tests results 

may always appear at the end of the list. However, the user can enter the answers in any desired 

order or even change the value of the elements that have not been questioned at any time, as the 

system solely aims to act as a reminder and suggest the questions.  
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The goal diagram presented in Figure 25 describes the diagnosis process in the HMDS and 

shows how different type of agents collaborate in order to provide the user with the final diag-

nosis (the AUML notation reference for the goal diagrams is presented in appendix A).  

 
Figure 25. The goal diagram for the diagnosis process in the HMDS26 

5.3 Self-Organization in the HMDS 

As already mentioned, the HMDS performs clustering in order to initiate its self-organization 

and build its initial holarchy (for more information see section 6.1.1). Having this starting point 

the system will then continuously use RL (for more information see section 6.1.3) for the pur-

pose of self-organization. As noted, self-organization is defined as the mechanism or the pro-

cess enabling a system to change its organization without explicit external command during its 

 
26 Designed using Visual Paradigm Version 14.0 
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execution time [12, p. 166]. Two points about this definition bear emphasizing. One is that this 

process allows agents to change their organization at runtime, and the second one is that this 

change is conducted solely internally and does not need any control by any external agent. It 

should be noted that considering this concept it is necessary to distinguish between systems that 

include no internal and external explicit control from those that include an internal control. For 

example, in a termite society, the different arches are all located at the same distance from the 

queen due to a pheromone gradient [12]. The queen broadcasts this information and this action 

is an internal control. By consequence, the following definitions have been given: 

 Strong self-organizing systems are those systems where there is no explicit central 

control either internal or external.  

 Weak self-organizing systems are those systems where, from an internal point of view, 

there is re-organization maybe under an internal (central) control or planning. This kind 

of system can be illustrated by the example of the termites putting the bullet in a circle 

under the control of the queen. [12, p. 166] 

With this regard, one of the characteristics of the self-organization process is the type of the 

internal control that can be: central, totally decentralized, or hybrid. In case of a holonic multi-

agent system, we have a self-organizing behavior with hybrid control (bottom-up / top-down). 

On the one hand, the process is bottom-up as in general the DRAs decide on their moves and 

have decentralized control over the process. On the other hand, since for the new memberships 

the agents need a permission from the head of the new super-holon, the system includes local 

top-down controls as well. As a result, it can be concluded that the system exhibits a weak self-

organizing behavior with hybrid control. 

The clustering process in the HMDS has already been described in section 5.1.4 (for more in-

formation see section 6.1.1). The RL process will also be introduced in detail in section 6.1.3. 

This technique introduces a value called the Q-value for each of the connections in the holarchy, 

which indicates how promising the connection is according to the current information. This 

section will show how these values are used for the purpose of self-organization. The goal dia-

grams presented in Figure 26, Figure 27, and Figure 28 describe the self-organization process 

in the HMDS. The agents decide on their actions, i.e., to leave, stay in or join a super-holon, 

according to the similarity between their symptoms and some learned values, i.e., Q-values 

calculated based on Q-Learning (see chapter 6). In general, the decision-making idea is based 
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on some statistical techniques for outlier detection, called the empirical rule [143], i.e., an agent 

may decide to join a holon if it’s not an noise considering its members, and may decide to leave 

its super-holon in the opposite case. It is to be noted that the whole process is initiated and 

ended in Figure 26, however, the goal diagrams in Figure 27 and Figure 28 illustrate the activ-

ities that will be initiated in response to the requests sent in the first goal diagram. An agent can 

decide to merge with any member of its super-holon and move downwards in the holarchy, 

however, to move upwards head’s membership mediation is needed. 

 
Figure 26. The goal diagram for self-organization in the HMDS – part 1 
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Figure 27. The goal diagram for self-organization in the HMDS – part 2 
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Figure 28. The goal diagram for self-organization in the HMDS – part 3 
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As mentioned and illustrated in Figure 26, an agent will decide to leave it’s super-holon in case 

it is a noise considering the rest of the members of its super-holon. To this end, after each 

diagnosis process agents will update their Q-values (see chapter 6) and having these new values 

they may decide to explore new opportunities. Two different options may be available here: 

guided exploration or random exploration (see Figure 29 and compare to Figure 26).  

In guided exploration the agent which has reacted to some diagnosis request will ask its heads 

to mediate a new membership for it on its behalf in order to join any super-holon with similar 

interests. The heads will then transfer the message to any other active super-holon and in case 

this agent is not an outlier this super-holon will accept its membership. This method ensures 

that the agent is joining a group with similar interests. The other option is the random explora-

tion. In this approach the agent will move vertically, either to a higher super-holon of would 

join any other DSAs or DRAs in its super-holon. In this case the agent will again consider its 

similarity to the candidates. 

  

Guided exploration 
Joining another DSA with similar interests. 

Random exploration 
1) Joining head’s super-H 
2) Joining another DSA in the same super-H 
3) Joining another DRA in the same super-H 

(creating a new DSA) 

Figure 29. The Guided and the random exploration in the HMDS 

It should be noted that in guided exploration the agent will send a guided exploration request 

to its head and the head will pass this request to its head until the request reaches the highest 

DSA. This DSA will then send a message to its members, asking the super-holon containing 

the final diagnosis or the first disease in the DDx list which is different from the requesting 

agent to accept the merge request from this agent. The members of the highest DSA that where 

participating in the diagnosis process will take this message and check if the mentioned disease 

1 

2 

3 
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is their immediate member. If not, they will send the message to their active members, until the 

message reaches the right super-holon. The highest DSA may try all the diseases in the DDX 

list one by one in case of a membership denial from the corresponding super-holon, which as 

mentioned is based on statistical calculations for outlier detection. 

The goal diagram in Figure 30 shows how an agent chooses between a guided or random ex-

ploration. The agent will compare its Q-value in its super-holon and in case of an outlier will 

start with the possibility of a guided exploration and if not successful will then try random 

exploration. It should be noted that in order to implement the exploration/exploitation possibil-

ity, even if the Q-value is not an outlier, the agent may still try to explore new opportunities to 

avoid biased actions. The probability of this action would however be higher if the Q-value is 

closer to the outlier threshold. As a result, the probability of exploration is |ொ௏തതതതିொ௏|
ଷఙ

, where ܸܳ 

indicates the Q-value and ܸܳതതതത stands for the mean value of the Q-values. 
 

 

Figure 30. Choosing the guided or the random exploration in the HMDS 
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SYSTEM DESIGN: LEARN-
ING IN THE HMDS 

“Machine intelligence is the last invention that humanity will ever need to make.” 

- Nick Bostrom (born in 1973) 

Machine learning is one of the core fields of artificial intelligence and is concerned with the 

question of how to construct “computer programs that automatically improve with experience” 

[144, p. Editorial Reviews]. Depending on the nature of the learning data available to the learn-

ing system, machine learning methods are typically classified into three main categories [145, 

146]: supervised, unsupervised and Reinforcement Learning (RL).  

In supervised learning example inputs and their desired outputs are given and the goal is to 

learn a general rule that maps these inputs to their desired outputs. In unsupervised leaning, on 

the other hand, no labels are given to the learning algorithm, leaving it on its own to find the 

hidden structure of the data, e.g. to look for the similarities between the data instances (i.e., 
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clustering [147]), or to discover the dependencies between the variables in large databases (i.e., 

association rule mining [148]). In reinforcement learning the desired input/output pairs are 

again not presented, however, the algorithm is able to estimate the optimal actions by interact-

ing with a dynamic environment and based on the outcomes of the more recent actions, while 

ignoring experiences from the past, that were not reinforced recently. 

As mentioned in section 5.1.1, the initial holarchy of the system can be created using clustering 

in different levels of the holarchy. Clustering is an unsupervised learning technique and there-

fore doesn’t require any learning feedback. After having the initial holarchy, however, it is still 

essential to support the system in learning and updating based on the new observations. Medical 

knowledge demonstrates a steady upward growth, and diagnosis is also very much affected by 

the geographical regions. As a result, in order to adapt and improve its behavior, the system 

needs to: (1) Update its medical knowledge based on the new instances, (2) Reorganize its 

holarchy according to the new experiences and the feedback.  

In the HMDS, holon identifiers are updated applying the exponential smoothing method, as a 

supervised learning method, and the self-organization of the holarchy is supported by Q-learn-

ing, as a reinforcement learning technique. Since both methods require feedback from the en-

vironment, it is clear that the quality of the feedback is of central importance. The rest of this 

section covers the above mentioned techniques and provides an experimental example, how-

ever, the discussion on the learning feedback and the reward engineering can be followed in 

section 6.2 and 6.3. 

6.1 The Machine Learning Methods used in the HMDS  

6.1.1 Clustering in the HMDS 

Clustering is the most common unsupervised learning method [147, 149], and is the task of 

grouping a set of objects such that similar objects end up in the same group and dissimilar 

objects are diverted into different groups. Clustering, in the HMDS, establishes a starting point 

for super-holons in the holarchy. These super-holons are later updated according to the rest of 

the self-organization techniques. In order to cluster the diseases, exclusively according to the 
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similarity between their signs and symptoms, the clustering algorithm should not require the 

specification of the number of the clusters. The Density-Based Spatial Clustering of Applica-

tions with Noise (DBSCAN) [13] is one of the best algorithms matching this condition. How-

ever, despite its strengths, DBSCAN has a shortcoming in parameter detection, which is done 

in interaction with user, presenting some graphical representation of the data. For this reason, 

the presentation of a simple and effective method that could automatically detect the input pa-

rameter of DBSCAN was included in the design agenda for the implementation of the HMDS. 

The result is already published in [7]. The automated detection of the input parameter helps best 

to deal with complicated data such as diseases. 

6.1.1.1 The Density-Based Spatial Clustering of Applications with Noise 

Due to their diversity, clustering methods are classified into different categories in the scientific 

literature [150, 151, 152, 153]. However, despite the slight differences between these classifi-

cations, they all mention the DBSCAN algorithm as one of the eminent methods available. 

DBSCAN owes its popularity to the group of capabilities it offers [13]: (1) it does not require 

the specification of the number of clusters in the dataset beforehand, (2) it requires little domain 

knowledge to determine its input parameter, (3) it can find arbitrarily shaped clusters, (4) it has 

good efficiency on large datasets, (5) it has a notion of noise, and is robust to outliers, (6) it is 

designed in a way that it can be supported efficiently by spatial access methods such as R*-

trees [154], and so on. 

DBSCAN algorithm requires two input parameters, namely ݏ݌ܧ and ݏݐܲ݊݅ܯ, which are con-

sidered to be the density parameters of the thinnest cluster acceptable, specifying the lowest 

density which is not considered to be noise. These parameters are hence respectively the radius 

and the minimum number of data objects of the least dense cluster possible. The algorithm 

supports the user in determining the appropriate values for these parameters offering a heuristic 

method, which imposes the user interaction based on some graphical representation of the data 

(represented in section 0). However, since DBSCAN is sensitive to its input parameters and the 

parameters have significant influences on the clustering result, an automated and more precise 

method for the determination of the input parameters is needed [7].  

Some notable algorithms targeting this problem are: (1) GRPDBSCAN, which combines the 

grid partition technique and DBSCAN algorithm [155], (2) DBSCAN-GM, that combines 
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Gaussian-Means and DBSCAN algorithms [156], and (3) BDE-DBSCAN, which combines 

Differential Evolution and DBSCAN algorithms [157].  

Opposed to these methods, which all intend to solve the problem using some other techniques, 

the method presented in [7] remains with the original idea of the DBSCAN algorithm and just 

tries to omit the user interaction needed, allowing the algorithm to detect the appropriate value 

itself. This is done using some basic statistical techniques for outlier detection. Two different 

approaches are mentioned in this paper, which apply the concept of Standard Deviation (SD) 

to the problem of outlier detection, namely the empirical rule for normal distributions and the 

Chebyshev’s inequality for non-normal distributions [143, 158]. However, the paper mainly 

focuses on the application of the empirical rule to outlier detection in normal distributed data 

and addresses the Chebyshev’s inequality only as a possible solution for non-normal distribu-

tions. 

According to [13, p. 227], the key idea of DBSCAN algorithm is that “for each point of the 

cluster the neighborhood of a given radius has to contain at least a minimum number of points, 

i.e., the density in the neighborhood has to exceed some threshold”. The following definitions 

from [13, pp. 227-228] support the realization of this idea: 

Definition 1: (ݏ݌ܧ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋ of a point) The ݏ݌ܧ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋ of a point ݌, de-

noted by ாܰ௣௦(݌), is defined by ாܰ௣௦(݌) = ݍ}  ∈ ,݌)ݐݏ݅݀ | ܦ (ݍ ≤  .{ ݏ݌ܧ

Definition 2: (directly density-reachable) A point ݌ is directly density-reachable from a point 

  if ,ݏݐܲ݊݅ܯ and ݏ݌ܧ .w.r.t ,ݍ

݌ .1 ∈ ாܰ௣௦(ݍ) and 

2. ห ாܰ௣௦(ݍ) ≥  หݏݐܲ݊݅ܯ

The second condition is called core point condition (There are two kinds of points in a cluster, 

points inside of the cluster, called core points, and points on the border of the cluster, called 

border points). 
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Definition 3: (density-reachable) A point ݌  is density-reachable from a point ݍ , w.r.t. 

,ଵ݌ if there is a chain of points ,ݏݐܲ݊݅ܯ and ݏ݌ܧ … , ௡݌ , ଵ݌ = ,ݍ ௡݌ = -௜ାଵ is di݌ such that ݌

rectly density-reachable from ݌௜. 

Definition 4: (density-connected) A point ݌  is density-connected to a point ݍ , w.r.t. 

 ,݋ are density-reachable from ݍ and ݌ ,such that both ݋ if there is a point ,ݏݐܲ݊݅ܯ and ݏ݌ܧ

w.r.t. ݏ݌ܧ and ݏݐܲ݊݅ܯ. 

Definition 5: (cluster) Let ܦ be a database of points. A cluster ܥ, w.r.t. ݏ݌ܧ and ݏݐܲ݊݅ܯ, is a 

non-empty subset of ܦ satisfying the following conditions:  

,݌ .1  .ܥ  ݍ then ,ݏݐܲ݊݅ܯ and ݏ݌ܧ .w.r.t ,݌ is density-reachable from ݍ and ܥ  ݌ ݂݅ :ݍ

(Maximality) 

,݌ .2   (Connectivity) .ݏݐܲ݊݅ܯ and ܵܲܧ .w.r.t ,ݍ is density-connected to ݌ :ܥ  ݍ

Definition 6: (noise) Let ܥଵ, . . . ,  ௜ andݏ݌ܧ w.r.t. parameters ,ܦ ௞ be the clusters of the databaseܥ

= ݅  ,௜ݏݐܲ݊݅ܯ  1, … , ݇. Then the noise is defined as the set of points in the database ܦ not 

belonging to any cluster ܥ௜, i.e., ݊݁ݏ݅݋ =  .(௜ܥ ݌ :݅ | ܦ ߳ ݌} 

As stated in [13, p. 228], the following lemmata are important for validating the correctness of 

the algorithm. Intuitively, they state that having the parameters ݏ݌ܧ and ݏݐܲ݊݅ܯ, a cluster can 

be discovered in a two-step approach. First, choose an arbitrary point from the database satis-

fying the core point condition as a seed. Second, retrieve all points that are density-reachable 

from the seed, obtaining the cluster containing the seed.  

Lemma 1: Let ݌  be a point in ܦ  and | ாܰ௣௦(݌)|  ≥ ݏݐܲ݊݅ܯ  . Then the set ܱ =

ݕݐ݅ݏ݊݁݀ ݏ݅ ݋ ݀݊ܽ ܦ  ݋| ݋} − ,݌ ݉݋ݎ݂ ℎܾ݈ܽ݁ܿܽ݁ݎ .ݓ .ݎ .ݐ {ݏݐܲ݊݅ܯ ݀݊ܽ ݏ݌ܧ  is a cluster, 

w.r.t. ݏ݌ܧ and ݏݐܲ݊݅ܯ.  

Lemma 2: Let ܥ  be a cluster, w.r.t. ݏ݌ܧ  and ݏݐܲ݊݅ܯ , and let ݌  be any point in ܥ  with 

| ாܰ௣௦(݌)|  ≥ = ܱ equals to the set ܥ Then .ݏݐܲ݊݅ܯ  ݕݐ݅ݏ݊݁݀ ݏ݅ ݋| ݋}  − ,݌ ݉݋ݎ݂ ℎܾ݈ܽ݁ܿܽ݁ݎ

.ݓ .ݎ .ݐ  .{ݏݐܲ݊݅ܯ ݀݊ܽ ݏ݌ܧ
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6.1.1.1.1 The Algorithm 

The DBSCAN algorithm [13] can be described as follows: 

Table 11. Algorithm 1: Pseudo-code of the DBSCAN 

DBSCAN Algorithm (Input: ࡰ, ,࢙࢖ࡱ  (࢙࢚ࡼ࢔࢏ࡹ

1. While (ܦ has an unclassified27 point) 
2. Select an arbitrary unclassified point ݌. 
3. If ݌ does not satisfy the core point condition, mark it as a noise. 
4. Else retrieve all the density-reachable points from ܰா௣௦(݌) forming a cluster 

containing ܰா௣௦(݌) and mark all the member of this cluster as classified. 
5. End While 

 

6.1.1.1.2 Determining the Parameters Eps and MinPts 

DBSCAN [13] offers a simple but effective heuristic method to determine the parameters ݏ݌ܧ 

and ݏݐܲ݊݅ܯ of the thinnest cluster in the dataset. For a given ݇ function ݇ −  is defined ݐݏ݅݀

from the database ܦ to the real numbers, mapping each point to the distance from its ݇ −  ℎݐ

nearest neighbor. Based on this function, the algorithm then defines the sorted ݇ −  ,graph ݐݏ݅݀

which displays the points of the dataset sorted in descending order of their ݇ −  values. It ݐݏ݅݀

is clear that the first point in the first valley of the sorted ݏݐܲ݊݅ܯ −  graph can be the ݐݏ݅݀

threshold point with the maximal ݏݐܲ݊݅ܯ −  value in the thinnest cluster. All points with ݐݏ݅݀

a larger ݏݐܲ݊݅ܯ −  values are considered to be noise, and all the other points are assigned ݐݏ݅݀

to some clusters. 

DBSCAN [13] states that according to experiments, the ݇ − ݇ graphs for ݐݏ݅݀ > 4 do not sig-

nificantly differ from the 4 − -graph and, furthermore, they need considerably more com ݐݏ݅݀

putation. Therefore, it eliminates the parameter ݏݐܲ݊݅ܯ by setting it to 4 for all datasets (for 2-

dimensional data). The parameter determination method also explains, that since in general, it 

is very difficult to detect the first valley of the sorted ݏݐܲ݊݅ܯ −  graph automatically, but ݐݏ݅݀

it is relatively simple for the user to see this valley in a graphical representation, it is suggested 

to follow an interactive approach for determining the threshold point. 

 
27 Note that the term unclassified here indicates that it is not determined yet if the point is a noise or not. 
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6.1.1.2 Automated Determination of the Parameter Eps 

This subsection describes the method presented in [7], which as mentioned is introduced to 

automatically detect the input parameter of DBSCAN. The term noise in DBSCAN is equiva-

lent to an outlier in statistics, which is “an observation that is far removed from the rest of the 

observations” [159, p. 89]. One of the basic statistical techniques for outlier detection is the 

empirical rule. The empirical rule is an important rule of thumb, that is used to state the approx-

imate percentage of values that lie within a given number of standard deviations from the ݉݁ܽ݊ 

of a set of data if the data are normally distributed. The empirical rule, also called the 68-95-

99.7 rule or the three-sigma rule of thumb states that 68.27%, 95.45%, and 99.73% of the values 

in a normal distribution lie within one, two, and three standard deviations of the mean [143] 

(see Figure 31 [160]). One of the practical uses of the empirical rule is as a definition of outliers 

as the data that fall more than three standard deviations from the norm in normal distributions 

[161]. 

 

Figure 31. The Empirical Rule 

If there are many points that fall more than three standard deviations from the norm, then the 

distribution is most likely non-normal. In this case, Chebyshev’s inequality, which applies to 
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non-normal distributions, is applicable. Chebyshev’s inequality states that in any probability 

distribution, at least 1 − ଵ
௞మ of the values are within  ݇  standard deviations of the ݉݁ܽ݊ [143] 

(e.g. in non-normal distributions at least 99% of the values lie within 10 standard deviations of 

the ݉݁ܽ݊). As a result, using the Chebyshev’s inequality, the outlier can also be defined as the 

data that fall outside an appropriate number of standard deviations from the mean [162]28. 

Determining the parameter ݏ݌ܧ, the algorithm is aiming a radius that covers the majority of the 

ݏݐܲ݊݅ܯ −  .values and stands well as a threshold for the specification of the noise values ݐݏ݅݀

As mentioned above, the term noise in DBSCAN algorithm is equivalent to an outlier in statis-

tics, which is “an observation that is far removed from the rest of the observations” [159, p. 89]. 

Thus, the idea here is to use statistical rules in order to find the threshold value between the 

accepted ݏݐܲ݊݅ܯ −  .values and the values considered for the noise points ݐݏ݅݀

As mentioned above, one of the practical uses of the empirical rule is as a definition of outliers 

as the data that fall more than three standard deviations from the norm in normal distributions 

[161]. Thus, considering the ݏݐܲ݊݅ܯ −  can be set to ݏ݌ܧ values, the value of parameter ݐݏ݅݀

their ݉݁ܽ݊ plus three standard deviations. This would cover even more than 99.73% of the 

calculated ݏݐܲ݊݅ܯ − ݐݏ݅݀  values, since the ݏݐܲ݊݅ܯ − ݐݏ݅݀  values smaller than ݉݁ܽ݊ −

3 ×   .are also covered here ܦܵ

Border points and even in general, points closer to the border of the clusters usually have greater 

ݏݐܲ݊݅ܯ −  values and thus might cause two close clusters ݏ݌ܧ values, which lead to larger ݐݏ݅݀

to be detected as one cluster (Since the parameter ݏݐܲ݊݅ܯ is generally set to 4, this problem 

may be caused mostly by the border points). These relatively greater ݏݐܲ݊݅ܯ −  ,values ݐݏ݅݀

however, do not have any positive effect on the process of cluster detection, as the ݏݐܲ݊݅ܯ −

 values of the core points are actually the ones forming the right clusters and at the same ݐݏ݅݀

time covering the border points. Figure 32 shows a case in which the 4 −  value of border ݐݏ݅݀

point ݌ is much larger than the 4 −  ݌ which can actually cover ,ݍ value of the core point ݐݏ݅݀

in its 4 − ݐݏ݅݀ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋. 

 
28 This work focuses solely on the empirical rule and the normal distributions. However, the possibility of using 
the Chebyshev’s inequality is given here, in order to show that the general idea of using outlier detection techniques 
for the reason of parameter determination in DBSCAN is not limited to the distribution of the data. 
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Figure 32. The 4 −  (݌) and border point (ݍ) values for example core ݐݏ݅݀

In order to eliminate the negative effect of the ݏݐܲ݊݅ܯ −  values of the border points, the ݐݏ݅݀

algorithm presented here considers any point with minimum ݏݐܲ݊݅ܯ − -value which co ݐݏ݅݀

vers the border point in its ݏݐܲ݊݅ܯ − ݐݏ݅݀ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋ and replaces the ݏݐܲ݊݅ܯ −  ݐݏ݅݀

value of this border point with the ݏݐܲ݊݅ܯ −  ,݇ value of this core point. Thus for a given ݐݏ݅݀

function ݇ −  to the real numbers, mapping each point to ܦ is defined from the database ˊݐݏ݅݀

the ݇ − ݇ value of any core point, covering this point in its ݐݏ݅݀ − ݐݏ݅݀ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋, with 

minimum ݇ −   .value ݐݏ݅݀

In fact, following this technique, points are considered in ascending order of their ݏݐܲ݊݅ܯ −

ݐݏ݅݀  values, then taking each point ݌ , if the ݏݐܲ݊݅ܯ − ˊݐݏ݅݀  value for any point in its 

ݏݐܲ݊݅ܯ − ݐݏ݅݀ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋ is not set so far, this value will be set to the ݏݐܲ݊݅ܯ −  ݐݏ݅݀

value of point ݌. Using this technique for each point, the ݏݐܲ݊݅ܯ −  value of the smallest ݐݏ݅݀

cluster, the point can join, would be considered. At the end the ݉݁ܽ݊ and the standard deviation 

of these ݏݐܲ݊݅ܯ −  value ˊݏ݌ܧ values which are saved for all points are calculated and the ˊݐݏ݅݀

is set to ݉݁ܽ݊ + 3 ×  The following pseudo-code indicates this method (Table 12). For .ܦܵ

more information on the performance and the time complexity of the algorithm please refer to 

[7]. 

Table 12. Algorithm 2: Pseudo-code of the ݎ݁݀݊݅ܨݏ݌ܧ 

ࢋࢊ࢔࢏ࡲ࢙࢖ࡱ  ࢘(Input: ࡰ) 

1. For each point ݌ calculate the ݏݐܲ݊݅ܯ −  .value ݐݏ݅݀
2. Sort the points in ascending order of theirs ݏݐܲ݊݅ܯ −  .values ݐݏ݅݀
3. Following the ascending order, take each point ݌ and if the ݏݐܲ݊݅ܯ −  ˊݐݏ݅݀

value for the point itself or any point in its ݏݐܲ݊݅ܯ − ݐݏ݅݀ − ݊݁݅݃ℎܾݎ݋ℎ݀݋݋ 
is not set so far, set this value to the ݏݐܲ݊݅ܯ −  .݌ value of the point ݐݏ݅݀

4. Calculate the ݉݁ܽ݊ of the ݏݐܲ݊݅ܯ −  ݊ܽ݁݉ :values ˊݐݏ݅݀
5. Calculate the standard deviation of the ݏݐܲ݊݅ܯ −   ܦܵ :values ˊݐݏ݅݀
6. Set the ݏ݌ܧˊ value to ݉݁ܽ݊ + 3 ×  .ܦܵ

p
q 
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In order to demonstrate the improvement of the algorithm both methods were applied to some 

datasets in [7]. All the experiments were performed on Intel(R) Celeron(R) CPU 1.90GHz with 

2 GB RAM on the Microsoft Windows 8 platform. The algorithm and the datasets were imple-

mented in Java on Eclipse IDE, MARS.1.  

Sample datasets are depicted in Figure 33. The noise percentage for datasets 1 and 2 is 0%, 

however, datasets 3 and 4 do have noise values. Figure 34 shows the results of the clustering. 

For each dataset clusters are marked with different colors and noise points are shown with black 

color.  

    

Dataset 1 Dataset 2 Dataset 3 Dataset 4 

    

Figure 33. Sample datasets 

    

Dataset 1 Dataset 2 Dataset 3 Dataset 4 

    

Figure 34. Detected clusters 

The sorted 4 − -indi ݏ݌ܧ ,graphs of the sample datasets are displayed in Figure 35. Here ˊݐݏ݅݀

cates the value determined by the user, according to the visual representation of the data, and 

 represents the value calculated automatically by the algorithm presented in Section 4 ˊݏ݌ܧ

 .(ݎ݁݀݊݅ܨݏ݌ܧ)
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Dataset 1 

= ݏ݌ܧ  6.08 

= ˊݏ݌ܧ  6.61 

Dataset 2 

= ݏ݌ܧ  4.47 

= ˊݏ݌ܧ  4.71 

Dataset 3 

= ݏ݌ܧ  4.47 

= ˊݏ݌ܧ  6.63 

Dataset 4 

= ݏ݌ܧ  4.24 

= ˊݏ݌ܧ  4.45 

    

Figure 35. Sorted 4 −  graphs for sample datasets29 ˊݐݏ݅݀

In order to illustrate the problem that may occur with the ݇ −  value of the border points ݐݏ݅݀

dataset 5 is presented in Figure 36. This dataset is defined in a way that nested and very close 

clusters are available in it. 

 
Dataset 5 

Figure 36. Dataset 5 

Figure 37 illustrates the output results applying the two different methods to Dataset 5. Output 

1 shows the clustering result according to the 4 −  values, which were considered by the ݐݏ݅݀

old method. In this experiment the algorithm has failed to distinguish the nested clusters. Output 

2, on the other hand, shows the clustering result according to the 4 −  values. Here, the ˊݐݏ݅݀

threshold values calculated are smaller and hence the algorithm has detected the nested clusters 

 
29 Note that the larger difference between ݏ݌ܧ and ݏ݌ܧˊ for Dataset 3 is caused by the larger difference between 
the 4 −  values of those data instances considered as noise and the rest of the data instances. This difference ˊݐݏ݅݀
has no effect on the clustering result, since ݏ݌ܧ and ݏ݌ܧˊ are actually threshold values and since there are no data 
instances with 4 −  .the clustering result would remain the same ,ˊݏ݌ܧ and ݏ݌ܧ values between ˊݐݏ݅݀
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easily. Graph 1 and Graph 2 in Figure 7 show here the 4 − and 4 ݐݏ݅݀ −  values calculated ˊݐݏ݅݀

using each of the techniques, together with the corresponding ݏ݌ܧ and ݏ݌ܧˊ values. 

  

  

Output 1 Output 2 

                

Graph 1 

= ݏ݌ܧ  5.10 

= ˊݏ݌ܧ  4.82 

Graph 2 

= ݏ݌ܧ  3.61 

= ˊݏ݌ܧ  4.34 

  

Figure 37. Different clustering results for dataset 5 

It should be pointed out that even though the experiments presented here were all for 2-dimen-

sional datasets, the idea can be applied to high-dimensional datasets as well. This is clearly 

possible, since the calculation of the distance between the points and the application of standard 

deviation remains the same for high-dimensional datasets. The only point that must be consid-

ered is that, the DBSCAN has suggested 4 as the ݏݐܲ݊݅ܯ value just for 2-dimensional datasets. 

However, as mentioned before, ݏ݌ܧ and ݏݐܲ݊݅ܯ are the density parameters of the thinnest 

cluster; therefore it is always possible to determine the ݏ݌ܧ by keeping the ݏݐܲ݊݅ܯ parameter 

small enough. The diversity of the density may always be described with different radii con-

taining a predefined number of points (ݏݐܲ݊݅ܯ). 
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6.1.2 Exponential Smoothing in the HMDS 

Exponential smoothing is a very popular scheme for producing smoothed time series [163]. 

Using this technique, the past observations are assigned exponentially decreasing weights and 

recent ones are given relatively higher weights: 

௧ݏ  = .ߙ ௧ݔ + (1 − .(ߙ ௧ିଵ (3)ݏ

where ߙ is the smoothing factor, and 0 < ߙ < 1. As it is clear, the smoothed statistic ݏ௧ is a 

weighted average of the current observation ݔ௧ and the previous smoothed statistic ݏ௧ିଵ.  

In the HMDS, this method is used in order to update the holon identifiers. Every time a new 

case of a disease is diagnosed and then confirmed by the physician using the feedback loop, the 

system considers the signs and symptoms of the patient to update its DDP. This method is 

clearly a supervised learning technique. The smoothing factor indicates the learning rate and 

shows how the algorithm considers the previous observations in calculating the current value. 

Larger values of ߙ actually reduce the level of smoothing, and in the limiting case with ߙ = 1 

the output series is just the current observation. Using this learning technique, the system will 

be capable of diagnosing the disease in patients that do not exhibit all the signs and symptoms 

that are known for a disease. In the HMDS the smoothing factor can be equal to the learning 

rate in the RL method (see section 6.1.3). 

6.1.3 Reinforcement Learning (RL) in the HMDS 

In the HMDS, the holarchy is in fact keeping track of the best decisions made by the system 

performing the self-organization. Due to the holonic memberships this process can be regarded 

as a sequential decision-making problem. This process should be supported by an appropriate 

machine learning technique. Considering the nature of the problem, the absence of desired in-

put/output pairs, and the accessibility of a dynamic environment, reinforcement learning is the 

best match for our problem. There are many different reinforcement learning techniques in the 

literature and in the next stage we need to choose the best fitting one for our system. However, 

in order to apply reinforcement learning to our problem, we first need to model it in a way that 

the algorithms can be applied. For this reason, the framework of Markov Decision Processes 

(MDPs) [164], [165] is used [166].  
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Decision-making tasks that involve delayed consequences can be formulated as sequential de-

cision-making problems, for which decision-making strategies must be found that take into ac-

count the expectations of both short-term and long-term consequences of the decisions. Dealing 

with such problems, at each time step, the Decision Maker (DM), observes the system’s current 

state and selects an action, and then makes a transition to a successor state, which is determined 

by current state, the chosen action and a random disturbance that aims the exploration-exploi-

tation trade-off. For each action, the DM will then receive a certain amount of payoff that de-

pends on the action and the current state. The goal is to find a rule, i.e., an action selection 

policy, for the DM that maximizes the total amount of the accumulated payoff. 

Markov Decision Processes (MDPs) [165] provide a framework for modeling such sequential 

decision-making problems. The optimization problem is then to be solved applying the Dy-

namic Programming (DP) approach and Reinforcement Learning (RL). Some algorithms for 

sequential decision-making have been studied in [167], which aim to produce policies that max-

imize a measure of the long-term reward to an agent following it in a specific environment.  

According to [167], these policies can be produced under two different problem scenarios that 

differ in the information available for constructing the policy: Planning and Reinforcement 

Learning. In planning, a complete model of the environment is known in advance and the pro-

duced policy is typically stationary. Reinforcement learning, however, can be used when a 

model of the environment is unknown or difficult to work with directly.  Considering the self-

organization problem in the HMDS, this case falls into the latter problem scenario category.  

6.1.3.1 Markov Decision Processes (MDPs) 

“Markov Decision Processes (MDPs), also referred to as stochastic dynamic programs or sto-

chastic control problems, are models for sequential decision-making when outcomes are uncer-

tain” [165, p. XV]. They are defined as controlled stochastic processes satisfying the Markov 

property and assigning reward value to state transitions [165]. As stated in [166, p. 19], “A 

stochastic process has the Markov property if the conditional distribution of the next state of 

the process depends only on the current state of the process”. 

“The Markov decision process model consists of decision epochs, states, actions, rewards, and 

transition probabilities. Choosing an action in a state generates a reward and determines the 
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state at the next decision epoch through a transition probability function” [165, p. XV]. Accord-

ing to [168], a Markov decision process is a model of an agent operating in an uncertain but 

observable world. The definition of Markov decision process presented here, and the notations 

are according to the ones used in [168] and [169].  

Formally, an MDP is a 5-tuple (ܵ, ,ܣ ܶ, ܴ,  :(ߛ

 ܵ is a set of agent-environment states. 

 ܣ is a set of actions the agent can take. 

 ܶ൫ݏ௜, ܽ, :௝൯ݏ ܵ × ܣ × ܵ → [0,1] is a state transition function which gives the probability 

that taking action ܽ in state ݏ௜ results in state ݏ௝. 

 ܴ൫ݏ௜, ܽ, :௝൯ݏ ܵ × ܣ × ܵ → ℝ is a reward function that quantifies the reward the agent gets 

for taking action ܽ in state ݏ௜ resulting in state ݏ௝. 

 ߛ ∈  [0,1) is a discount factor that trades off between immediate reward and potential 

future reward. 

In this representation of the problem, for each agent, the world is its current state at any given 

time. At each time step, the agent observes its world and itself, and based on the results chooses 

and executes an action from its set of actions. The agent then receives a reward for its action 

choice in that state, which is calculated using a reward function. Another function, called the 

state transition function, then probabilistically transitions the agent’s world to a new state. The 

objective of an MDP agent is to take the actions that maximize its future expected reward [168]. 

The solution to an MDP, also called a policy, is a function ߨ(ݏ௜): ܵ →  that maps states to ,ܣ

actions. According to [168], the optimal policy over an infinite horizon is one inducing the 

value function: 

 
(௜ݏ)∗ܸ = max

௔∈஺
቎ܴ൫ݏ௜, ܽ, ௝൯ݏ + ߛ ෍ ௜ݏ)ܶ , ܽ, (௝ݏ)∗ܸ(௝ݏ

௦ೕ∈ௌ

቏ 
(4) 

As explained in [168], this famous equation, known as the Bellmann Equation, quantifies the 

value of being in each state based on immediate reward and discounted expected future reward. 

The future reward is calculated based on the action the agent can take from its next state and 
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the reward it receives in future states it may move to, discounted more as time passes. This 

recursion implements a dynamic programming method, which breaks the optimization problem 

into subproblems that are solved sequentially in a recurrent fashion. In other words, according 

to [170], the core problem of MDPs is to find a policy for the decision maker that can be best 

described as an action selection rule to be followed by the agent, given the state it is in: a func-

tion ߨ that specifies the action (ݏ)ߨ, which the decision maker will choose when in state ݏ. As 

a result, a policy defines the agent’s action selection with respect to changes in the environment 

and the goal is to choose a policy ߨ that will maximize expected discounted cumulative function 

of the random rewards over a potentially infinite horizon.  

According to [171], reinforcement learning can be formalized in terms of Markov decision pro-

cesses, in which the agent is initially only aware of the set of possible states and the set of 

possible actions. Thus, the state transition function, ܶ൫ݏ௜, ܽ, ௝൯ݏ , and the reward function, 

ܴ൫ݏ௜, ܽ,  ௝൯, are initially unknown. An agent can act in a world and after each step observe theݏ

state of the world it has entered and the reward it has obtained. In this formalization, the agent 

acts to achieve the optimal discounted reward with a discount factor ߛ. According to [172], the 

cumulative value ܸగ(ݏ௧), achieved by following an arbitrary policy ߨ from an arbitrary initial 

state ݏ௧, can be defined as follows: 

 ܸగ(ݏ௧) ≡ ௧ݎ + ௧ାଵݎߛ + ௧ାଶݎଶߛ + ⋯ ≡ ∑ ௜ஶߛ
௜ୀ଴  ௧ା௜  (5)ݎ

where the sequence of rewards ݎ௧ା௜ is generated by beginning at state ݏ௧ and by repeatedly us-

ing the policy ߨ to select actions. The rewards are discounted exponentially by a factor of ߛ௜. 

Note if ߛ = 0, only the immediate reward is considered, however, if ߛ is set closer to 1, future 

rewards are given greater emphasis relative to the immediate reward. The quantity ܸగ(ݏ) de-

fined in equation 5 is often called the discounted cumulative reward achieved by policy ߨ from 

initial state ݏ. The agent’s task is to learn a policy ߨ that maximizes ܸగ(ݏ) for all states ݏ. Such 

a policy is called an optimal policy and is denoted by ߨ∗. 

∗ߨ  ≡ argmax
గ

ܸగ(ݏ),  (6) ݏ∀

To simplify the notation, the value function ܸగ∗(ݏ) of such an optimal policy is referred to as 

 .(cf. equation 4) (ݏ)∗ܸ
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Reinforcement learning algorithms aim to learn an optimal policy for an MDP, using solely the 

reward signals received through the iterating interactions with the environment. These algo-

rithms can be divided into two classes: Value iteration and policy iteration algorithms [173].  

Value iteration algorithms learn the optimal value function and attempt to derive an optimal 

policy from this learnt value function. Alternatively, policy iteration algorithms directly build 

an optimal policy by interleaving two phases: policy evaluation, during which the value of the 

current policy is estimated, and policy improvement, during which based on the results of the 

policy evaluation phase the policy is then locally improved. This process continues until no 

further improvement is possible and an optimal policy is reached [173]. 

6.1.3.2 The Exploitation-Exploration Trade-Off 

Since RL algorithms do not assume a given model for the MDP, one of the key issues in apply-

ing them is that agents need to explore the environment in order to observe the effects of their 

actions. This implies that agents cannot simply take the actions that are associated with the 

current highest estimated rewards, but also need to try new actions in an attempt to discover 

better strategies. This problem is known as exploitation-exploration trade-off in RL [173].  

Two basic approaches exist to address this problem. On-policy methods attempt to evaluate or 

improve the policy that is used to make decisions. The distinguishing feature of on-policy meth-

ods is that they estimate the value of a policy while using it for control. “In off-policy method 

these two functions are separated. The policy used to generate behavior, called the behavior 

policy, may in fact be unrelated to the policy that is evaluated and improved, called the estima-

tion policy. An advantage of this separation is that the estimation policy may be deterministic 

(e.g. greedy), while the behavior policy can continue to sample all possible actions” [169]. In 

other words, the algorithm learns the values associated with taking the exploitation policy while 

following an exploration/exploitation policy. 

6.1.3.3 Action-Selection Strategies 

As mentioned above, a common challenge in reinforcement learning is to find a trade-off be-

tween exploration (discovering new features about the world by selecting sub-optimal actions) 

and exploitation (using already known actions that lead to best known results) [174].   
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The agents may follow different action-selection strategies in order to choose their actions, each 

of them dealing differently with this trade-off:  

(1) Greedy action-selection: The simplest action-selection strategy is greedy selec-

tion. In this strategy the agent always selects the action with the highest state-action 

value. This method is pure exploitation. The rest of the methods, in fact aim to 

achieve a balance between exploration and exploitation [174].  

 Greedy is a variation on normal greedy selection. In-ߝ :Greedy action-selection-ࢿ (2)

both cases, the agent identifies the best move according to the state-action values. 

However, in ߝ-greedy strategy with a small probability of ߝ, rather than taking the 

best action, the agent will uniformly select an action from the remaining actions 

[174].  

(3) Softmax (Boltzmann) action-selection: Although ߝ-greedy action selection is an 

effective and popular means of balancing exploration and exploitation in reinforce-

ment learning, one drawback is that when it explores it chooses equally among all 

actions. This means that it is as likely to choose the worst-appearing action as it is 

to choose the next-to-best action. The obvious solution is to vary the action proba-

bilities as a graded function of estimated value. In Softmax approach the greedy 

action is still given the highest selection probability, but all the others are ranked 

and weighted according to their estimated values. The most common softmax 

method uses a Boltzmann (Gibbs) distribution and chooses action ܽ on the t-th time 

step with probability:  

݌ =
݁

ொ೟(௔)
ఛൗ

∑ ݁
ொ೟(௜)

ఛൗ௡
௜ୀଵ

 (7) 

where τ is a positive parameter called the temperature. High temperatures cause the 

actions to be all (nearly) equiprobable. Low temperatures cause a greater difference 

in selection probability for actions that differ in their value estimates. In the limit 

as τ → 0, softmax action selection becomes the same as greedy action selection 

[169]. 
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6.1.3.4 RL Methods for MDPs (single-agent, MARL, swarm RL) 

Table 13 lists the notable RL techniques and demonstrates, whether they are an on-policy or an 

off-policy approach.  

Table 13. The notable RL techniques 

RL Technique Policy Year Reference 

Actor-Critic (AC) on-policy 1983 [175] 

Temporal Difference (TD) on-policy 1988 [176] 

Q-Learning off-policy 1989 [177] 

R-Learning off-policy 1993 [178] 

State-Action-Reward-State-Action (SARSA) on-policy 1994 [179] 

Actor Critic Learning Automaton (ACLA) on-policy 2007 [180] 

QV(λ)-Learning on-policy 2007 [180] 

Monte Carlo (MC) for RL on-policy 2008 [181] 

 

As most researches in the fields of MARL (Multi-Agent RL) [182] and swarm RL have focused 

on Q-learning, this study concentrates on the Q-learning method and demonstrates the ideas 

using this technique. It should, however, be noted that the general idea can be applied to any 

RL technique based on the problem at hand.  The key reason behind the wide use of Q-learning 

may be due to its off-policy approach (R-learning is a variant of Q-learning method for non-

discounted, non-episodic problems). The MASs consist of several autonomous agents that may 

have different policies and may even change their policies constantly. In off-policy methods 

even if an agent changes its policy the system is still able to use what it has learnt so far. Q-

learning tends to converge a bit slower; however, it has the capability to continue learning while 

changing policies and is more flexible if alternative routes appear. Q-learning learns the Q-

values associated with taking the exploitation policy while following an exploration/exploita-

tion policy. 

6.1.3.4.1 Q-Learning 

Q-learning [177] is a model-free reinforcement learning technique that employs off-policy 

learning method and can be used to find an optimal action-selection policy for any MDP. The 

algorithm proposes the following function in order to calculate the Quantity of a state-action 

combination:  
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 ܳ: ܵ × ܣ → ℝ 

,௧ݏ)ܳ ܽ௧) ← (1 − ,௧ݏ)ܳ(௧ߙ ܽ௧) + ௧ାଵݎ)௧ߙ + ߛ max
௔

,௧ାଵݏ)ܳ ܽ)) 
(8) 

where ݎ௧ାଵ is the reward received after performing ܽ௧ in ݏ௧, and ߙ௧ is the learning rate (0 <

௧ߙ ≤ 1), which determines to what extent the newly acquired information will override the old 

information. Before learning has started, an (arbitrary) fixed value, chosen by the designer is 

assigned to every ܳ(ݏ௧, ܽ௧). Then, each time the agent selects an action, and observes a reward 

and a new state that may depend on both the previous state and the selected action, ܳ(ݏ௧ , ܽ௧) is 

updated. 

6.1.3.4.2 Q-Learning for Agent-Based Systems 

A significant part of the research on learning in agent-based systems concerns reinforcement 

learning. The algorithms can be divided into three different classes: single-agent RL, multi-

agent RL (a combination of Game Theory30 and RL), and swarm RL (a combination of Swarm 

Intelligence (SI)31 and RL). A comprehensive overview of single and multi-agent RL is pre-

sented in [182].  

The formal model of single-agent RL is the MDP, i.e., a 5-tuple (ܵ, ,ܣ ܶ, ܴ,  and as mentioned ,(ߛ

the agent aims to find an optimal policy, which specifies how the agent chooses its actions given 

any state. In single-agent RL a single agent applies the RL algorithm, e.g. Q-learning, and up-

dates the values following its action selection strategy.  

The application of RL to an MDP allows a single agent to learn a policy that maximizes a 

cumulative reward that is received from the environment. However, when multiple agents apply 

RL in a shared environment, the optimal policy of an agent depends not only on the environ-

ment, but on the actions of the other agents as well. In this case, there are two main groups to 

be considered: Multi-agent systems, consisting of agents that have individual goals and deci-

sion-making capabilities, which are influenced by other agent’s decisions, and on the other hand 

multi-agent systems behaving as a swarm, consisting of agents that collaboratively learn a sin-

gle objective. The Multi-Agent RL (MARL) is based on Game Theory concepts, which induces 

 
30 Game theory is the study of mathematical models of strategic interaction between rational decision-makers 
[241]. 
31 The term Swarm Intelligence (SI) refers to self-organized collective behavior of natural and artificial systems 
composed of many individuals following simple rules that exploit only local information [187]. 
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that agents are capable of discovering good solutions to the problem at hand either by coordi-

nating with other learners or by competing with them. However, swarm RL considers Swarm 

Intelligence (SI) concepts, allowing the agent to share their knowledge by updating the policy 

the swarm is following.  

In case of a multi-agent system a generalization of the MDP, i.e., stochastic game is used to 

describe the problem. As described in [182], a stochastic game is a tuple 

(ܵ, ,ଵܣ … , ௡ܣ , ܶ, ܴଵ, … , ܴ௡ ,  :where ,(ߛ

 ݊ is the number of agents. 

 ܵ is the set of the environment states. 

 ܣ௜, ݅ = 1, … , ݊ are the set of actions that available to the agents, yielding the joint action 

set ࡭ = ଵܣ × … ×  .௡ܣ

 ܶ: ܵ × ࡭ × ܵ → [0,1] is the state transition probability function. 

 ܴ௜: ܵ × ࡭ × ܵ → ℝ, ݅ = 1, … , ݊ are reward functions of agents. 

 ߛ ∈  [0,1) is a discount factor that trades off between immediate reward and potential 

future reward. 

In the multi-agent case, the state transitions are the result of the joint actions and since the 

rewards of the agents depend on the joint action, the cumulative reward depend on the joint 

policy. As the concentration of this research is on swarm RL techniques, for further information 

on MARL please refer to [182].  

As Tuyls and Weiss note: 

Rather than developing complex behaviors for single individuals, in swarm RL swarm 

intelligence investigates the emerging (intelligent) behavior of a group of simple individ-

uals that achieve complex behavior through their interactions with one another. Conse-

quently, swarm intelligence can be considered as a cooperative multiagent learning ap-

proach in that the behavior of the full set of agents is determined by the actions of and 

interactions among the individuals. SI and RL are closely related, as both techniques use 

iterative learning algorithms based on trial and error and a reinforcement signal to find 

optimal solutions. The key difference though is how the reinforcement signal is used to 

modify an individual’s behavior. [183, p. 49]  
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As a result, similar to single-agent RL, in swarm RL state transition function is described with 

a single agent’s action. On the other hand, similar to multi-agent RL, swarm RL recognizes 

other agents’ actions, however, solely implicitly, by considering their effects. 

The most well-known swarm reinforcement learning algorithms are based on Ant Colony Op-

timization (ACO)32: 

(1) Ant-Q [184]: This algorithm applies the idea of swarm intelligence by calculating the 

reward considering actions taken by other agents. 

(2) Pheromone-Q-Learning (Phe-Q) [185]: In this algorithm, the action-selection does 

not just look for the highest state-action value but it also recognizes the other agents 

considering a belief factor (ܤ) that shows the extent to which an agent believes in the 

pheromone that it detects. Belief factor in fact indicates the ratio of pheromone concen-

tration in one state to the neighboring states. 

(3) Swarm RL based on ACO [186]: In this algorithm each agent performs its own Q-

Learning, however, it corrects its values according to the findings of the other agents. 

So far swarm RL has focused solely on homogeneous swarms and systems introduced as Het-

erogeneous Swarm (HetSs) merely include very few, i.e., two or three sub-swarms of homoge-

neous agents with crisp borderlines for their swarm behaviors. As the HMDS can be regarded 

as a swarm of heterogeneous agents, this study has also concentrated on the introduction of a 

novel approach that allows individuals with higher degrees of heterogeneity, to behave as a 

swarm in case they have identical sub-problems to solve. Some results of these attempts have 

been already published in [8, 11].  

In fact, if there is an overlap between the problems two different agents are solving, or between 

the data they are aiming for, they may have valuable knowledge to share and therefore a reason 

to behave as a swarm. Following subsection takes a closer look at the heterogeneous swarms 

and section 6.1.3.6 describes the Heterogeneous Swarm RL (HetSRL) method [11] that can be 

used by heterogeneous group of agents with diverse but overlapping goals in order to exhibit 

 
32 ACO algorithms are probabilistic techniques that can be used for problems which can be reduced to finding good 
paths in graphs. The main idea of these algorithms, first introduced in [240], is based on the behavior of ants 
seeking a path between their nest and a food source. 
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swarm behavior. A carefully adapted version of this method can also be used by the HMDS for 

the purpose of self-organization (see section 6.1.3.8), which has already been introduced in [8].  

6.1.3.5 Swarm Intelligence in Homogeneous and Heterogeneous Swarms 

As mentioned, the term Swarm Intelligence (SI), first introduced in [187], refers to self-orga-

nized collective behavior of natural and artificial systems composed of many individuals fol-

lowing simple rules that exploit only local information. Examples of natural systems exhibiting 

swarm intelligence are colonies of ants and termites, schools of fish, flocks of birds, and herds 

of land animals. Inspired by the natural systems, some artificial systems are also benefiting 

from the power of swarm intelligence, notably some multi-robot systems (e.g., [188]), and also 

certain computer programs that are developed to solve optimization and data analysis problems 

(e.g., [9]). The artificial SI systems consist typically of population of simple robots or software 

agents, however, recently, some SI systems have been developed that allow human swarming 

(e.g., [189]). As stated by Dorigo and Birattari, a typical swarm intelligence system has the 

following properties: 

 it is composed of many individuals; 

 the individuals are relatively homogeneous (i.e., they are either all identical or they be-

long to a few typologies); 

 the interactions among the individuals are based on simple behavioral rules that exploit 

only local information that the individuals exchange directly or via the environment 

(stigmergy); 

 the overall behavior of the system results from the interactions of individuals with each 

other and with their environment, that is, the group behavior self-organizes. [190] 

Homogeneous swarms are attractive due to their conceptual simplicity [191], thus most existing 

studies consider homogeneous swarms, however, “real-world swarms often include agents with 

varying dynamical properties, which leads to new collective behaviors” [192, p. 810]. This het-

erogeneity ranges from intra-species behavioral variations caused by morphologic or age dif-

ferences, to inter-species cooperation, such as symbiosis [191]. In [192] interesting examples 

of heterogeneous natural systems are given: 
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(1) Age-structured swarms, in which heterogeneity arises when motion or sensing capabil-

ities vary significantly with age. 

(2) Predator-prey swarming, where there are distinct time-scale differences in the motion 

of predator and prey animals. 

(3) Segregation of intermingled cell types during growth and development of an organism 

by introducing heterogeneity in inter cell adhesion properties. 

Inspired by heterogeneous natural swarms, heterogeneous artificial swarms have also been de-

signed and implemented. Some notable studies in this field have concentrated on robotic sys-

tems, where individual robots with varying capabilities are segregated in two to three popula-

tions and then are used together in order to achieve a common goal [188, 192, 193, 194, 195]. 

The varying capabilities that causes the heterogeneity in such systems may be due to the lack 

of capabilities that are costly to be implemented in all agents or may arise over time as some 

agents in the swarm malfunction [192]. Heterogeneity has also been used in approaches based 

on Particle Swarm Optimization (PSO) technique [191, 196, 197]. According to [191], in this 

technique differences along any of the aspects of the configuration of a particle give rise to a 

taxonomy based on four types of heterogeneity: neighborhood heterogeneity, model-of-influ-

ence heterogeneity, update-rule heterogeneity, and parameter heterogeneity.  

Heterogeneous systems have also attracted many researchers differently as “designing task-

specific agents is often easier than designing versatile, multipotent ones” [191, p. 699]. In order 

to keep a swarm homogeneous all the agents should be equipped with all the capabilities 

needed, which would in many cases eventually lead to complicated agents. As a result, hetero-

geneity clearly supports the very important property of the SI systems and that is the fact that 

in such systems the agents are to be kept as simple as possible.  

As mentioned, so far, systems introduced as Heterogeneous Swarms (HetSs) merely include 

very few, i.e., two or three sub-swarms of homogeneous agents, which either according to their 

capabilities deal with specific sub-problem of the general problem (e.g., [188]), or exhibit dif-

ferent behaviors in order to try a variety of different approaches to the same problem, and there-

fore “reduces the risk of using a homogeneous swarm of the wrong type for the problem at 

hand” [191]. Following subsection describes an approach that allows agents, which are origi-

nally designed to solve different problems and as a result have higher degrees of heterogeneity, 

to behave as a swarm when addressing identical sub-problems.  
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6.1.3.6 A Novel Heterogeneous Swarm RL (HetSRL) Method33 

In homogeneous swarms, agents use the collective intelligence of their group in order to make 

decisions. Indeed, the homogeneity in capabilities and goals between the agents make this col-

laboration argumentative. Accordingly, in HetSs the agents should be able to measure the sim-

ilarity in their capabilities and goals, i.e., affinity, to check the possibility of exhibiting swarm 

behavior. One of the famous examples of such approach can be seen in human decision-making 

and the extent to which a person follows suggestions from different groups of people based on 

their affinity. Accordingly, some recommender systems are considering the social affinity be-

tween the users to predict user preferences [198, 199]. 

According to the American Psychological Association (APA)34 ingroup bias or ingroup favor-

itism is “the tendency to favor one’s own group, its members, its characteristics, and its prod-

ucts, particularly in reference to other groups. The favoring of the ingroup tends to be more 

pronounced than the rejection of the outgroup, but both tendencies become more pronounced 

during periods of intergroup contact” [200]. As stated in [201, p. 1739], this tendency “often 

results from a greater propensity to trust those who are similar to oneself in background or 

values”. In this case, commonality builds affinity and trust. 

In the context of multi-agent systems affinity can be defined as a value that indicates, according 

to the application’s objectives, the compatibility of two agents to work together (see section 

4.2.2.2.2). In order to be able to measure the affinity between two agents, the determining fac-

tors should be identified and eventually measured for each of the agents. In this context, the 

term agent profile can be defined as a list of values representing the extent to which an agent 

exhibits interest in the characteristics under consideration. As a result, in order to measure the 

affinity between two agents, the similarity between their profiles can be measured (e.g. calcu-

lating the distance between the profiles). In HetSs, an agent may check for similarities between 

its own profile and the profile of some relevant agents, in order to make its own decision. There-

fore, the environment should be able to provide the agents with the relevant information.  

 
33 The contents of this sub-section present the result of a study that has been conducted as a part of this doctoral 
research and have been already published in [11]. 
34 APA is the leading scientific and professional organization representing psychology in the United States, with 
more than 118,000 researchers, educators, clinicians, consultants and students as its members [242]. 
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In order to model such sequential decision-making problems an extension of the MDP can be 

introduced, which is augmented by assuming a new element that allows the measurement of the 

affinity between the agent profiles. This model is described as a 6-tuple (S,P,A,T,R, ߛ), where: 

 ܵ is a set of agent-environment states. 

 ܲ is a set of profiles that for each state indicates its visitors’ collective profile. 

 ܣ is a set of actions the agent can take. 

 ܶ൫ݏ௜, ܽ, :௝൯ݏ ܵ × ܣ × ܵ → [0,1] is a state transition function which gives the probability 

that taking action ܽ in state ݏ௜ results in state ݏ௝. 

 ܴ൫ݏ௜, ܽ, :௝൯ݏ ܵ × ܣ × ܵ → ℝ is a reward function that quantifies the reward the agent 

gets for taking action ܽ in state ݏ௜ resulting in state ݏ௝. 

 ߛ ∈  [0,1) is a discount factor that trades off between immediate reward and potential 

future reward. 

In this representation of the problem, the optimal solution should still solely maximize the re-

ward; however, at each time step the best action will be the one that maximizes the reward and 

affinity simultaneously. As a result, it should be noted that this problem cannot be regarded as 

a multi-objective optimization problem that has two objectives.  

Several researches have concentrated on designing MDPs for optimization problems with mul-

tiple objectives (e.g. [202, 203, 204]). According to [203, p. 70], “a Multi-Objective MDP 

(MOMDP) is an MDP in which the reward function ࡾ: ܵ × ܣ × ܵ → ℜ௡ describes a vector of 

݊ rewards, one for each objective, instead of a scalar. Similarly, a value function ܸగ  in an 

MOMDP specifies the expected cumulative discounted reward vector: 

 
గࢂ = ෍]ܧ ௞࢘௞ାଵߛ

ஶ

௞ୀ଴

(9) [ߨ|

 
(ݏ)గࢂ = ෍]ܧ ௞࢘௧ା௞ାଵߛ

ஶ

௞ୀ଴

,ߨ| ௧ݏ = (10) [ݏ

where ࢘௧ is the vector of rewards received at time ݐ.”  
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As mentioned, the profile-based or affinity-based extension of MDP is not a MOMDP, how-

ever, at each time step, action selection is an optimization problem with two objectives: max-

imizing the reward and the affinity. In this case, the MDP remains single-objective; however, 

the action selection will be multi-objective.  

As stated in [205, p. 77], a Multi-Objective Optimization Problem (MOOP) is a multiple criteria 

decision-making problem, “which is concerned with mathematical optimization problems in-

volving more than one objective function to be optimized simultaneously”. For a nontrivial 

multi-objective optimization problem, there does not exist a single solution, but a set of non-

dominated or Pareto optimal solutions that without additional preferences, i.e. degrading some 

of the other objective values, all can be considered equally good as solution vectors cannot be 

ordered [205]. In our case, any of the actions leading to a Pareto optimal solution to maximizing 

the reward and affinity can hence be chosen as a Pareto optimal action at each state, however, 

only the resulting reward is to be considered for the overall optimization problem. 

Scalarization is one the most commonly useful methods for finding the Pareto optimal solutions 

for multi-objective optimization problems. “Scalarizing a multi-objective optimization problem 

means formulating a single-objective optimization problem such that optimal solutions to the 

single-objective optimization problem are Pareto optimal solutions to the multi-objective opti-

mization problems” [206, p. 7484]. As suggested in [204], assuming that ܺ is the set of all 

feasible inputs to a MOOP with objective (ݔ)ࢌ, one approach to finding the Pareto optimal 

solutions is to solve a set of optimization problems that are scalarized versions of the MOOP at 

hand. “A scalarization function ߩ can hence be chosen which maps vector-valued outcomes 

scalars and then one solves: 

 max
௫∈௑

൯, (11)(ݔ)ࢌ൫ߩ

the scalar optimization defined by composing the vector-valued outcome function with the sca-

larization function” [204, p. 7382]. Generally, having no preferences in choosing the final Pa-

reto optimal solution would help to implement randomness, which helps to avoid bias. As a 

result, the scalar optimization function will be an objective function, i.e., a loss function to be 

minimized or its negative to be maximized. 
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In the affinity-based HetSRL, the objective is to maximize both Q-value and affinity for each 

action simultaneously, however, since the scales are not same, and the maximum value of both 

values are not clear, the multiplication of the two values is considered for the scalar optimiza-

tion function: 

 max
௔∈஺

,௧ݏ)ܳ) ܽ). ݂݂ܣ ,ܲݐ݃ܽ) (12) (((௧ାଵݏ)ܲ

where ܲݐ݃ܽ)݂݂ܣ,  indicates the affinity between the agent performing action ܽ and ((௧ାଵݏ)ܲ

the ones who have already done this action and contributed to the calculation of the cumulative 

value given by ܳ(ݏ௧, ܽ). One method for calculating this value is to calculate the Euclidean 

distance between the agent’s profile, i.e., ܽ݃ܲݐ and the collective profile of the state’s visitors 

  .(௧ାଵݏ)ܲ

As mentioned above, even though at each time step the best action will be the one that maxim-

izes the reward and the affinity simultaneously, the overall optimal solution should still solely 

maximize the cumulative reward value. As a result, in the affinity-based HetSRL in order to 

update the Q-value for the estimation of optimal future values instead of ݉ܽݔ  function 

 :function is used ݔܽ݉݃ݎܽ

 ܳ௡௘௪(ݏ௧, ܽ௧) ← (1 − ,௧ݏ)௧)ܳ௢௟ௗߙ ܽ௧) + ௧ݏ)௧(ܴ௡௘௪ߙ , ܽ௧)

+ ߛ argmax
ொ೚೗೏(௦೟శభ,௔)

(ܳ௢௟ௗ(ݏ௧ାଵ, ܽ). ,ܲݐ݃ܽ)݂݂ܣ (13) ((((௧ାଶݏ)ܲ

In this extension of Q-learning ߙ can be defined as a coefficient of affinity in order to show the 

relevance of the new information. 

To prove the convergence of this extension of Q-learning, the approach presented in [207] can 

be adapted to this method. In section 6.1.3.9 an example of such an approach is given that 

proves the convergence of a practical application of the affinity-based HetSRL method, i.e., the 

Holonic-Q-Learning (see section 6.1.3.8). Before introducing the Holonic-Q-Learning and 

proving the convergence of this method, however, the effectiveness of the affinity-based 

HetSRL method is shown by applying this method to the Shortest Path Problem (SPP) (section 

6.1.3.7). 
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6.1.3.7 The Application of Affinity-Based HetSRL Method to the SPP 

In order to demonstrate the performance of the affinity-based HetSRL method introduced in the 

previous section in a straightforward example, the shortest path problem from the start cell to 

targets in an ݊ by ݊ grid environment is considered here. Targets may be placed in arbitrary 

locations on the grid. Both targets and the agents are represented by a profile, i.e. an array of 

values, and the agents’ goal is to find the shortest path to the most relevant target. This problem 

resembles a recommendation system in which agents represent user preferences and try to pre-

dict the rating or preference a user would give to an item. This simulation considers a 20 by 20 

environment, 10 agents with different profiles, and two different targets. Figure 38.  illustrates 

the problem environment. Targets are located at (10,20) and (20,10), and the starting point is at 

(1,1), letting the coordinates at the top left be (1,1). Reaching the targets, an agent will receive 

a reward that is directly proportional to its affinity to the target, i.e. ݎ =

,ܲݐ൫݂݂ܽ݃ܣ ൯(ݐ݁݃ݎܽݐ)ܲ × 100. 

 

Figure 38. The problem environment. 

All the experiments were performed on Intel(R) Celeron(R) CPU 1.90GHz with 10 GB RAM 

on the Microsoft Windows 10 platform and the simulations have been conducted using the 

GAMA platform, which is a modeling and simulation development environment for building 

spatially explicit agent-based simulations [21] (For further information on GAMA platform 

please refer to chapter 7). Figure 39–Figure 42 demonstrate the changes of the Q-value at (1,1). 

Basically, the Q-Value remains zero until the first path from the starting point to a target is 
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found. This value then remains almost stable when the agent follows almost the same path (i.e. 

the best path found within a constrained time frame) and has less intention to explore other 

possibilities.  

 

(a) (b) 

Figure 39. (a) QV chart for 10 single agents. (b) The QVs for different cells. 

 

(a) (b) 

Figure 40. (a) QV chart for a HetS of 10 agents. (b) The QVs for different cells. 
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(a) (b) 

Figure 41. (a) QV chart for 20 single agents. (b) The QVs for different cells. 

 

(a) (b) 

Figure 42. (a) QV chart for a HetS of 20 agents. (b) The QVs for different cells. 

Table 14 compares the approximate time of the first path detection and the approximate time 

needed for the optimal path detection for all of the four experiments. The results indicate that 

HetSRL has significantly reduced the search time, and the impact is more significant as the 

number of agents increases. 
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Table 14. Path detection time. 

 Approximate Time Needed 
for the First Path Detection 

Approximate Time Needed for 
the Optimal Path Detection 

Figure 39: Single-agent (10 agents) 35 seconds 150 seconds 

Figure 40: HetS (10 agents) 5 seconds 35 seconds 

Figure 41: Single-agent (20 agents) 35 seconds 150 seconds 

Figure 42: HetS (20 agents) 5 seconds 20 seconds 

 

6.1.3.8 The Holonic-Q-Learning (HQL) 

This subsection aims to show how a carefully adapted affinity-based HetSRL method can sup-

port the HMDS in performing the self-organization process. The HMDS is a HetS, consisting 

of agents with different information and goals, which consequently leads to different behaviors. 

In this system, super-holons are mapping the sub-swarms. In contrast to the HetSs under con-

sideration so far (see section 6.1.3.5) the sub-swarms here are not homogeneous but again het-

erogeneous and may again include heterogeneous sub-swarms. Even though these sub-swarms 

are not homogeneous, the information and goals (behaviors) of their members are relatively 

more similar in the lower levels, such that they can exhibit swarm behavior. To this end, the 

degree of homogeneity, in our terminology the affinity between the agents, should be measured 

and considered. 

Figure 43 shows the HMDS in comparison with the well-known homogeneous and heteroge-

neous swarms. As mentioned, the ant colony is the famous example of homogeneous systems 

that exhibit swarm behavior. In such systems all the agents are identical.  So far, systems intro-

duced as heterogeneous swarms merely include very few, i.e., two or three sub-swarms of ho-

mogeneous agents. The famous example of this category is the Swarmnoid [188], which is a 

heterogeneous swarm of robots. As mentioned above, in the HMDS, and in general HMASs, 

sub-swarms are again heterogeneous, however, with higher degree of homogeneity, such that 

they can measure the appropriateness of exhibiting swarm behavior and based on the results 

decide to collaborate. When two agents have high affinity, they will have more relevant infor-

mation to share and therefore they have reasons to collaborate and exhibit swarm behavior. 
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(a) A homogeneous swarm (ant colony) 

 

 

(b) A heterogeneous swarm (Swarmanoid [188]) 

 
(c) Heterogeneity in different levels of the HMDS  

Figure 43. The HMDS in comparison with well-known swarms 

Increasing H
om

ogeneity 



- 125 - 
 

The Holonic-QL is a Q-learning technique introduced for self-organization in the HMDS [8]. 

In HQL, the Q-value is in fact measuring how favorable it is for a holon to be a member (i.e., 

sub-holon), of another holon. In this case, the states are the existing holons {ℎ௜} and ज़௜ denotes 

the associated actions of trying the membership in holon ݅35: 

 ܳ௧(ܾݑݏ(ℎ), ज़) ← (1 − ,(ℎ)ܾݑݏ)௧)ܳ௧ିଵߙ ज़) + ,(ℎ)ܾݑݏ)௧(ܴ௧ߙ ज़)

+ ߛ argmax
ொ೟షభ(௛,०२ॣ(ज़))

(ܳ௧ିଵ(ℎ, ०२ॣ(ज़)). ,ܲݐ݃ܽ)݂݂ܣ (14) (((((ℎ)݌ݑݏ)ܲ

where, 

௧ߙ  =
1

1 + ,(ℎ)ܾݑݏ)௧ݏݐ݅ݏ݅ݒ ज़) (15)

 
,ܲݐ݃ܽ)݂݂ܣ ܲ(ℎ)) = 1 −

,ܲݐ݃ܽ)݀ ܲ(ℎ))
max ,ܲݐ݃ܽ)݀ ܲ(ℎ)) (16)

and the reward is calculated by the head of a super-holon (see [9] or section 6.3). 

6.1.3.9 The Proof of Convergence of the Holonic-Q-Learning 

In case of a deterministic reward function, the convergence of the Q-learning method can be 

proven following the same simple approach as the one taken in [208], which uses a theorem on 

random iterative processes convergence introduced in [209, 210]. For Q-learning methods with 

nondeterministic reward functions, however, the general convergence theorem for Q-learning 

presented in [207] can be adapted to the Q-learning method in question. As stated in [207], the 

most important condition in this theorem is that the sequence of episodes (not necessarily con-

tinuous) that form the basis of learning must include an infinite number of episodes for each 

starting state and action. The theorem given bellow is defined and eventually proved following 

the same approach as in [207]. 

 
35 In comparison to general affinity-based HetSRL model that is described as a 6-tuple (S,P,A,T,R, ߛ), HQL can 
be defined as a finite ܪ)ܲܦܯ, ,ܣ ܶ, ܴ,  is the set of holons. The reason behind is that each holon is ܪ where ,(ߛ
represented by a holon-identifier that carries the profile information.  
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Theorem: Given bounded rewards36 |ݎ௡| ≤ ℛ, learning rates 0 ≤ ௡ߙ ≤ 1, and  

 
෍ ௡೔(௦௨௕(௛),ज़)ߙ = ∞, ෍ൣߙ௡೔(௦௨௕(௛),ज़)൧ଶ

< ∞, ,(ℎ)ܾݑݏ∀ ज़,
ஶ

௜ୀଵ

ஶ

௜ୀଵ

 (17) 

where ݊௜(ܾݑݏ(ℎ), ज़) is the index of the ith time ܾݑݏ(ℎ) has tried the membership in holon ℎ, 

then ܳ௡(ܾݑݏ(ℎ), ज़) → ,(ℎ)ܾݑݏ)∗ܳ ज़) as ݊ → ∞, ,(ℎ)ܾݑݏ∀ ज़, with probability 1. 

The convergence proof: As stated in [207, p. 282], “the key to the approach is an artificial 

controlled Markov process called the Action-Replay Process (ARP), which is constructed from 

the episode sequence and the learning rate sequence ߙ௡.” To prove the convergence of Q-learn-

ing the ARP is constructed in a way that ܳ௡(ݔ, ܽ) are the optimal action values for ARP states 

,ݔ〉 ݊〉 and ARP actions ܽ, and that the ARP convergences to the real process. Two lemmas 

address these conditions respectively and form the heart of the proof. These lemmas are then 

used to prove that ܳ௡(ݔ, ܽ) tend to ܳ∗(ݔ, ܽ). In order to prove the convergence of HQL the 

ARP definition, and the lemmas are adapted to this method. 

The Action-Replay Process (ARP): “The definition of the ARP is contingent on a sequence 

of episodes observed in the real process” [207, p. 287]. The state space of the ARP is 

,(ℎ)ܾݑݏ〉} ݊〉}, for state ܾݑݏ(ℎ) of the real process and ݊ ≥ 1, together with an absorbing state, 

and the action space is {ℎ} for action ℎ from the real process.  

In order to establish the stochastic reward and state transition consequent on performing action 

ℎ  at state 〈ܾݑݏ(ℎ), ݊〉  the following definitions are given. For convenience, define ݊௜ ≡

݊௜(ܾݑݏ(ℎ), ज़), as the index of the ith time ܾݑݏ(ℎ) has tried the membership in holon ℎ. Define 

 
݅∗ = ቊ

௜൛݊௜ݔܽ݉݃ݎܽ < ݊ൟ ,(ℎ)ܾݑݏ ݂݅ ज़ ℎܽ݁݀݋ݏ݅݌݁ ݁ݎ݋݂ܾ݁ ݀݁ݐݑܿ݁ݔ݁ ܾ݊݁݁ ݏ ݊

0 ݁ݏ݅ݓݎℎ݁ݐ݋
 (18) 

such that ݊௜∗  is the last time before episode ݊ that ܾݑݏ(ℎ), ℎ was executed in the real process. 

If  ݅∗ = 0, the reward is set to ܳ଴(ܾݑݏ(ℎ), ज़), and the ARP absorbs. Otherwise, let 

 
36 The reward function of HQL is engineered so that all rewards are bounded by 1. However, to prove the conver-
gence for a more general case, value ℛ is considered here as the upper bound of the reward values. 
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݅௘ =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

݅∗ ∗௡೔ߙ ݕݐ݈ܾܾ݅݅ܽ݋ݎ݌ ℎݐ݅ݓ

݅∗ − 1 ൫1 ݕݐ݈ܾܾ݅݅ܽ݋ݎ݌ ℎݐ݅ݓ − ௡೔∗షభߙ௡೔∗൯ߙ

݅∗ − 2 ൫1 ݕݐ݈ܾܾ݅݅ܽ݋ݎ݌ ℎݐ݅ݓ − ௡೔∗൯൫1ߙ − ௡೔∗షమߙ௡೔∗షభ൯ߙ

⋮ ⋮

0 ෑ൫1 ݕݐ݈ܾܾ݅݅ܽ݋ݎ݌ ℎݐ݅ݓ − ௡೔൯ߙ
௜∗

௜ୀଵ

 
(19) 

be the index of the episode that is replayed or taken, chosen probabilistically from the sample 

episodes of the real process. As stated above, if ݅௘ = 0, the reward is set to ܳ଴(ܾݑݏ(ℎ), ज़), and 

the ARP absorbs. Otherwise, taking ݅௘ provides reward ݎ௡೔೐ , and causes a state transition to 

〈ℎ௡೔೐ , ݊௜೐ − 1〉, which is at level ݊௜೐ − 1. As a result, taking an action in the ARP always causes 

a state transition to a lower level and eventually a termination. It should be noted that the same 

as in the real process, the discount factor in the ARP is set to ߛ. 

Lemma A: ܳ௡(ܾݑݏ(ℎ), ज़) are the optimal action values for ARP states 〈ܾݑݏ(ℎ), ݊〉 and ARP 

actions ज़. That is  

 ܳ௡(ܾݑݏ(ℎ), ज़) = ܳ஺ோ௉
∗ ,(ℎ)ܾݑݏ〉) ݊〉, ज़), ∀ज़, ,(ℎ)ܾݑݏ ܽ݊݀ ݊ ≥ 0. (20) 

Proof: By induction. From the construction of ARP, ܳ଴(ܾݑݏ(ℎ), ज़) is the only possible and 

hence the optimal action value of 〈ܾݑݏ(ℎ), 0〉, ज़. Therefore,  

ܳ଴(ܾݑݏ(ℎ), ज़) = ܳ஺ோ௉
∗ ,(ℎ)ܾݑݏ〉) 0〉, ज़). 

Thus, the theorem holds for ݊ = 0. 

Suppose that the values of ܳ௡ିଵ, as produced by the HQL rule, are the optimal action value for 

the ARP at level ݊ − 1, that is  

ܳ௡ିଵ(ܾݑݏ(ℎ), ज़) = ܳ஺ோ௉
∗ ,(ℎ)ܾݑݏ〉) ݊ − 1〉, ज़), ∀ज़,  .(ℎ)ܾݑݏ

This implies that the value of state ܾݑݏ(ℎ) after ݊ − 1 episodes are the optimal values for the 

ARP at the ݊ − 1th level, that is  

௡ܸିଵ൫ܾݑݏ(ℎ)൯ = ,(ℎ)ܾݑݏ〉)∗ܸ ݊ − 1〉). 
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Now consider the cases in trying to perform action ज़  in 〈ܾݑݏ(ℎ), ݊〉 . If ܾݑݏ(ℎ), ज़ ≠

௡(ℎ)ܾݑݏ , ज़௡, then this is the same as performing ज़ in 〈ܾݑݏ(ℎ), ݊ − 1〉, and ܳ௡(ܾݑݏ(ℎ), ज़) =

ܳ௡ିଵ(ܾݑݏ(ℎ), ज़). Therefore,  

ܳ௡(ܾݑݏ(ℎ), ज़) = ܳ௡ିଵ(ܾݑݏ(ℎ), ज़) = ܳ஺ோ௉
∗ ,(ℎ)ܾݑݏ〉) ݊ − 1〉, ज़) = ܳ஺ோ௉

∗ ,(ℎ)ܾݑݏ〉) ݊〉, ज़). 

Otherwise, performing  ℎ௡ in 〈ܾݑݏ(ℎ)௡ , ݊〉 

 with probability 1 − ௡(ℎ)ܾݑݏ〉 ௡ is exactly the same as performing  ज़௡ inߙ , ݊ − 1〉, or 

 with probability ߙ௡ yields immediate reward ݎ௡ and new state 〈ℎ௡ , ݊ − 1〉. 

Therefore, the optimal action value in the ARP of 〈ܾݑݏ(ℎ)௡ , ݊〉, ज़௡ is 

ܳ஺ோ௉
∗ ௡(ℎ)ܾݑݏ〉) , ݊〉, ज़௡)

= (1 − ௡)ܳ஺ோ௉ߙ
∗ ௡(ℎ)ܾݑݏ〉) , ݊ − 1〉, ज़௡) + ௡ݎ௡൫ߙ + h௡〉)∗ܸߛ , ݊ − 1〉)൯

= (1 − ௡(ℎ)ܾݑݏ)௡)ܳ௡ିଵߙ , ज़௡) + ௡ݎ௡൫ߙ + ߛ ௡ܸିଵ(ℎ௡)൯

= (1 − ௡(ℎ)ܾݑݏ)௡)ܳ௡ିଵߙ , ज़௡)

+ ௡ߙ ቆݎ௡ + ߛ argmax
ொ೙షభ(௛೙,०२ॣ(ज़)೙)

ܳ௡ିଵ(ℎ௡ , ०२ॣ(ज़)௡). ,ܲݐ݃ܽ)݂݂ܣ ቇ((௡(ℎ)݌ݑݏ)ܲ

= ܳ௡(ܾݑݏ(ℎ)௡, ज़௡) 

from the induction hypothesis and the HQL equation. Hence ܳ௡(ܾݑݏ(ℎ), ज़) =

ܳ஺ோ௉
∗ ,(ℎ)ܾݑݏ〉) ݊〉, ज़), ∀ज़,  .as required ,(ℎ)ܾݑݏ

Lemma B [207, p. 283]: This lemma concerns the convergence of the ARP to the real process. 

The first two lemmas are preparatory, however, the next two specify the form of the conver-

gence and provide foundations for proving that it occurs. 

B.1 (Discounting infinite sequences): Consider a discounted, bounded-reward, finite Markov 

process with transition matrix ܶ(ܾݑݏ(ℎ), ज़, ℎ). From any starting ܾݑݏ(ℎ), the difference be-

tween the value of that state under any set of ݏ actions and under those same ݏ actions followed 

by any arbitrary policy tends to 0 as ݏ → ∞. 

Proof: Ignoring the value of the (ݏ + 1)th state incurs a penalty of 



- 129 - 
 

ߜ ≡ ௦ߛ ∑ ,௦(ℎ)ܾݑݏ)ܶ ज़௦ , ℎ௦ାଵ)ܸగ(ℎ௦ାଵ)௛ೞశభ . 

But if all rewards are bounded by ℛ, ܸగ(ℎ) <  ℛ ∑ ௜ߛ = ℛ 1 − ஶ⁄ߛ
௜ୀ଴ , and so  

|ߜ| < ௦ߛ ℛ
ଵିఊ

→ 0 as ݏ → ∞. 

B.2 (The probability of straying below level ࢝࢕࢒ after executing ࢙ actions can be made 

arbitrarily small): Given any level ݈ݓ݋, there exist another yet higher level, ℎ݅݃ℎ, such that 

the probability of straying below ݈ݓ݋ after taking ݏ actions in ARP starting from above ℎ݅݃ℎ 

can be made arbitrarily small. 

Proof: Define ݅௛௜௚௛  as the largest ݅ such that ݊௜(ܾݑݏ(ℎ), ज़) ≤ ݊, and ݅௟௢௪ as the smallest such 

that ݊௜(ܾݑݏ(ℎ), ज़) ≥ ௡బߙ Then, defining .ݓ݋݈ = 1, the probability of straying below ݈ݓ݋ start-

ing from 〈ܾݑݏ(ℎ), ݊〉, ݊ >  :executing action ज़ is ݓ݋݈

቎ ෑ (1 − (௡೔ߙ 

௜೓೔೒೓

௜ୀ௜೗೚ೢ

቏ ෍ ቐߙ௡ೕ ෑ (1 − (௡ೖߙ 
௜೗೚ೢିଵ

௞ୀ௝ାଵ

ቑ
௜೗೚ೢିଵ

௝ୀ଴

≤ ෑ (1 − (௡೔ߙ 

௜೓೔೒೓

௜ୀ௜೗೚ೢ

 

The exponential inequality 1 + ݔ ≤ ݁௫ implies that ∏ (1 − (௡೔ߙ 
௜೓೔೒೓
௜ୀ௜೗೚ೢ

< ݁ି ∑ ఈ೙೔
೔೓೔೒೓
೔స೔೗೚ೢ → 0 as 

݊ and hence ݅௛௜௚௛ → ∞. Furthermore, since the state and action spaces are finite, given ߟ, there 

exist some level ݊ଵ such that starting above there from any (ܾݑݏ(ℎ), ज़) leads to a level above 

with probability at least 1 ݓ݋݈ −  This argument iterates for the second action with ݊ଵ as the .ߟ

new lower limit. In fact, any increase in |ℎ݅݃ℎ −  causes the probability of straying below |ݓ݋݈

 can be chosen appropriately to set the overall ߟ .to become subject to exponential decay ݓ݋݈

probability of straying below ݈ݓ݋ less than any arbitrary ߳ > 0. 

B.3 (Rewards and transition probabilities converge with probability 1): Define 

ܶ஺ோ௉(〈ܾݑݏ(ℎ), ݊〉, ज़, 〈ℎ, ݉〉) and ܴ(௡)(ܾݑݏ(ℎ), ज़) as the transition-probability matrices and ex-

pected rewards of ARP. Also define  

 
ܶ(௡)(ܾݑݏ(ℎ), ज़, ℎ) = ෍ ܶ஺ோ௉(〈ܾݑݏ(ℎ), ݊〉, ज़, 〈ℎ, ݉〉)

௡ିଵ

௠ୀଵ

 (21) 
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as the probability that for each ܾݑݏ(ℎ), ݊ and ज़, executing action ज़ at state 〈ܾݑݏ(ℎ), ݊〉 in ARP 

leads to state ℎ of the real process at some lower level in th deck. With probability 1, as the 

level ݊  increases to infinity, the probabilities ܶ(௡)(ܾݑݏ(ℎ), ज़, ℎ)  and expected rewards 

ܴ(௡)(ܾݑݏ(ℎ), ज़)  in the ARP converge and tend to the transition matrices and the expected re-

wards in the real process.  

Proof: Theorem 2.3.1 of [211] states that if ܺ௡ are updated according to 

ܺ௡ାଵ = ܺ௡ + ௡ߦ)௡ߚ − ܺ௡) 

Where 0 ≤ ௡ߚ < 1, ∑ ௡ߚ = ∞, ∑ ௡ߚ
ଶ < ∞ஶ

௜ୀଵ
ஶ
௜ୀଵ , and ߦ௡  are bounded random variables with 

mean Ξ, then ܺ௡ → Ξ, as ݊ → ∞, with probability 1. 

If ܴ(〈ܾݑݏ(ℎ), ݊〉, ज़)  is the expected immediate reward for performing action ज़  from state 

 at level ݊ in the ARP, then (ℎ)ܾݑݏ

ܴ൫〈ܾݑݏ(ℎ), ݊௜ାଵ〉, ज़൯ = .௡೔శభߙ ௡೔శభݎ + ൫1 − ,(ℎ)ܾݑݏ〉௡೔శభ൯ܴ൫ߙ ݊௜〉, ज़൯

= ܴ൫〈ܾݑݏ(ℎ), ݊௜〉, ज़൯ + ௡೔శభݎ)௡೔శభߙ − ܴ൫〈ܾݑݏ(ℎ), ݊௜〉, ज़൯) 

Where ܴ  and ߙ  satisfy the conditions of the theorem with Ξ = ,(ℎ)ܾݑݏ)ܴ  ज़) . Therefore 

,(ℎ)ܾݑݏ〉)ܴ ݊〉, ज़) → ,(ℎ)ܾݑݏ)ܴ  ज़) as ݊ → ∞, with probability 1. Also, since there are only a 

finite number of states and actions, the convergence is uniform. 

As ߙ௡೔ itself indicates the probability that action ज़ is executed from ܾݑݏ(ℎ) at level ݅, define 

௡ݐ = ቄ1 ݂݅ ℎ௡ = ℎ
0 ݁ݏ݅ݓݎℎ݁ݐ݋

 

as a random variable indicator function of the nth transition, with Ξ = ,(ℎ)ܾݑݏ)ܶ  ज़, ℎ). Then, 

with ܶ(௡)(ܾݑݏ(ℎ), ज़, ℎ) as the probability of ending up at state ℎ based on transition from state 

 ,using action ज़ at level ݊ in the ARP (ℎ)ܾݑݏ

ܶ൫௡೔శభ൯(ܾݑݏ(ℎ), ज़, ℎ) = .௡೔శభߙ ௡೔శభݐ + ൫1 − ,(ℎ)ܾݑݏ)௡೔శభ൯ܶ൫௡೔൯ߙ ज़, ℎ)

= ܶ൫௡೔൯(ܾݑݏ(ℎ), ज़, ℎ) + ௡೔శభݐ)௡೔శభߙ − ܶ൫௡೔൯(ܾݑݏ(ℎ), ज़, ℎ)) 
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and so, ܶ(௡)(ܾݑݏ(ℎ), ज़, ℎ) → ,(ℎ)ܾݑݏ)ܶ  ज़, ℎ) as ݊ → ∞, with probability 1. Since in addition, 

all observation from the real process are independent, and by B.2, the probability of straying 

below a fixed level ݇ can be made arbitrarily small, the transition probability and expected re-

wards for a single step conditional on ending up at a level greater than ݇ also converges to 

,(ℎ)ܾݑݏ)ܶ ज़, ℎ) and ܴ(ܾݑݏ(ℎ), ज़) as ݊ → ∞. 

B.4 (Close rewards and transitions imply close values): Let ܶ௜(ܾݑݏ(ℎ), ज़, ℎ) for ݅ = 1 …  ݏ

be the transition matrices of ݏ Markov chains, and ܴ௜(ܾݑݏ(ℎ), ज़) be the reward functions. Con-

sider the ݏ-step chain formed from the concatenation of these, i.e., starting from state ܾݑݏ(ℎ), 

move to state ℎ  according to ܶଵ(ܾݑݏ(ℎ), ज़, ℎ) , then state ݌ݑݏ(ℎ)  according to 

ܶଶ(ℎ, ०२ॣ(ज़), sup (ℎ)) , and so on, with corresponding rewards. Given ߟ > 0 , if 

ܶ௜(ܾݑݏ(ℎ), ज़, ℎ)  are within ߟ ℛ⁄  of ܶ(ܾݑݏ(ℎ), ज़, ℎ) , ∀ज़, ,(ℎ)ܾݑݏ ℎ , and ܴ௜(ܾݑݏ(ℎ), ज़)  are 

within ߟ of ܴ(ܾݑݏ(ℎ), ज़), ∀ज़,  actions in the concatenated chain ݏ then the value of the ,(ℎ)ܾݑݏ

is within ݏ)ݏߟ + 1) 2⁄  of their value in the real process. 

Proof: Define: 

തܳ൫ܾݑݏ(ℎ), ज़, ०२ॣ(ज़)൯ = ,(ℎ)ܾݑݏ)ܴ ज़) + ߛ ෍ ,(ℎ)ܾݑݏ)ܶ ज़, ℎ)
௛

ܴ(ℎ, ०२ॣ(ज़)) 

as the expected reward in the real process for executing two actions, ज़ and ०२ॣ(ज़) at state 

 and ,(ℎ)ܾݑݏ

ܳ′ഥ ൫ܾݑݏ(ℎ), ज़, ०२ॣ(ज़)൯ = ܴଵ(ܾݑݏ(ℎ), ज़) + ߛ ෍ ܶଵ(ܾݑݏ(ℎ), ज़, ℎ)
௛

ܴଶ(ℎ, ०२ॣ(ज़)) 

as the equivalent in the concatenated chain for exactly the same action. 

Then, since in any given ݏ-step chain between 0 to ݏ  different rewards might be received,  

หܴ௜(ܾݑݏ(ℎ), ज़) − ,(ℎ)ܾݑݏ)ܴ ज़)ห < ߟ , and หܶ௜(ܾݑݏ(ℎ), ज़, ℎ) − ,(ℎ)ܾݑݏ)ܶ ज़, ℎ)ห < ߟ ℛ⁄ , 

∀ज़, ݅, ,(ℎ)ܾݑݏ ℎ,  

หܳ′ഥ ,(ℎ)ܾݑݏ) ज़ଵ, … , ज़௦) − തܳ(ܾݑݏ(ℎ), ज़ଵ, … , ज़௦)ห < ߟ ෍
൫௦

௜൯
2௦ ݅

௦

௜ୀଵ

< ߟ ෍ ݅
௦

௜ୀଵ

= ߟ
ݏ)ݏ + 1)

2  
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This applies to the ARP if the rewards and transition matrices at the successively lower levels 

are sufficiently close to those in the real process (the main body of the theorem quantifies the 

cost of this condition failing). 

The theorem: Putting these together, the ARP tends towards the real process, and so its optimal 

Q-values do too. ܳ௡(ܾݑݏ(ℎ), ज़) are the optimal values for the nth level of ARP (by Lemma A), 

and so tend to ܳ∗(ܾݑݏ(ℎ), ज़). 

Proof: Assume, without loss of generality, that ܳ଴(ܾݑݏ(ℎ), ℎ) < ℛ (1 − ⁄ߛ ) and that ℛ ≥ 1. 

Given ߝ > 0, choose ݏ such that  

௦ߛ ℛ
1 − ߛ <

ߝ
6. 

By B.3 with probability 1, it is possible to choose ݈ݓ݋ sufficiently large such that for ݊ >  ,ݓ݋݈

and ∀ज़, ,(ℎ)ܾݑݏ ℎ,  

หܶ(௡)(ܾݑݏ(ℎ), ज़, ℎ) − ,(ℎ)ܾݑݏ)ܶ ज़, ℎ)ห < ఢ
ଷ௦(௦ାଵ)ℛ

,  

and หܴ(௡)(ܾݑݏ(ℎ), ज़) − ,(ℎ)ܾݑݏ)ܴ ज़)ห < ఢ
ଷ௦(௦ାଵ)

. 

By B.2, choose ℎ݅݃ℎ sufficiently large such that for ݊ > ℎ݅݃ℎ, the probability, after taking ݏ 

actions, of ending up at a level lower than ݈ݓ݋  is less than 

1)ߝ)}݊݅݉ − (ߛ ⁄ℛݏ6 ), ߝ) ݏ)ݏ3 + 1)ℛ⁄ )}. This means that  

หܶᇱ(௡)(ܾݑݏ(ℎ), ज़, ℎ) − ,(ℎ)ܾݑݏ)ܶ ज़, ℎ)ห < ଶఢ
ଷ௦(௦ାଵ)ℛ

, 

and หܴ′(௡)(ܾݑݏ(ℎ), ज़) − ,(ℎ)ܾݑݏ)ܴ ज़)ห < ଶఢ
ଷ௦(௦ାଵ)

, 

where the primes on ܶᇱ(௡) and ܴ′(௡) indicate that these are conditional on the level in the ARP 

after the ݏth step being greater than ݈ݓ݋.  
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Then for n>high, by B.4, compare the value തܳ஺ோ௉(〈ܾݑݏ(ℎ), ݊〉, ज़ଵ, … , ज़௦) of taking actions 

ज़ଵ, … , ज़௦ at state ܾݑݏ(ℎ) in the ARP, with തܳ(ܾݑݏ(ℎ), ज़ଵ, … , ज़௦) of taking them in the real pro-

cess: 

| തܳ஺ோ௉(〈ܾݑݏ(ℎ), ݊〉, ज़ଵ, … , ज़௦) − തܳ(ܾݑݏ(ℎ), ज़ଵ, … , ज़௦)|

<
߳(1 − (ߛ

ℛݏ6
ℛݏ2

1 − ߛ +
2߳

ݏ)ݏ3 + 1)
ݏ)ݏ + 1)

2 =
2߳
3  

where, the first term is the cost of conditions for B.2 not holding, as the cost of straying below 

ℛݏis bounded by 2 ݓ݋݈ (1 − ⁄(ߛ . The second term is the cost, from B.4, of the incorrect re-

wards and transition probabilities. 

Since this inequation applies to any set of actions, it applies perforce to a set of actions optimal 

for either the ARP or the real process. Therefore,  

|ܳ஺ோ௉
∗ ,(ℎ)ܾݑݏ〉) ݊〉, ज़) − ,(ℎ)ܾݑݏ)∗ܳ ज़)| < ߳. 

So, as required, with probability 1, ܳ௡(ܾݑݏ(ℎ), ज़) → ,(ℎ)ܾݑݏ)∗ܳ ज़) as ݊ → ∞. 

As stated in [207], it should be noted that “changing more than one Q-value on each iteration 

requires just a minor modification to the ARP such that an action can be taken at any level at 

which it was executed in the real process, i.e., more than one action can be taken at each level.” 

As long as the stochastic convergence condition in theorem are still satisfied, the proof requires 

no non-trivial modification. The ܳ௡(ܾݑݏ(ℎ), ज़) values are still optimal for the modified ARP, 

and this still tends to the real process. In fact, as the proof relies on the ARP estimating rewards 

and transition functions based on many episodes, this process will just be accelerated by chang-

ing more than one Q-value per iteration. 

6.2 Learning Feedback in the HMDS 

In the HMDS, the system will announce the result in form of a list of top 10 possible diseases, 

and will then receive a feedback, i.e., the final diagnosis, from the physician. However, it should 
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be noted that the system cannot simply take this diagnosis to calculate the rewards but should 

have a strong policy to reduce the possibility of errors and biased diagnoses. The HMDS is 

meant to be used in hospitals, and therefore, is multi-user and receives the feedback from dif-

ferent physicians. Moreover, the system will consider counterfactual learning, which refers to 

the ability to learn from forgone outcomes, i.e., the outcome of the option(s) that were not cho-

sen. In order to design a mechanism to consider the other options next to the physician’s final 

diagnosis, the probability of selecting the options is estimated with a combination of ߝ-greedy 

and softmax rules (see Figure 44). 

 

Figure 44. Counterfactual learning in the HMDS 

Using this method, the physician’s diagnosis is given the highest selection probability, i.e., 1 −

 and all the others are ranked and weighted using the softmax rule. For this reason, the most ,ߝ

common softmax method, which uses the Gibbs or Boltzmann distribution, is used and have 

been adapted to the problem as follows: 

 
(௜݀)݌ = ߝ

݁௦௜௠ி೔ ఛ⁄

∑ ݁௦௜௠ிೕ ఛ⁄ଽ
௝ୀ଴

 (22) 

where ݀௜ for 0 ≤ ݅ ≤ 9 is a disease in the system’s output list, ܨ݉݅ݏ௜ is the product of the sim-

ilarity of ݀௜ to the diagnosis request and the frequency of it, and ߬ is a positive parameter called 

temperature. Low temperatures cause a greater difference in selection probability of the dis-

eases. ߝ can be defined in a way that it increases as the number of diagnoses grows. And if ߬ is 
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defined in a way that it decreases as the time passes, the system will at the beginning mainly 

concentrate on the physicians’ input, however, it tends to trust its own knowledge more as the 

time passes. 

ߝ  = 1 −
1

ܿ/ݏ݁ݏ݋݊݃ܽ݅݀ ݂݋ ݎܾ݁݉ݑ݊ + 1 (23) 

 ߬ = 1 −  (24) ߝ

The system can then use this feedback to update the holon identifier of the DRA acting for the 

final diagnosis, and to calculate the rewards for the reinforcement learning technique. 

6.3 Reward Engineering in the HMDS 

The term reward engineering, first coined by Daniel Dewey in [212], refers to the engineering 

of the agent’s environment in order to make the reward assignment more reliable. According to 

[212, p. 14], in reward engineering “the reinforcement learning agent’s goal is not being 

changed, but the environment is being partially designed so that reward maximization leads to 

desirable behaviour”. For this reason, the human factor may even be removed from the loop 

and the reward may be assigned via an automatic mechanism [212].  

In the HMDS, the holon on the top level will receive the feedback from the environment and 

then will pass it to its members and this action is repeated until the feedback is announced to 

all the DSAs in the system. These DSAs then act as the environment of their members (see 

section 5.1.3) and calculate their rewards. There are different factors to be considered by the 

heads to calculate the rewards. At the end of each diagnosis process, the heads will receive the 

identifier of the final diagnosis. Calculating the rewards, the similarity between the identifier 

of the final diagnosis and the identifier of the participating agents is clearly a decisive factor. 

This means that the head can check the similarity between the member and the final diagnosis 

to assign the appropriate reward to it. This is the case because members are involved in the 

decision made by the head to join the diagnosis process at the very first step. However, there 

are some other factors to be considered here too. A member of a super-holon is supposed to 
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have good collaboration with the rest of the members. And this should be the case if the problem 

is relevant. Therefore, calculating the reward, the head should also consider the cooperability 

and the relevance level both (see Figure 45).  

 

(a) 

 

(b) 

Figure 45. Cooperability and relevance level factors in reward engineering 
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As a result, having the final diagnosis the head will announce this on its blackboard and the 

members then send back their similarity. This value is called the suggested reward (ܴ݅݃݃ݑݏ). 

Considering the distribution of these values, statistically those values that are more than three 

standard deviation far from the mean value are considered as outliers. And of course, the closer 

they are to the mean the cooperability has been higher.  

As mentioned, the second factor to be considered is the relevance level. The value ݎ∗ is defined 

here as the maximum suggested reward. The higher this value is, the more relevant the problem 

is and therefore incompatibilities should be penalized more. As a result, the difference between 

the reward and the ݎ∗ is directly proportional to the difference between the suggested reward 

and the average reward and the proportionality constant is ݎ∗ over 3ߪ:  

∗ݎ  − ௜ݎ

∗ݎ =
ݎ̅| − |௜ܴ݃݃ݑݏ

ߪ3  
(25) 

Therefore, 

 
݅ݎ = ቊ

0 ݎ݈݁݅ݐݑ݋ ݊ܽ ݏ݅ ܴ݅݃݃ݑݏ
∗ݎ ൫3ߪ − หݎത − ห൯ܴ݅݃݃ݑݏ ⁄ߪ3 ݁ݏ݈݁  (26) 

As a result, if the suggested reward is very close to the average reward the final reward is also 

very close to the maximum reward. On the other hand, if the suggested reward is far from the 

average the final reward would also be relatively low. Moreover, when the problem is relevant 

to the super-holon, the ݎ∗ will be greater and therefore incompatibilities could be penalized 

more (see Figure 46). To have a uniform reward metrics, however, the reward value can be 

adjusted to 

 
݅ݎ = ൞

0 ݎ݈݁݅ݐݑ݋ ݊ܽ ݏ݅ ܴ݅݃݃ݑݏ

1 − ∗ݎ ቆ1 +
ߪ3 − หݎത − หܴ݅݃݃ݑݏ

ߪ3 ቇ ݁ݏ݈݁
 (27) 

so that Q-values are updated comparably. 
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It should be noted that, a super-holon that is participating in an ongoing diagnosis process will 

use the reward function to calculate the rewards. However, if a super-holon, which had origi-

nally not participated in the diagnosis process, realizes that the final diagnosis matches one of 

its members, it will assign the reward -1 (penalty) to the DRA representing the final diagnosis. 

This will cause the Q-value to deviate from the mean value, which will force the member to 

start exploring. This exploration is here essential, since it is clear that the DRA is in a wrong 

place and this is the reason for not receiving the diagnosis request in order to react. To this end, 

DSAs that have not participated in the ongoing diagnosis process and do not include the final 

diagnosis as one of their members will, too, pass the final diagnosis, however, only to their 

DSA members. 

 

Figure 46. The calculation of reward in the HMDS 
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SYSTEM SIMULATION 

In order to simulate the HMDS the first step is to choose the right agent-oriented programming 

language and the suitable platform. Based on the characteristics of the desired software system, 

GAMA platform37 [21] has been used in this project to build the simulations38. GAMA is a 

modeling and simulation development environment for building spatially explicit agent-based 

simulations using GAML (GAma Modeling Language), a high-level and intuitive agent-based 

language. Simplicity and support for holonic concept were the main reasons to choose this sim-

ulation platform. In addition, a comprehensive comparison between the agent-oriented pro-

gramming languages and platforms has been conducted in [213], according to which GAMA is 

associated with highest rates of responses to the evaluation criteria generally linked the agent-

oriented platforms (see section 7.1). This chapter provides a brief introduction to GAML (see 

section 7.2) and shows how the HMDS has been simulated using this platform (see section 7.3 

and 7.3). Chapter 8 will then demonstrate how the simulated system behaves and uses a number 

of real medical cases as benchmarks to assess the functionality of the system. 

 
37 GAMA is developed by several teams under the umbrella of the IRD/UPMC international research unit UM-
MISCO [243]. 
38 Even though for simulation development GAMA platform has been suggested and used in this study, for appli-
cation development Janus platform [217], which provides a comprehensive set of features to develop, run, display 
and monitor multiagent-based and holonic applications, is highly recommended. 
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7.1 The Agent-Oriented Programming Languages and 

Platforms 

As mentioned already, a comprehensive comparison between the agent-oriented programming 

languages and platforms has been conducted in [213], according to which GAMA is associated 

with highest rates of responses to the evaluation criteria generally linked the agent-oriented 

platforms (see Table 15 extracted from [213, p. 1083]). Support for inter-agent communication, 

support for holonic MASs, support for organizational modeling approaches, support for agent 

environment, graphic support for development and implementation, and support for the man-

agement of the MAS were the most important criteria in choosing the right platform for the 

simulation of the HMDS and GAMA has received high scores for all these criteria.  

Table 15. Scores to each of the studied agent programming languages or frameworks 

                                          Language 
Criteria AgentSpeak GAML Jade NetLogo SARL Max grade 

Run-time Platform JASON 
[214] 

GAMA 
[21] 

Jade 
[215] 

NetLogo 
[216] 

Janus 
[217]  

Fields of application 3 3 3 3 3 /4 

Inter-agent communication 1 2 1 1 3 /3 

Code extensibility 4 3 4 2 4 /4 

Support hierarchical or holonic mul-
tiagent systems 1 1 2 1 2 /2 

Support for organizational modeling 
approaches 2 2 1 1 2 /2 

Support for agent environment 1 3 1 2 1 /3 

Facilitating the transition between 
design and implementation 2 2 2 2 0 /3 

Graphic support for development 
and implementation 3 3 2 0 2 /3 

Documentation 3 3 2 3 3 /4 

Facilitating the learning of the tool 3 2 2 3 3 /4 

Deployment 2 2 3 3 2 /4 

Debugging tools 0 0 1 0 1 /1 

Support for the management of the 
MAS 2 3 1 0 2 /3 

Total (Σ) 27 29 25 21 28 /40 
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7.2  A Brief Introduction to GAML 

According to online documentation of GAMA Platform [218], GAML is an agent-oriented lan-

guage dedicated to the definition of agent-based simulations, which takes its roots in object-

oriented languages such as Java and Smalltalk, but extends the object-oriented programming 

approach with powerful concepts such as skills, declarative definitions, or agent migration to 

support a better expressivity in models.  

As stated in [218], despite some obvious similarities with available agent based modeling lan-

guages, e.g., NetLogo, GAML exhibits a number of distinguishable characteristics: (1) it en-

riches the traditional representation of agents with modern computing notions like inheritance, 

type safety, or multi-level agency, (2) it provides the possibility to use different behavioral 

architectures for programming agents, and (3) it extends the agent-based paradigm to eliminate 

the boundaries between the domain of a model, which in Agent-Based Modeling (ABM) is 

represented with agents, and the experimental processes surrounding its simulations, which are 

usually not represented with agents, including, for example, visualization processes. 

The definition of the concepts on which GAMA (and GAML) are based today have been pre-

sented in [219]. The two most interesting consequences of this orientation are: 

 Since simulations, or experiments, are represented by agents, GAMA is bound to sup-

port high-level model compositionality, i.e., the definition of models that can use other 

models as inner agents, leveraging multi-modeling or multi-paradigm modeling as par-

ticular cases of composition. 

 The visualization of models can be expressed by models of visualization, composed of 

agents entirely dedicated to visually represent other agents, allowing for a clear separa-

tion of concerns between a simulation and its representation and, hence the possibility 

to play with multiple representations of the same model at once. [218] 

7.2.1 Lexical semantics of GAML 

The vocabulary of GAML is described as follows: 
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1. The role of GAML is to support modelers in writing models, which are specifications 

of simulations that can be executed and controlled during experiments, themselves 

specified by experiment plans. 

2. The agent-oriented modeling paradigm means that everything “active” (entities of a 

model, systems, processes, activities, like simulations and experiments) can be repre-

sented in GAML as an agent (which can be thought of as a computational component 

owning its own data and executing its own behavior, alone or in interaction with other 

agents). 

3. Like in the object-oriented paradigm, where the notion of class is used to supply a spec-

ification for objects, agents in GAML are specified by their species, which provide them 

with a set of attributes (what they know), actions (what they can do), behaviors (what 

they actually do) and also specifies properties of their population, for instance its topol-

ogy (how they are connected) or schedule (in which order and when they should exe-

cute). 

4. Any species can be nested in another species (called its macro-species), in which case 

the populations of its instances will imperatively be hosted by an instance of this macro-

species. A species can also inherit its properties from another species (called its parent 

species), creating a relationship similar to specialization in object-oriented design. In 

addition to this, species can be constructed in a compositional way with the notion 

of skills, bundles of attributes and actions that can be shared between different species 

and inherited by their children. 

5. Given that all agents are specified by a species, simulations and experiments are then 

instances of two species which are, respectively, called model and experiment plan. 

Think of them as “specialized” categories of species. 

6. The relationships between species, models and experiment plans are codified in the 

meta-model of GAML in the form of a framework composed of three abstract species 

respectively called agent (direct or indirect parent of all species), model (parent of 

all species that define a model) and experiment (parent of all species that define an ex-

periment plan). In this meta-model, instances of the children of agent know the instance 

of the child of model in which they are hosted as their world, while the instance of ex-

periment plan identifies the same agent as one of the simulations it is in charge of. The 

following diagram summarizes this framework [218]: 
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Figure 47. The relationships between the abstract species in the meta-model of GAML 

As a result, writing a model in GAML involves defining a species which inherits from model, 

in which other species, inheriting (directly or indirectly) from agent and representing the enti-

ties that populate this model, will be nested. The model itself is nested in one or several exper-

iment plans among which a user will be able to choose which experiment he/she wants to exe-

cute [218] (Figure 48 [218]). 

 

Figure 48. The mapping between the GAML meta-model and user model 
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Figure 49 shows the abstract species of GAML in the HMDS model and Figure 50 illustrates 

the mapping between the GAML meta-model and the HMDS model. 

 

Figure 49. The abstract species of GAML in the HMDS model 

 

 

Figure 50. The mapping between the GAML meta-model and the HMDS model 
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7.2.2 Organization of a model 

According to [218], “defining a model in GAML amounts to defining a model species, which 

later allows to instantiate a model agent (aka a simulation), which may or may not contain mi-

cro-species, and which can be flanked by experiment plans in order to be simulated”. This con-

ceptual structure is respected in the definition of model files that follows a similar pattern: 

1. Definition of the global species, preceded by a header, in order to represent the model 

species 

2. Definition of the different micro-species (either nested inside the global species or at 

the same level) 

3. Definition of the different experiment plans that target this model [218] 

7.2.2.1 Model Header (model species) 

The header of a model file begins with the declaration of the name of the model, which contra-

rily to other statements, does not end with a semi-colon. 

model HMDS 

7.2.2.2 Species declarations 

The model header is followed by the declaration of the different species of agents that populate 

the model. It should be noted that the special species global is the world species in which all 

the global attributes, actions, and behaviors will be declared. This species does not have a name 

as it is unique in its model. 

model HMDS 

global { 
 
 // The definition of global attributes, actions, and behaviors 
} 
 
// Agents 
 
// DSA 
species DSA {…} 
 
// DRA 
species DRA {…} 
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7.2.2.3 Experiment declarations 

Experiments are usually declared at the end of the model file, starting with the keyword exper-

iment. They contain the simulation parameters, and the definition of the output. A model may 

contain one to multiple experiments as needed. 

model HMDS 

global { 
 
 // definition of global attributes, actions, behaviors 
} 

// Agents 
 
//DSA 
species DSA {…} 
 
//DRA 
species DRA {…} 
 
//input and output 
experiment Diagnosis type: gui { 
 
 // definition of parameters (inputs) 
 
 // definition of output 
 output {...} 
} 

7.3 A GAML model of the HMDS 

Following GAML model shows a simple representation of the HMDS. It should be noted that 

a behavior, or “reflex”, is an action which is called automatically at each time step by an agent, 

and “init” is a special reflex, that occurs only when the agent is created. 

/* 
* Name: Holonic Medical Diagnosis System (HMDS)   
* Author: Zohreh Akbari 
*/ 
 
model HMDS 
 
global {  
  
 // Definition of global attributes  
 […] 
   
 // Diagnosis request signs and symptoms: float variables   
 […]  
  
 // Input list of integers that indicate any changes in the input parameters 
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 […]           
  
 // The list of diseases: string variables         
 […]        
  
 // The list of symptoms: string variables 
 […] 
                               

// The list of medical tests: string variables 
 […] 
                          

// The medical tests for each of the diseases: a list of lists of integers                         
     […] 
        
 // *----------*----------* Diseases / DRAs *----------*----------* 
  
 // DRA IDs: list of float variables (DDP) 
 […] 
              
 // *----------*----------* Initialization *----------*----------*                            
  
 init {  
  // The initialization and creation of DRAs 
  […]   
   
  // The initialization and creation of the highest DSA  
  // At the beginning all the DRAs will become a member of the highest DSA 
  […]    
   
 } 
} 
 
// *----------*----------* Agents *----------*----------* 
 
// DSA 
 
species DSA {    
  
 // *----------*----------* Blackboard *----------*----------* 
  
 // All the attributes of a DRA and the variables needed to conduct its behavior. 
 […]   
  
 // *----------*----------* Clustering *----------*----------* 
  
 init clustering {…} 
    
 // *----------*----------* Reflexes *----------*----------*     
  
 reflex buttonTrue {…} 
  
 reflex inputchanged {…}  
  
 reflex joinDiagnosis when: run {…}  
  
 reflex allMem_haveResponded when: (!all_Members_haveResponded) {…} 
   
 reflex DDxList when: (all_Members_haveResponded and joinDx) {…}  
   
 reflex allMem_SuggestedReward when: (finalDxAnnounced_self and 

!all_Members_haveSent_SuggestedReward and !membersRewarded) {…} 
   
 // Calculate the suggested reward 
 reflex CalSuggestedReward when: (all_Members_haveSent_SuggestedReward and 

!membersRewarded) {…} 
  
 // Calculate the initial Q-Value  
 reflex CalInitQValue when: newHead {…} 
  
 // Calculate the Q-Value   
 reflex CalQValue when: newReward {…} 
 
       // Check the necessity of exploration   
 reflex checkExpNecessity when: QV_updated {…} 
  
       // Guided exploration 
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 reflex gExp when:(gExpMergeReq or gExpReqResult) {…} 
 
       // Random exploration 
 reflex rExp when:(rExpMergeReq or memMedReq) {…}  
 
 // Create new DSA 
 reflex createNewDSA when:(newDSA_Req) {…} 
 
       // Receive update report 
 reflex recUpdateRep when:(updateRep) {…} 
  
 // Accept leave request from a member 
 reflex accLeave when: leaveReq {…}       

 
// *----------*----------* Aspect *----------*----------* 

  
 // Express how DRAs will be drawn  
 aspect base {…} 
 
 // Express how output will be displayed  
 aspect output {…}     
} 
 
//DRA 
 
species DRA { 
  
 // *----------*----------* Blackboard *----------*----------* 
 
 // All the attributes of a DRA and the variables needed to conduct its behavior 
 […]   
  
 // *----------*----------* Reflexes *----------*----------* 
  
 // Calculate the similarity to the input and send it to the head 
 reflex CalSimilarityToInput when: joinDx_Head and !finalDxAnnounced_head {…} 
  
 // Calculate the similarity to the final diagnosis and send it to the head 
 reflex CalSimilarityToFinalDx when: finalDxAnnounced_head and joinDx_Head {…} 
  
 // Calculate the initial Q-Value   
 reflex CalInitQValue when: newHead {…} 
  
 // Calculate the Q-Value   
 reflex CalQValue when: newReward {…} 
 
       // Check the necessity of Exploration   
 reflex checkExpNecessity when: QV_updated {…} 
  
       // Guided exploration 
 reflex gExp when:(gExpReqResult) {…} 
 
       // Random exploration 
 reflex rExp when:(rExpMergeReq) {…}   
   
  
 // Leave current super-holon through coordination with the head 
 reflex leave when: leave {…} 
  

// *----------*----------* Aspect *----------*----------* 
  
 // Express how DRAs will be drawn 
 aspect base {…}   
} 
 
//input and output 
experiment Diagnosis type: gui { 
 
 // Input parameters 
 […]                         
  
 // Outputs  
 output {  
 
  // The holarchy 
  display HMDS {  



- 149 - 
 

   species DSA aspect: base; 
   species DRA aspect: base;   
  } 
   
  // The ordered DDx list, the suggested signs and symptoms to be checked, 
  // and the suggested medical tests  
  display output { 
   species DSA aspect: output;  
  } 
   
  // The Q-Value chart  
  display DRAs_QValues {…}  
 }   
} 
 

7.4 An example of the System Simulation 

This section covers a simple simulation of the HMDS with a limited number of diseases (twenty 

diseases as listed in Table 16). The information regarding the diseases has been gathered from 

Mayo Clinic [220] website, which provides detailed information about the diseases and their 

related information.  

 

Figure 51. The holarchy of the simulated HMDS with twenty diseases 
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Figure 51 illustrates the initial holarchy of the simulated system, i.e., the result of the clustering 

that has been done based on the signs and the symptoms of the given diseases, i.e., the distances 

between the DDP or the holon identifier of each of the DRAs. Each of the lowest DSAs has in 

fact grouped the diseases that should be considered in the differential diagnosis of each of its 

members. For complete list of diseases that should be covered in the DDx of each of the diseases 

please refer to [17].  

Table 16. The diseases and the signs and symptoms covered by the simulated system 
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 Abdominal pain 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Abdominal pain (upper part) 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
 Abdominal swelling (ascites) 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Anxiety 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 
 Bleeding 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Chest discomfort (pain, tightness, suffocating) 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 0.0 
 Chills 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 0.0 1.0 
 Clay-colored stools 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
 Conjunctivitis (red eyes) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Constipation 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Cough 1.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 
 Cyanosis 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
 Dark urine 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
 Diarrhea 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Easy Bruising 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Enlarged liver 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
 Fainting 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
 Fatigue and weakness 0.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 1.0 
 Fever 0.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 1.0 
 Frequent respiratory infections 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Headache 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Heart palpitations and arrhythmias 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 
 Hoarseness 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Itching 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
 Jaundice (yellow skin and eyes) 0.0 1.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
 Joint pain 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Loss of appetite 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 
 Muscle pain (myalgia) 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Nausea and vomit 0.0 1.0 0.0 1.0 1.0 0.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 
 Night sweats 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 
 Pain behind the eyes 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Phlegm (bloody/colored) 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 1.0 0.0 0.0 
 Shortness of breath (dyspnea) 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 1.0 0.0 
 Skin rash 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
 Stomach pain 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 Sweats 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 
 Swollen ankles, feet or legs (edema) 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
 Swollen lymph nodes (painless) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
 Weight loss 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0 1.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 
 Wheezing 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 
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The user interface of a simulated system that covers the given diseases is shown in Figure 52. 

The signs and symptoms, i.e., the diagnosis request, can be given using the range inputs on the 

left section. The right section shows the actual holarchy. For each diagnosis request those ho-

lons that have been activated to participate in the diagnosis process will be highlighted. The 

middle section includes the ordered DDx list, suggested medical tests, and further signs and 

symptoms to be checked. This small system has been used in chapter 8 in section 8.1 to demon-

strate the behavior of the system and to assess its diagnosis abilities. 

 

Figure 52. The user interface of the simulated HMDS with 20 DRAs 

It should be noted that the system builds its holarchy based on the given diseases at the initial-

ization stage. To this end, each DSA will perform clustering at its initialization stage (see the 

GAML model provided in section 7.3). Thus, it is always possible to provide the system with 

more diseases and build a larger system for simulation (see section 8.2.1). 
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SYSTEM ASSESSMENT 

This chapter includes the assessment simulations of the HMDS. The tests monitor the general 

behavior of the system in performing the H&P (section 8.1). Additionally, learning abilities of 

the system is examined by providing the system with appropriate inputs and evaluating the 

corresponding outputs (section 8.2). 

8.1 The Assessment of the Diagnosis Abilities 

Case 1: Lung Cancer 

The first example is based on an actual H&P report, which is provided in [221] for study pur-

poses. This report is the final H&P report, so having the CC, the relevant signs and symptoms 

have been checked and the necessary medical test and the final DDx list was given. In this 

simulation, the CC is given as the diagnosis request and the system reaction is monitored using 

the actual report as a benchmark. In order to review the original H&P report please refer to 

appendix B.  
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Briefly, the H&P report includes: 

Chief Complaint (CC): Shortness of Breath (SOB)  

History of Present Illness (HPI): chest pain, chills, cough, fever, history of breathing troubles 

/ asthma / pneumonia / TB exposure, history of cancer in family, history with tobacco, night 

sweats, productive cough, vomit, weight loss, wheezing 

Review of Systems (ROS): routine with focus on anxiety, fainting, fatigue and weakness, heart 

palpitations and arrhythmias, change in skin color, changes in appetite 

Physical Examination (PE): normal with focus on cyanosis, edema, swollen lymph nodes 

Diagnostic Tests: blood test, CT scan 

Assessment and Plan: (1) asthma (asthma tests), (2) lung cancer (X-ray / CT scan, biopsy), (3) 

pneumonia (blood test), (4) sarcoidosis (blood test), (5) tuberculosis (PPD: Purified Protein 

Derivative skin test for tuberculosis) 

Having this information, it is possible to provide the simulated version of the HMDS with the 

CC and monitor its output. Most specifically, in this simulation the ability of the system in 

guiding the H&P is to be checked. For this reason, it is suggested to control how the signs and 

symptoms that are announced by the system to be checked match the ones being mentioned in 

the original H&P report. Same input is also given to the Isabel in order to demonstrate the actual 

aim of the HMDS and to once again emphasize its difference with the state of the art of the 

MDSs. However, it should be noted that this comparison does not intend to show which system 

is better in diagnosis, but to show that they are designed for different reasons. 

Figure 53 shows how Isabel reacts if it is solely provided with the CC, i.e., the SOB. As demon-

strated, the output includes lung cancer as the fourth diagnosis, and the system does not suggest 

any additional symptoms to be questioned or signs to be checked. Supposing that a doctor has 

performed the H&P step and giving all the signs and symptoms found in this stage to the system, 

the first suggestion of the system will be lung cancer (Figure 54). It should be noted that as 

mentioned before, in this scenario the Isabel is actually used to obtain a second opinion, as the 

H&P is already done by the physician. 
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Figure 53. Isabel output for shortness of breath 

 

Figure 54. Isabel output based on already performed H&P  
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Providing the HMDS with the shortness of breath as the CC, the DSA of the pulmonary diseases 

will be activated and the initial DDx given by the system is: (1) asthma, (2) COPD, (3) pulmo-

nary edema, (4) bronchitis, (5) pulmonary embolism, (6) lung cancer, (7) sarcoidosis, (8) tuber-

culosis, (9) lymphoma, and (10) pneumonia. It should be noted that in reality the initial DDx 

list cannot be found on an H&P report, since this is actually something the physician would 

have in mind, according to which s(he) will start checking the signs and symptoms to improve 

the list. The suggested signs and symptoms to be checked include: anxiety, chest discomfort, 

chills, cough, cyanosis, diarrhea, fainting, fatigue and weakness, fever, presence of frequent 

respiratory infections, heart palpitations and arrhythmias, hoarseness, itching, loss of appetite, 

nausea and vomit, night sweats, phlegm (bloody/colored), sweats, edema, swollen lymph nodes, 

weight loss, wheezing. These signs and symptoms very much match the ones mentioned in HPI, 

ROS and PE sections of the original H&P report (Figure 55).  

 

Figure 55. The output of the simulated HMDS for shortness of breath 

After entering the value of these signs and symptoms according to their presence or absence, 

the final DDx list would be: (1) asthma, (2) lung cancer, (3) pulmonary edema, (4) tuberculosis, 

(5) sarcoidosis, (6) pneumonia, (7) bronchitis, (8) pulmonary embolism, (9) COPD, and (10) 

lymphoma. The suggested medical tests would be asthma tests, X-ray/CT scan, sputum cytol-

ogy, biopsy, pulse oximetry, arterial blood gas analysis, and sputum test for tuberculosis. This 

result matches the actual H&P to a considerable degree and may be improved through learning 

(Figure 56). 
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Figure 56. The final output of the simulated HMDS for case 1  

Case 2: Metastatic Lung Cancer to Bile Duct Cancer 

The HMDS also acts well in the presence of multiple diseases at the same time, like metastasis 

cases. This example is extracted from a medical paper on cancer metastasis [222]. The signs 

and symptoms in this case included abdominal pain, coarse breath sounds, dry cough, jaundice, 

and shortness of breath; and the final diagnosis was metastatic lung cancer to common bile duct 

cancer. The suggested medical tests were blood test, CT scan, ERCP (Endoscopic Retrograde 

Cholangiopancreatography), and biopsy.  

Giving these symptoms to the HMDS as the diagnosis request two different DSAs will be acti-

vated: the DSA of pulmonary diseases and the DSA of hepatology and gastrointestinal disor-

ders. Their super-holon will then put the output of both members in order. The DDx list will 

include: (1) bile duct cancer, (2) cholangitis, (3) asthma, (4) lung cancer, (5) hepatitis B, (6) 

pulmonary edema, (7) PSC, (8) pulmonary embolism, (9) bronchitis, (10) lymphoma39. As a 

result, the DDx list includes the bile duct cancer as the first and the lung cancer as the fourth 

possible diagnosis, and therefore the possibility of metastasis can be clearly mentioned to the 

physician (see Figure 57). 

 
39 It should be noted that the order of the final list is based on the similarity between the input and the DDP saved 
for each disease in the system. 
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Figure 57. The final output of the simulated HMDS for case 2 

Giving these symptoms to Isabel, the system can only diagnose lung cancer and it announces 

this as suggestion number eighth (see Figure 58). 

 

Figure 58. Isabel output for case 2 
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8.2 The Assessment of the Self-Organization Abilities 

8.2.1 The Assessment of Clustering in the HMDS 

As mentioned in section 5.1.1, the initial holarchy of the HMDS can be created using clustering 

in different levels of the holarchy. For this reason, the most common and inclusive DSA of the 

system accepts the initial description of the diseases in form of DRAs, as its members, clusters 

them, and defines for each of the clusters (i.e., super-holons) a head. Each new DSA will then 

perform clustering on its members and defines new DSAs as its own members. This action is 

repeated recursively until no further clustering is necessary. As mentioned, this step can be 

performed once as the system is being defined and accelerate the self-organization. Later on, 

the system can still reorganize its architecture using reinforcement learning (see section 6.1.3). 

In this section a simulation with 45 diseases and 135 signs and symptoms is presented. Table 

17 lists the diseases recognized by the simulated system and Table 18 covers the signs and 

symptoms. Table 19, Table 20, and Table 21 show the signs and symptoms of each of the dis-

eases. 

Table 17. The diseases covered by the simulated system 

# Disease # Disease 

1 Absence seizure 24 Lymphoma 
2 Acute pancreatitis 25 Madelung-Launois-Bensaude 
3 Asthma 26 Malaria 
4 Bile duct cancer 27 Marburg virus disease 
5 Bronchitis 28 Meningitis 
6 Bursitis 29 Muscular dystrophy 
7 Cholangitis 30 Myasthenia gravis 
8 Cholecystitis 31 Obesity 
9 Chronic pancreatitis 32 Osteoarthritis 
10 Cirrhosis 33 Pancreatic cancer 
11 Congenital myopathies 34 Pancreatic cysts 
12 COPD 35 Pneumonia 
13 Cushing syndrome 36 Polymyositis 
14 Dengue fever 37 PSC 
15 Epilepsy 38 Pulmonary edema 
16 Febrile seizure 39 Pulmonary embolism 
17 Grand mal seizure 40 Rheumatoid arthritis 
18 Hepatitis B 41 Sarcoidosis 
19 Lipedema 42 Sjogren’s syndrome 
20 Lipohypertrophy 43 Temporal lobe seizure 
21 Liver cancer 44 Tuberculosis 
22 Lung cancer 45 Typhoid fever  
23 Lupus   
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Table 18. The signs and symptoms covered by the simulated system 

# Sign or Symptom # Sign or Symptom 
1 Abdominal pain 69 Joint warmth 
2 Abdominal pain (upper part) 70 Lack of muscle tone 
3 Abdominal pain that feels worse after eating 71 Large calf muscles 
4 Abdominal pain that radiates to back 72 Learning disabilities 
5 Abdominal swelling (ascites) 73 Lip smacking 
6 Abdominal tenderness 74 Loss of appetite 
7 Acne 75 Loss of bowel and bladder control 
8 Altered speaking 76 Loss of consciousness or awareness 
9 Anxiety 77 Loss of joint flexibility 
10 Belching 78 Malaise 
11 Black stools 79 Memory loss 
12 Bleeding 80 Muscle cramps or contractions 
13 Bloating 81 Muscle pain (myalgia) 
14 Blood clots 82 Muscle pain and stiffness 
15 Bone spurs 83 Nausea and vomit 
16 Breathing problems 84 neck muscle weakness 
17 Burning sensation in throat 85 New-onset diabetes 
18 Butterfly-shaped rash on face 86 Night sweats 
19 Chest discomfort (pain, tightness, suffocating) 87 No thirst 
20 Chills 88 Oily, smelly stools (steatorrhea) 
21 Clay-colored stools 89 Pain behind the eyes 
22 column-like legs 90 Pain in upper abdomen (indigestion) 
23 Confusion 91 Pain radiating to right shoulder or back 
24 Conjunctivitis (red eyes) 92 Phlegm (bloody/colored) 
25 Constipation 93 physical deformity 
26 Convulsions (rhythmic contractions) 94 Pink or purple stretch marks (striae) 
27 Cough 95 Problems chewing 
28 Cyanosis 96 Progressive muscle weakness 
29 Dark urine 97 Psychic symptoms 
30 Delayed motor skills 98 Raised areas under skin (painful, red, warm) 
31 Depression 99 Rapid pulse 
32 Diarrhea 100 Raynaud's phenomenon 
33 Difficulty getting up from a lying or sitting position 101 Regurgitation (Acid reflux) 
34 Difficulty swallowing (dysphagia) 102 Repeated swallowing or chewing 
35 Double vision (diplopia 103 Runny or stuffy nose 
36 Drooping of one or both eyelid (ptosis) 104 Scream 
37 Dry eyes 105 Seizures 
38 Dry mouth 106 Sensation of a lump in the throat 
39 Dry skin 107 Sensitivity to light 
40 Easy Bruising 108 shake or jerk arms and legs 
41 Enlarged liver 109 Shortness of breath (dyspnea) 
42 Extreme sleepiness 110 Skin lesions (Photosensitivity) 
43 Eyelid flutters 111 Skin rash 
44 Facial muscle weakness 112 Slow healing of cuts, insect bites and infections) 
45 Fainting 113 Sneezing 
46 Fatigue and weakness 114 Sore throat 
47 Fatty tissue (lower body) 115 Sour taste in mouth 
48 Fatty tissue (proximal upper body) 116 Staring 
49 Feeling a mass in upper abdomen 117 Stiff neck 
50 Feeling especially full after meals 118 Stomach pain 
51 Fever 119 Sudden contract of muscles causing the person to fall 
52 Food impaction 120 Sudden stop in motion without falling 
53 Frequent falls 121 Sweats 
54 Frequent respiratory infections 122 Swollen ankles, feet or legs (edema) 
55 Grating sensation in joints 123 Swollen lymph nodes (painless) 
56 Headache 124 Swollen salivary glands 
57 Heart pain (angina) 125 Trouble walking, running and jumping 
58 Heart palpitations and arrhythmias 126 Unawareness of having had a seizure 
59 Heart rhythm disturbances 127 Unhealthy body fat distribution 
60 Heartburn 128 Unusual finger movements 
61 High BMI 129 Unusual sensation (aura) 
62 Hoarseness 130 Vaginal dryness 
63 Itching 131 Vomiting blood 
64 Jaundice (yellow skin and eyes) 132 Waddling gait 
65 Joint pain 133 Walking on the toes 
66 Joint stiffness 134 Weight loss 
67 Joint swelling 135 Wheezing 
68 Joint tenderness   
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Table 19. The signs and symptoms of diseases 1-15 (row: S/Sx, column: disease) 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 69 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 0.0 1.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 70 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
3 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 71 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 72 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 73 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
6 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 74 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 
7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 75 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 76 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 77 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 78 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 79 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 80 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 81 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 82 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
15 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 83 0.0 1.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 
16 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 84 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
17 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 85 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
18 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 86 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
19 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 87 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
20 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 88 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
21 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 89 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
22 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
23 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 91 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
24 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 92 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
25 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 93 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
26 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 94 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
27 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 95 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
28 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 96 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
29 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 97 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
30 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 98 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
31 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 99 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
32 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
33 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 101 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
34 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 102 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
35 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 103 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
36 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 104 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
37 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 105 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
38 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 106 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
39 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 107 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
40 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 108 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
41 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 109 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
42 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 110 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
43 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 111 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
44 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 112 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
45 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 113 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
46 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 0.0 1.0 1.0 1.0 0.0 114 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
47 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 115 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
48 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 116 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
49 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 117 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 118 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
51 0.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 119 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
52 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 120 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
53 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 121 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
54 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 122 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
55 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 123 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
56 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 124 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
57 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 125 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
58 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 126 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
59 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 127 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
60 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 128 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
61 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 129 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
62 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 130 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
63 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 131 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
64 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 132 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
65 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 133 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
66 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 134 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 1.0 0.0 0.0 0.0 
67 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 135 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
68 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0                 
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Table 20. The signs and symptoms of diseases 16-30 (row: S/Sx, column: disease) 

 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30  16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 69 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 70 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 71 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 72 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
5 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 73 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 74 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 
7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 75 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 76 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 77 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 78 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 79 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 80 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 81 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 
14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 82 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
15 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 83 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 
16 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 84 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
17 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 85 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
18 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 86 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
19 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 87 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
20 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 88 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
21 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 89 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
22 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
23 1.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 91 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
24 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 92 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
25 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 93 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
26 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 94 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
27 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 95 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
28 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 96 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 
29 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 97 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
30 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 98 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
31 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
32 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
33 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 101 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
34 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 102 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
35 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 103 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
36 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 104 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
37 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 105 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
38 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 106 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
39 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 107 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
40 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 108 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
41 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 109 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
42 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 110 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
43 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 
44 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 112 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
45 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 113 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
46 0.0 1.0 1.0 1.0 0.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 114 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
47 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 115 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
48 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 116 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
49 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 117 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 118 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
51 1.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 1.0 1.0 1.0 0.0 0.0 119 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
52 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 120 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
53 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 121 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 
54 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 122 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
55 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 123 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
56 1.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 124 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
57 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 125 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 
58 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 126 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
59 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 127 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
60 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 128 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
61 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 129 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
62 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 130 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
63 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 131 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
64 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 132 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 
65 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 133 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
66 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 134 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 
67 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 135 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
68 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0                 
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Table 21. The signs and symptoms of diseases 31-45 (row: S/Sx, column: disease) 

 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45  31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 69 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 
2 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 70 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 71 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 72 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 73 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 74 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 
7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 75 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 76 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 77 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 78 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 79 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 
12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 80 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 81 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
14 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 82 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
15 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 83 0.0 0.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
16 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 84 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
17 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 85 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
18 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 86 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
19 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 0.0 87 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
20 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 88 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
21 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 89 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
22 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
23 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 0.0 91 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
24 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 92 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 
25 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 93 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
26 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 94 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
27 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 1.0 95 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
28 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 96 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
29 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 97 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
30 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 98 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
31 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
32 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
33 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 101 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
34 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 102 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
35 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 103 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
36 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 104 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
37 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 105 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
38 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 106 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
39 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 107 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
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68 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0                 
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Figure 59. The result of clustering in the HMDS 

Figure 59 illustrates the result of clustering in the HMDS. The clustering is done based on the 

distances between the DDP, i.e., the holon identifier of each of the DRAs. Each DSA that solely 

includes DRAs has in fact grouped the diseases that should be considered in the differential 

diagnosis of each of its members. For complete list of diseases that should be covered in the 

DDx of each of the diseases please refer to [17]. It should be noted that this grouping is done 

in the range of the diseases that were covered in the simulation. Moreover, the groups formed 

on the higher levels will help to indicate the right signs and symptoms to be checked in cases 

where the diagnosis request is not precise enough to reach DSAs that contain DRAs.  

8.2.2 The Assessment of Reinforcement Learning in the HMDS 

Case 3: A New Differential Diagnosis for Arthritis 

In this simulation, the system covers 45 diseases in a holarchy with four levels. Here, again, a 

real case is used, in which the Madelung-Launois-Bensaude disease (MLB) is suggested as a 
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new differential diagnosis for arthritis [223]. MLB is a disease that causes the concentration of 

fatty tissue in proximal upper body. In 2008, for the first time, some instances of this disease 

have been observed with distal fatty tissue that were misdiagnosed first as arthritis, which nor-

mally includes joint pain and joint swelling. Table 22 lists the common signs and symptoms of 

MLB together with the signs and symptoms observed in the new instances of the disease. 

Table 22. The common and new signs and symptoms of MLB 

MLB common signs and symptoms New signs and symptoms 

1. Unhealthy body fat distribution 1. Joint pain (hands and knees) 
2. Fatty tissue (proximal upper body) 2. Joint swelling 
3. Fatigue  
4. Physical deformity  

 

  
(a) CT scan of MLB (b) X-ray of rheumatoid arthritis 

Figure 60. The similarity between the signs of MLB and arthritis 

In this experiment, the new observations will be given to a version of the HMDS, which so far 

has not considered the MLB disease with arthritis for the reason of DDx. The system should 

then be able to come to the same conclusion as in [223] and add the DRA acting for the MLB 

disease to the super-holon containing the DRA acting for arthritis.  

In order to demonstrate the system’s reactions to this new finding the user interface of the sys-

tem displays the corresponding Q-values on a specially dedicated diagram (see Figure 61). Es-

sentially, if an agent is not involved in a diagnosis process it will not receive any reward and as 

a result, its Q-value will remain the same during that round. As the agent participates in a diag-

nosis process, it will be rewarded and consequently its Q-value will be updated. In case the Q-

value of any of the members of the super-holon is getting close to be a noise (close to lower 
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three-sigma limit), the agent will start exploring new opportunities to join new super-holons. 

One promising approach for this agent is to try to become a member of those super-holons that 

were activated at the same time with its current super-holon, i.e. guided exploration (see section 

5.3). This will guarantee that the agent would have some common interests with the members 

of its new super-holon(s). 

 

Figure 61. The Q-value diagram on the user interface 

In this simulation before entering the signs and symptoms of distal MLB as the diagnosis re-

quest the system is first provided with some random inputs for diagnosis. As a result, it has 

become easier to monitor the changes of the Q-values of the DRA reacting for MLB on the Q-

value diagram. Figure 62 shows the changes in the Q-values of the different DRAs in case 3. 

Entering the distal MLB instances into the system, as the DRA acting for the MLB disease now 

represents a disease with signs and symptoms that are not common in its super-holon, its Q-

value will get closer to the lower outlier threshold. Working on these inputs, the super-holon of 

the arthritis disease has also been activated and as the DRA acting for the MLB disease will 

eventually start looking for a chance to join some new super-holons, it will try to become a 

member of this super-holon. Considering the holon identifier of its members, this super-holon 

will then check whether the DRA acting for the MLB disease would be an outlier and since the 

case is negative, it will accept this new member. At this stage, the Q-value being displayed for 

the DRA acting for the MLB will be the maximum value between the Q-values to its super-

holons, which in this case is the Q-value to its new super-holon. As it can be followed on the 
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diagram, since this value is now not close to the outlier threshold of at least one of its super-

holons, the DRA acting for MLB will stop exploring at this point. 

 

Figure 62. Changes in the Q-values of the different DRAs in case 3 

Figure 63 illustrates the self-organization in the HMDS caused by the new instances of the MLB 

disease. Figure 63(a) shows the active super-holon in the HMDS while receiving the common 

instances of MLB disease40. Figure 63(b) shows that the super-holons of MLB and arthritis are 

both activated if the system receives any instances of the distal MLB41. It should be noted that 

this means that even the untrained system could have been able to suggest both diseases in its 

final DDx list and as a result help the physician to consider the possibility of MLB. As men-

tioned above, after receiving a few instances of the distal MLB the Q-value of the DRA acting 

for MLB will get closer to the lower outlier threshold and as a result the DRA will start looking 

for a chance to join some new super-holons with similar signs and symptoms. As the super-

holon of the DRA acting for arthritis is active at this stage the DRA acting for MLB will try to 

become a member of this super-holon (Figure 63 (c)). This simulation has shown an example 

of the guided exploration in which an agent would try to join the super-holons that are reacting 

to a diagnosis request it has responded to. For more information on the guided exploration 

please refer to section 5.3. 

 
40 The super-holon of the DRA acting for MLB includes the DRAs acting for the following diseases: Lipohyper-
trophy, MLB, Lipedema, Obesity, and Cushing syndrome. 
41 The super-holon of the DRA acting for arthritis includes the DRAs acting for the following diseases: Bursitis, 
Osteoarthritis, Rheumatoid arthritis, Lupus, and Sjogren’s syndrome. 

Multi-Part 

~Outlier 
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(a) 

 
(b) 

 
(c) 

Figure 63. Self-organization in the HMDS caused by new instances of MLB disease 

The super-holon 
of MLB  

The super-holon 
of arthritis  

The new connection 
is indicating the new 

membership 
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8.2.3 The Assessment of System's Behavior in Integrating a New 

DRA  

Medical knowledge demonstrates a steady upward growth and many new diseases are still being 

discovered. In recent years, for example, many infectious diseases have been discovered, in-

cluding SARS, MERS, Ebola, chikungunya, avian flu, swine flu, Zika and, most recently, 

COVID-19. As a result, in order to support the diagnosis of such new diseases, the system 

should be able to assign DRAs to new diseases and allow them to find their right position in its 

holarchy. Figure 64 illustrates the system's behavior in integrating the DRA acting for COVID-

19. This DRA is first introduced to the system as a member of the highest and most inclusive 

DSA (Figure 64-a). At this stage this DRA calculates its Euclidean distance to the rest of the 

members of its super-holon and finds the closest member and then sends a membership request 

to this agent. As the DRA acting for COVID-19 is not an outlier in this super-holon, the mem-

bership request will be accepted and the DRA will become a member of this DSA (Figure 64-

b). The same approach is followed by the agent until no further downward movements are pos-

sible, i.e., the new super-holon has no DSA members or the membership request from the DRA 

is rejected by all DSA members that have received a request. In this case the DRA acting for 

COVID-19 ends up in a super-holon that includes influenza and common cold (Figure 64-c). 

This result matches the diseases that are considered for differential diagnosis of illness in pa-

tients under investigation for the COVID-19, which are given in [224]. The diagnostic algo-

rithm introduced in this reference included, “immediately upon sample receipt, a rapid molec-

ular test for the most common respiratory pathogens in order to obtain a fast differential diag-

nosis” [224, p. 2]. Among the diseases that are considered by the simulated HMDS, the men-

tioned pathogens are the cause of bronchitis, common cold, different types of influenza, and 

different types of pneumonia, that may also cause pulmonary edema. Figure 65 demonstrates 

the output of the simulated system in diagnosing a COVID-19 case (signs and symptoms of this 

disease are given as input). Two super-holons have been activated in response to the given input 

and the ordered DDx list includes COVID-19, Bronchitis, Pneumonia, common cold, influenza, 

and pulmonary edema, which clearly match the pathogens mentioned in [224]. It should be 

noted that the system may produce different outputs by integrating more diseases and of course 

through learning. However, as the system follows the logic behind the DDx process these all 

should contribute to its improvement.  
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 (a) 

 (b) 

 (c) 

Figure 64. System's behavior in integrating the DRA acting for COVID-19 

COVID-19

COVID-19 

COVID-19
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Figure 65. System's output in diagnosing a COVID-19 case  
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CONCLUSION AND 
FUTURE WORKS 

“Our imagination is the only limit to what we can hope to have in the future.”  

- Charles F. Kettering (1876 - 1958)  

9.1 Conclusions 

This study has focused on medical diagnosis systems and has discussed that even though such 

systems aim to support the medical diagnosis in health care institutions such as hospitals, they 

do not thoroughly cover the differential diagnosis directed history and physical examination 

and as a result cannot be well integrated into the clinical workflow of these institutions. This 

concludes the need for a system that can perform DDx and as a result conduct the H&P process. 

Such a system (1) reduces diagnostic errors by providing immediate second opinions even on 

signs and symptoms to be checked in the H&P, (2) guides and facilitates filling out the H&P 
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form at the same time, (3) may help to tackle physician shortages by guiding nurses in preparing 

the H&P reports that are then to be controlled by physicians, (4) can be added as a software 

component to available MDSs and provide them with the required comprehensive inputs, which 

allows these systems to fit into the clinical workflow and promotes the wider use of them, and 

(5) can offer attractive side benefits, e.g., helping us to broaden our knowledge on diseases, 

providing a means of more timely detection of outbreaks, and so on. 

A careful study of the DDx domain in this research has suggested that this domain meets the 

characteristics of the holonic domain. In short, the differential diagnostic problem can be recur-

sively broken down into sub-problems by weighting the likelihood of the presence of possible 

diseases. These subproblems may induce different abstraction levels and can be of different 

granularities. According to the nature of DDx, the problem solvers are collaborative and those 

dealing with similar diseases need to communicate more, which is to be conducted in a timely 

manner. As a result, DDx can be implemented by a holonic MAS. 

This work proposed a well-designed HMAS that according to the system assessments can suc-

cessfully guide DDx and eventually conduct the H&P process. This system improves the state 

of the art of the MDSs by addressing their critical shortcoming, i.e. the lack of implementation 

of the ability to guide the user in providing the system with the all-encompassing input, which 

is the key to a flawless diagnosis. To organize and allow this HMAS to reorganize itself based 

on the environment it is dealing with, different machine learning techniques have been sug-

gested to be applied to the system. Machine learning has also been used in this project to allow 

the system to improve its medical knowledge using the data it collects through its continuing 

interactions with the environment. Accordingly, the development of the Holonic Medical Di-

agnosis System, which is capable of performing DDx, is the practical contribution of this work. 

Moreover, the introduction of the machine learning techniques that are used to adapt the func-

tionality of the system can be considered as the conceptual/theoretical contribution of this re-

search. In fact, it should be noted that the proposed techniques can be applied to other HMASs 

that adopt a similar approach for problem solving to the one followed in this study. 

To put it concisely, due to the complexity of the DDx and as neither the number of levels nor 

the number of the groups in each level of the holarchy are predefined, clustering (unsupervised 

learning) has been used to build up the initial holarchy of the system. To this end, a simple and 

effective method for automatically determining the input parameter of the used clustering 
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method has been proposed. Moreover, since the medical knowledge demonstrates a steady up-

ward growth, and diagnosis is also very much affected by the geographical regions, the system 

needs to adapt and improve its behavior, i.e., update its medical knowledge based on the new 

instances and improve the holarchy according to the experience and the feedback. In the HMDS, 

holon identifiers are updated applying the exponential smoothing (supervised learning), and in 

order to support the self-organization of the holarchy the Holonic-Q-learning (reinforcement 

learning) has been proposed.  

The self-organization problem of the holarchy has been expressed as a sequential decision-

making problem and modelled using a Markov chain. As discussed, sequential decision-making 

problems that can be modeled as Markov decision processes can be solved using methods that 

combine dynamic programming and reinforcement learning. Depending on the problem and the 

available decision makers, i.e., the agents, such RL algorithms may be designed for single-agent 

systems or multi-agent systems that either consists of agents with individual goals and decision-

making capabilities, which are influenced by other agent’s decisions, or behave as a swarm of 

agents that collaboratively follow a single objective.  

Many studies have been conducted in this area; however, focusing on available swarm RL al-

gorithms provides a clear view of the areas that still need attention. Most of the studies in this 

area are concentrating on homogeneous swarms and to date, systems introduced as heterogene-

ous swarms merely include very few, i.e., two or three homogeneous sub-swarms, which either 

according to their capabilities address specific sub-problem of the general problem or exhibit 

different behaviors to reduce the risk of bias.  

In this study a novel approach has been introduced that allows individuals with higher hetero-

geneity rates, which are even addressing different problems, to behave as a swarm when solving 

shared sub-problems. In fact, the affinity between two agents that indicates the compatibility of 

agents to work together towards solving a specific sub-problem is used to design a heterogene-

ous swarm RL algorithm that allows heterogeneous swarms to solve sequential decision-mak-

ing problems consisting of sub-problems that should be addressed by different sub-groups of 

its members. As a result, the affinity-based heterogeneous swarm RL essentially allows the 

agents that are not identical but are capable of collaboration to exhibit swarm behavior provid-

ing them with the means of sharing their knowledge and eventually dealing with problems that 
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match their specialties. This learning method essentially allows such agents to collect infor-

mation from a larger swarm and to be able to make better decisions using this broader 

knowledge.  

It should be noted that even though the experiments have shown that the affinity-based hetero-

geneous swarm RL method is able to increase the performance of the heterogeneous agents 

solving SDMPs, this method clearly has its own limitations and is solely applicable when sub-

groups of agents with significant lesser extent of heterogeneity are extractable and are in addi-

tion to that sufficiently populated to be able to exhibit meaningful swarm behavior.  

Regarding the suggested RL method it should also be noted that very few stud-

ies have been done on the machine learning methods that can be applied to HMASs and the 

research in this area is still at a very nascent stage. Notable examples of the suggested methods 

are [225] and [226], but none of them are applicable to the HMDS. Even though using these 

methods learning in each level can be influenced by the learning results, i.e., the behavior, of 

the holons on the other levels (inter-holonic learning data), these methods do not aim to improve 

the inter-holonic connections, i.e., memberships. In contrast, the approach presented in this 

study in particular aims to refine the holarchy, as the position of agents in this system will 

greatly define their behavior. In other words, available approaches use machine learning to im-

prove the decision-making abilities of the system, however, in HMDS decision-making process 

has been kept as simple as possible and generally the position of agents is decisive for their 

success. Accordingly, the machine learning method should target the agent positions. 

Regarding the similarity of the suggested problem-solving approach to the existing methods it 

is worth noting that the idea of using a swarm of experts with similar specialties is indeed very 

similar to the ensemble learning and particularly one of its commonly used algorithms, the 

mixture of experts. According to  [227], “ensemble learning is the process by which multiple 

models, such as classifiers and experts, are strategically generated and combined to solve a 

computational intelligence problem”.  

The mixture of experts [228] is one of the algorithms commonly used for ensemble learning 

that generates several experts whose outputs are combined through a generalized linear rule. A 

hierarchical mixture of experts can also be further combined if the output is conditional on 

multiple levels of probabilistic gating functions [229]. This may resemble the use of HetSRL 
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method for the self-organization of a holarchy. However, according to the mentioned defini-

tions, even though the use of experts with similar specialties in the affinity-based HetSRL can 

be regarded as an application of ensemble learning there is a small but distinctive difference 

between these two approaches. In ensemble learning experts are strategically generated differ-

ently to obtain better results than could be obtained from any of the constituent experts alone. 

Heterogeneity, however, is a feature of the agents of the environment in affinity-based HetSRL 

and the idea is to provide those agents that can collaborate with each other with the means to 

share their knowledge and eventually deal with problems that match their specialties.  

Additionally, since applying the affinity-based HetSRL method the problem will be modeled 

using a Markov chain and the heterogeneous agents can be regarded as multi-labeled instances, 

it may be concluded that the problem could also have been modeled and solved using classifier 

chains, which is a machine learning method for problem transformation in multi-label classifi-

cation [230].  

The classifier chains method essentially builds a deterministic high order Markov chain model 

to capture the interdependencies between labels in multi-label classification problems [231]. 

However, classification cannot be used to build the Markov chain in the general problem envi-

ronment that is considered for the HetSRL method or even to structure the holarchy for the 

Holonic-Q-Learning method, as neither the number of levels nor the number of the groups on 

each level are predefined. Moreover, the goal here is not to cluster the problem solvers but to 

build a system that can not only act independently in performing complex diagnosis tasks, but 

also learn and adapt itself to the changes.   

It should also be noted that the classifier chains method is a supervised learning approach, for 

which as mentioned a set of examples with paired input and desired output should be provided. 

However, in the general problem scenario considered in this work it is assumed that the exam-

ples of desired input/output pairs are not given, and that the algorithm is able to estimate the 

optimal actions only by interacting with a dynamic environment. In such conditions, reinforce-

ment learning methods that can exhibit flexibility and be applied to open, dynamic, and com-

plex environments are to be used. Considering the self-organization problem in a holarchy, it is 

obvious that only a reinforcement learning method can assure that the structure is adapting to 

the changing environment and that classifier chains method cannot be used to organize a dy-

namic holarchy. 
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9.2 Future work 

This study suggested that in order to practically integrate the available medical diagnosis sys-

tems into the workflow of the health care institutions such systems should be able to cover and 

guide the history and physical examination. The Holonic Medical Diagnosis System introduced 

in this work aimed to address the key process of the history and physical examination, i.e., the 

differential diagnosis. To this end, the focus of this study has been on the differential diagnosis 

domain, its characteristics, and its implementation using the HMAS technology. Indeed, the 

history and physical examination intends to collect the relevant information for disease diagno-

sis and eventually generate a differential diagnosis list. However, it should be noted that this 

information is gathered by questioning and checking the signs and symptoms that are catego-

rized under different sections of the history and physical examination. As a result, in order to 

implement a system that fully covers the history and physical examination according to its ac-

tual clinical structure, the final system should not just be able to determine the relevant signs 

and symptoms to be checked, but it should be able to mention them in the right section of the 

history and physical examination. It is obvious that this categorization does not imply that an-

other approach rather than the one introduced in this thesis should be used to implement the 

history and physical examination but suggests further design details and adjustments in the 

system design phase.  

Moreover, as mentioned in the introduction chapter several functions were excluded from this 

thesis, which can be considered as future works (see Table 2). The system introduced in this 

thesis does not intend to support natural language processing and assumes that for the signs and 

symptoms claimed by the patients the user of the system is able to find the equivalent terms, 

which are recognizable by the system. However, the automation of this process can add a val-

uable capability to the system and should be regarded as one of the important steps to be taken 

before delivering the system to the final user.   

The system can use its data in order to suggest the possibility of new diseases or outbreaks, and 

then provide supplementary information on the matter. However, this function is also not cov-

ered in this project. This option can be very helpful as it may lead to an early detection of 

possible outbreaks. The importance of this capability is obvious as the World Health Organiza-

tion has warned in its 2007 report that infectious diseases are emerging at a rate that has not 
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been seen before. Since the 1970s, about 40 infectious diseases have been discovered, including 

SARS, MERS, Ebola, chikungunya, avian flu, swine flu, Zika and, most recently, COVID-19. 

As a result, adding this option to the system is of vital importance. 

Furthermore, as mentioned, providing the diagnoses, the current system is capable of suggesting 

the relevant drugs and treatments. However, within the scope of the present project it does 

neither suggest patient specific treatment nor discover negative drug-drug interactions, espe-

cially in case of multiple diseases. This capability, however, is very critical as exposure to in-

appropriate medication can lead to serious irrecoverable effects.  

Regarding the system’s medical data, as mentioned the relevant information has been gathered 

from the available disease/symptom databases and the system is capable of updating this data 

through learning. However, the current system does not include knowledge extraction from 

natural language sources and considers this as a feature that may be added to the system in 

future works. This option may be very interesting as it can update the system knowledge ac-

cording to the latest medical papers and eventually increase the reliability of the system. Nev-

ertheless, as the main focus of this project has been on the implementation of differential diag-

nosis this option is also suggested to be considered as future work. 

In the end, regarding the heterogeneous swarm reinforcement learning method introduced in 

this thesis, it should be noted that despite the promising results of this machine learning method 

in dealing with heterogeneous swarms, as most of the studies in the field of swarm intelligence 

is concentrated on homogeneous swarms, it is highly recommended to address this knowledge 

gap thoroughly and increase the understanding of the constraints and the effective factors that 

should be taken into consideration when dealing with heterogeneous swarms. Furthermore, it 

should be noted that the heterogeneous swarm reinforcement learning method introduced in this 

study aims to address the self-organization problem in the holonic multi-agent systems. As not 

much research has been conducted in the field of machine learning for this group of multi-agent 

systems, this area requires more attention in order to allow the holonic MASs to exhibit their 

true potential. 
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Appendix A: AUML Notation Reference 

This appendix provides a brief introduction to those parts of the AUML notation which are used 

in this project, i.e., the class diagram and the goal diagram. The AUML notation is a UML 

profile dedicated to agents that exploits the UML extension capabilities.  

Class diagrams typically drive object system design and cannot express all the richness of agent 

behaviours. As a result, the AUML community has defined an agent shell as a UML classifier 

and lets designers fill this shell with building blocks that represent specific features such as 

actions, events, or protocols [232]. The next step was to define and integrate goals, plans, and 

actions within the agent shell. For this purpose, the AUML has defined the AUML goal dia-

gram, which is the adapted UML activity diagram for agent goals, plans, and actions (for more 

information please refer to [232].  

This section includes a UML notation reference for the class and activity diagrams presented 

in this work. The current version of the Unified Modeling Language is UML 2.5, released in 

June 2015 [233]. 

UML Class Diagram Notations 

The notations and descriptions presented here are according to [234]. 

Table 23. UML Class Diagram Notations 

Notation Description 

 

A class is a classifier which describes a set of objects 
that share the same features, constraints, and seman-
tics (meaning). A class is shown as a solid-outline rec-
tangle containing the class name. 

 

When class is shown with three compartments, the 
middle compartment holds a list of attributes and the 
bottom compartment holds a list of operations.  
Attributes and operations should be left justified in 
plain face, with the first letter of the names in lower 
case. 

Name 

Name 
 

attributes 
 
operations 
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An interface is a classifier that represent a declaration 
of a set of public features and obligations that together 
constitute a coherent service. An interface specifies a 
contract; any instance of a classifier that realizes the 
interface shall fulfill that contract. 
An interface may be shown using a rectangle symbol 
with the keyword «interface» preceding the name. 

 

An Interface may be designated using the default no-
tation for Classifier with the keyword ≪interface≫. 

 

A Generalization is shown as a line with a hollow tri-
angle as an arrowhead between the symbols represent-
ing the involved classifiers. The arrowhead points to 
the symbol representing the general classifier. This 
notation is referred to as the "separate target style." 

 

Multiple Generalization relationships that reference 
the same general classifier can also be connected in 
the "shared target style." 

 

Association is a relationship between classifiers. Bi-
nary association relates two typed instances. It is nor-
mally rendered as a solid line connecting two classifi-
ers, or a solid line connecting a single classifier to it-
self (the two ends are distinct).  

 

Aggregation (aka shared aggregation) is shown as bi-
nary association decorated with a hollow diamond as 
a terminal adornment at the aggregate end of the asso-
ciation line. 

 

Interface realization dependency is denoted with inter-
face realization arrow. The classifier at the tail of the 
arrow implements the interface at the head of the ar-
row. 

 

<<interface>> 
Name 

<<interface>> 
Name 

 
attributes 

operations 
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UML Activity Diagram Notations 

The notations and descriptions presented here are according to [235]. 

Table 24. UML Activity Diagram Notations 

Notation Description 

 

Activity is parameterized behavior represented as co-
ordinated flow of actions. 
Activity could be rendered as round-cornered rectan-
gle with activity name in the upper left corner and 
nodes and edges of the activity inside. 

 

An activity partition is activity group for actions that 
have some common characteristic. 
Activity partition may be shown using a swimlane no-
tation - with two, usually parallel lines, either horizon-
tal or vertical, and a name labeling the partition in a 
box at one end. 

 

Initial node is a control node at which flow starts when 
the activity is invoked. Activity may have more than 
one initial node. Initial nodes are shown as a small 
solid circle. 

 

Flow final node is a control final node that terminates 
a flow. The notation for flow final node is small circle 
with X inside. 

 

Activity final node is a control final node that stops all 
flows in an activity. Activity final nodes are shown as 
a solid circle with a hollow circle inside. It can be 
thought of as a goal notated as "bull’s eye," or target. 

 

Actions are notated as round-cornered rectangles. 
The name of the action or other description of it may 
appear in the symbol. 
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Send signal action is an invocation action that creates 
a signal from its inputs, and transmits it to the speci-
fied target object, where it may cause the firing of a 
state machine transition or the execution of an activity. 
Send signal action is notated as convex pentagon. 
Note, that the name of the action corresponds to the 
name of signal class it sends. Target object is not spec-
ified with this notation. 

 

Accept event action is notated with a concave penta-
gon.  
If an accept event action has no incoming edges, then 
the action starts when the containing activity or struc-
tured node does, whichever most immediately con-
tains the action. In addition, an accept event action 
with no incoming edges remains enabled after it ac-
cepts an event. It does not terminate after accepting an 
event and outputting a value but continues to wait for 
other events.  
An action whose trigger is a signal event is informally 
called accept signal action. It corresponds to send sig-
nal action. 

 

Decision node is a control node that accepts tokens on 
one or two incoming edges and selects one outgoing 
edge from one or more outgoing flows. 
The notation for a decision node is a diamond-shaped 
symbol. 

 

Merge node is a control node that brings together mul-
tiple incoming alternate flows to accept single out-
going flow. There is no joining of tokens. Merge 
should not be used to synchronize concurrent flows. 
The notation for a merge node is a diamond-shaped 
symbol with two or more edges entering it and a single 
activity edge leaving it. 
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Appendix B: History and Physical Examination Example 

 

Figure 66. H&P example – page 1 



- 210 - 
 

 

Figure 67. H&P example – page 2 
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Figure 68. H&P example – page 3 
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Figure 69. H&P example – page 4 
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Figure 70. H&P example – page 5 




