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Abstract: For the implementation of a user oriented assistance system, or an advanced human-computer interface, the computerized part needs to be supplied with a wide range of information concerning the current user. The adaption and personalization of the user experience is based not only on the recognition of control commands, which can be solved through current voice controlled interfaces, which are capable of interpreting the syntax of its user, but also on the non-syntactical information conveyed through voice affect or body language. Therefore, current research aims to advance the capabilities of computer assisted systems to recognize emotions and also more general states of a user. This is done to provide for the anticipative and cooperative behavior needed for assisting applications, which then can adapt to the specific needs the user can have concerning their personal state and level of mental involvement. To facilitate this, one needs to provide current classifiers working on highly relevant features suitable for the discrimination of user states. Used features can change considerably between different classification tasks which hinders a general set of features. At the same time such systems often need to be mobile applications, which restricts the amount of computational power available, and additionally real-time compatible, which limits the complexity of the used classifier and its applicable feature set, since resource-restricted hardware is used in such application. Our aim is to provide an alternative approach to get similar results to more complex methods, by using simpler architectures with a relatively small dataset. The inspiration were comparable studies concerning the minimization of the used feature set as discussed in this paper.
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1. INTRODUCTION

Voice controlled human-machine interactions are an important part of current research. The underlying idea of a non-haptic controlled assistance system contains the aim for a natural and easy way to interact with a machine. This is important for a wide variety of systems, for example in the service area or as an assistant tool for handicapped people. As not everyone can or want to learn complex control mechanisms, voice control provides a way of interaction close to the standard human method of interaction. This is also helpful for first time users or people not used to technical systems.

Another important aspect of the current human-machine interaction is the provision of additional information about the current user. As machine do not have empathy yet, interacting can feel again lifeless and in certain situations unforgiving, which in turn leads to animosity from the user towards the system originally planned to support the human. To alleviate this problem a machine needs to know what the general situation of its user is and adapt its way of interacting based on this information. An angry or overworked user, for example, would be treated differently than a happy and energetic one, as the underlying system would adapt and try to extract the reason for the dissatisfaction and, if possible lessen or remove it.

The general method to provide this information is by employing a voiced based classifier, which filters the audio recording of a user for intent, emotion or general state of mind (Nass et al. 1994)). This can also be used for anticipative reactions from the side of the machine as certain reactions are a response to certain human mental states. These classifiers are often from the area of artificial neuronal networks, to employ the advantages of machine learning methods, which helps finding the complex relations between the measurable features and the corresponding information which can be inferred from them. Additional methods include the addition of further sensors, like cameras, to provide a multi-modal array and to enhance the confidence of the classifier.
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In this paper, the main focus was on voice input as information channel (Biundo and Wendemuth (2016)), as this is more concerning to the experiment at hand. Otherwise, for example in real world applications, the use of cameras can be understood as a great intrusion into the privacy of a user, which in turn can make people uncomfortable, marring the results of the classification.

One of the problems in combination with voice based recognition, is the search or decision for the used feature set, as the work with classifiers has shown that different tasks tend to favor different feature sets. The solution of using all available features, does not automatically bring the best results as the amount of data leads to curse of dimensionality problems and information overlapping which generates complexity for the whole system compared to a more specialized architecture capable of classifying only one or two situations. Another point is the difference of stable and robust classifier and more specialized ones. Humans tend to adapt to the way people are speaking not only in the semantic way but also concerning to the tone of voice, for example the expectation how a happy young man sound would be different from a happy older woman (de Looze and Rauzy (2011)), as well as the specific ways a human communicates, based on upbringing or regional influences. The same adaption is not the normal way for machine learning applications which search for general features differences, which are the same over all groups of users.

The method to improve on that was chosen to be a two staged classification approach, the first stage is a general classification based more on robustness which is able to separate the speakers into certain groups which tend to have the same tone of voice and comparable reactions to each other. The next step is a more specialized classifier with a higher efficiency for this smaller subgroup. Comparable experiments have shown that by concentrating on specific features for groups of speaker one can improve the classification results (Böck et al. (2018), Siegert et al. (2018)). By adding this to systems after each other, better results were achieved by employing different feature sets, while at the same time reducing the number of features used for each step. As each feature used in a classifier need exponential more computational power this is preferable to classifier approaches using full feature sets containing hundreds to thousands of features.

An additional area for this research is the use of this system as a mobile application, as shown by porting this system to a raspberry pi 3. One of the aims is to provide this kind of phased approach for a just in time usage, in opposition to more complex approaches requiring excessive computational power. As mentioned in the abstract it is also in comparison to similar studies towards the reduction of necessary features, as for example done for the Geneva minimalistic acoustic parameter set (GeMAPs) (Eyben et al. (2016)) and for the Last Minute Corpus (LMC) (Rösner et al. (2012)).

1.1 Research Questions

The aim is to efficiently classify the current state of a human user in regard to its mental load, or state of mind. One can distinguish between low mental load caused by repetitive and easy interactions, and high mental load, appearing when a user is under stress caused by complicated work tasks or aggravated by the situation at hand. This translates to a general level of involvement from the user, which in turn can be used to determine if lacking attention can be attributed to reaching the limits of the cognitive resources of the user or the user getting disinterested in the situation at hand. This distinction influences the way an assisting system has to react to maximize the help it can provide. An important point of this experiment is the authenticity of the used data set, which is non-acted and natural, and the general approach to the problem which follows a roughly real world application. The system implemented is designed to work on a mobile framework and gets result in real-time spans, without the need for external support. The general ability to classify emotions or human states are already being done in comparable work (Picard (1999)) and is as such not the main consideration of this paper.

The main points and questions examined are:

Q1. Is the optimal feature set the same for all speakers?
Q2. If not, can one divide and/or adapt the classification task in such a way as to reduce complexity?
Q3. How can one use this distinction in a mobile classifier assembly, while at the same time trying to reduce the necessary overhead?

1.2 Related Work

The research is based on a variety of other works. The general application of using voice as an input for affect classification on humans is one of the current pillars of human-machine interaction (Picard (1999), Ward and Marsden (2004)). This represents a state of the art approach for naturalistic and efficient dialogs between users and assistance systems. As this system is primarily used for direct support, it needs to be capable of real-time classification of naturalistic utterances. As such the shift of used datasets changes from studio quality recordings of actors (Burrhardt et al. (2005)) to more realistic, unannounced recordings (Griffiths and Scarantino (2009)), which can also contain noise and non-ideal preparation of the audio before further processing.

One of the main points of this research is the inability to use the same features for a wide variety of different tasks. While the amount of extractable features from voice is quite high, especially in the context of classification tasks (Eyben et al. (2016), Scherer (2001), Tahon and Devillers (2016)), and at the same time the trend for more complex architecture is apparent, one can face a sometimes exponential rise of complexity and combined with that longer recognition times. This is in contrast to the trend of mobile applications as used in smartphones and smart assistance. The current way of solving is often the exportation of complex task to cloud based solutions, which necessitates not only high band-with of data transfer capabilities but also poses a problem in the future when more appliances should be connected to networks e.g. Internet of Things, as well as problems concerning the safety of user data, which has to be transmitted and stored externally. The aim is instead to reduce the amount of
needed features, while at the same time using simpler classifier, which are instead build in line and used as needed. This has been done partial for acted emotions (Frommer et al. (2012a), Siegert et al. (2014), Egorow and Wendemuth (2016)).

2. CORPUS

For the experiments in this paper the used dataset was the integrated Health and Fitness (iGF) - Corpus, for which further information can be found in (Tornow et al. (2016)). As a general outline, this is a dataset which was conceived for the multimodal measurement of mental workloads of elderly people while performing various tasks. The set originally contains information from multiple sensorial inputs, for example audio and video recordings, as well as body posture or bio-physiology (e.g. heart rate, blood pressure) for a full amount of ten input channels. For the experiment this amount was reduced to one audio recording taken by a stationary shotgun microphone. With this one can simulate an application in which the user would consult an independent system, which should recognize the current (mental) state of the user. Further inputs could potentially help in this distinction, but would detract from the original aim of the research on a mobile and adaptable system. Further modalities (except for the video recording) would imply a knowledge of the current user and a preparation phase in which the system could already been adapted to the specifics of the speaker. By using the external microphone, the system has to be capable of working with slightly different volume levels (as produced by the way the user is sitting in front of the microphone). At the same time the general situation and relation of objects is the same for all the participants, as dictated by the placing of the different parts of the system (desk with microphone and monitor with chair in front of it), as can be seen in Fig. 1.

The recordings in this corpus are taken from 65 participants, from which there are 45 female speakers and 20 male ones. As said before the focus was on elder people with ages from 50 to 80 years old. The average over all speakers is 66 years while the average for male participants is slightly above this point with 68 years, while the average age of the female participants is slightly lower at 65 years of age. The corpus was recorded without the direct knowledge of the participants concerning the aim of distinguishing the different mental states from each other. The pretense of the recording was a medical examination, concerning the variation in different kinds of gaits when elderly people, with and without former medical problems in their movements, partake in a moderately demanding test course. Specifically, the audio recording was taken from the interaction between the participants and the (supervised) machine controlling and directing the tests.

The test conducted by the machine was divided in turn in five stages which were also conveyed to the participants under slightly different pretext. The order of the stages and the content of the test within were planned to lead the participants into experiencing different dispositions and mental states (Rössner et al. (2012), Frommer et al. (2012b)). While the induction of this stages was not conveyed to the users, the staged approach with evolving difficulty level fits also natural in the perception of this kind of physical test. With this situation one can exclude any acting of the mental state from the point of view from the participants in excess of the normal reactions of the users concerning the situation they were in. As the machine only conversed through written text and a monotonous female machine voice, one can also remove any subconscious influence from the test supervisors.

To explain the different stages in a little more detail, here first the graphical representation of the original testing plan of the experiment with the several sub-stages in Fig.2. Of note is, that after each stage the user has time to relax for several minutes while music is playing. Together with the stage wise addition of more stressful situations, this was done to generate a more neutral starting situation at the beginning of each stage, so that the influence of former stages is minimized (Panning et al. (2012)).

The Corpus begins with two stages with comparatively neutral mental state of the user. This two stages “introduction“ and “interest“ are mainly done for describing to the user the backstory of the test, together with a general explanation of the usage of the assistant system and the available task. The user learns to interact by a dialogue system, in which the user and the machine interact by voicing their questions and responding answers. The user state is mostly neutral, with a slight involvement, as the questions of the system were answered.

One of the main stages of interest is the third, the ”underload“ stage. Here the user has in to repeat text concerning the definition and work of the different tasks several times. This repetition, without outer time constrains, allows for a more relaxed state of mind. This is done to achieve a bored and/or low involvement in the user. The recorded speech is either the text of the manuals or the general control commands, e.g. ”Proceed“ or similar utterances. This stage is the source for one state for the trained classifier.

The other main stage for this classifier is the fourth stage, the overload stage. The user gets complex instructions while at additionally having a time constrain. Furthermore, there is a review phase in which the user, get confronted with nonexistent errors of former stages. This brings the user in an agitated state, in which he or she
is either angry at the system and/or actively trying to solve the problems. Generally, the user exhibits a strong interaction with the system. For this state it is not relevant if the user believes the system or not, as the involvement is stronger in both situations. This is the main contrast to the former stage, which were classified in the experiments conducted.

The last stage uses unannounced alarms for short burst of emotion, because of its relative shortness, and the lack of voiced reaction from the users, this stage was not used in the experiment.

3. EXPERIMENTAL SETUP

The recordings were splitted into their respective users and the different stages. Before the extraction of the features, all traces of the machine speaking were removed (which can be easily done in a real environment by simply removing the audio track of the machine from a recording) and separated the audio in smaller utterances automatically by cutting the recording at all pauses longer than three seconds. All utterances below one second were removed, which removed nearly all noise and echoes as well as impulses caught in the recording. A certain amount of noise is expected and wanted, to compare the situation to real world appliances in similar situations. The remaining utterances build the basis for the following experiments.

The feature set used was the *emoBase* feature set as generated by the openSMILE Toolbox (Eyben et al. (2013)). This set contains 988 prosodic and spectral features derived from 19 functionals calculated for 52 low level descriptors (LLD) and is one of the standard sets used for emotion and affect recognition. It contains Mel Frequency Cepstral Coefficients (MFCCs) which remain as one of the state of the art features for classifier tasks (Schuller et al. (2009), Böck et al. (2010), Schuller et al. (2011)), Linear Spectral Pairs (LSP) (Shahzadi et al. (2013)) or intensity and loudness. The full set is built from the fundamental frequency (F0), envelope of the fundamental frequency contour (F0env), LSP 0 to 7, MFCC 0 to 12, intensity, loudness, zero crossing rate (ZCR), and voicing probability (voiceProb) as static descriptors together with the delta coefficients of these static descriptors (cf. Table 1).

As the full set contains 988 features, the first experiment was concerned with the possibility to reduce this amount without losing the ability of the classifier to distinguish the stages.

### Table 1. The number of used features in the *emoBase* feature set, separated according to measured aspect and between measured and derivate feature

<table>
<thead>
<tr>
<th>Category</th>
<th>Features + Derivates</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM Intensity</td>
<td>19 + 19</td>
</tr>
<tr>
<td>PCM Loudness</td>
<td>19 + 19</td>
</tr>
<tr>
<td>MFCC (in 12 Groups)</td>
<td>228 + 228</td>
</tr>
<tr>
<td>LSP Freq (in 8 Groups)</td>
<td>152 + 152</td>
</tr>
<tr>
<td>PCM ZCR</td>
<td>19 + 19</td>
</tr>
<tr>
<td>Voiceprob</td>
<td>19 + 19</td>
</tr>
<tr>
<td>F0</td>
<td>19 + 19</td>
</tr>
<tr>
<td>F0 Env</td>
<td>19 + 19</td>
</tr>
<tr>
<td>Overall</td>
<td>494 + 494 = 988</td>
</tr>
</tbody>
</table>

### 3.1 Distinction of Features

To find the features most useful for the distinction of the current mental load phases of the user the examination concentrated on different occurrences. The first was an examination of the differences general to all utterances when they were taken from the underload stage and when they were taken from the overload stage. For this the average feature value for each speaker was taken in each stage and make a comparison using the Kruskal-Wallis test (Kruskal and Wallis (1952)). For this the truth of all feature values belonging to the same population were determined. The result for this experiment were taken though the p-value, ranging from 0.05 for significant belonging to different populations to values below 0.001 for most significant belonging to different populations. As the finding of one speaker is not conclusive for examination this was examined over all speakers of the test. As border for the experiment the distinction was set at roughly two-third of the whole speaker group as representative. This means when the feature values where more than significant different between the two stages for more than 66% of the speakers this was taken as an indicator.

In a second step the difference of values extracted between the stages were taken and a correlation analysis concerning the different subgroups of the speakers were conducted. For this the changes happening during the change from underload to overload were looked at, specifically if it is a positive or a negative change. For a more specific approach the corpus was separated in male and female. This was
used for a further correlation analysis with the other speakers, now in conjunction with their sex and rough age grouping. As the general voice of male and female are different from each other but relatively similar within each group, one can assume a certain correlation inside these groups. An examination of the general age grouping was also performed. While all speakers are above 50 years of age, only a rough distinction could be established between the speakers closer to 80 and the ones closer to 50. As there is a certain way voices changes with age, one can presume bigger correlations in the respective age ranges (Brown et al. (1991)).

For the comparison between the groups the Spearman correlation coefficient was used. This allows for an analysis when the data is not normally distributed (Spearman (1904)). The result could be either a positive correlation, negative correlation or no correlation. With this, similarities inside the subgroups could be found.

### 3.2 Mobile Application

The second part of this experiment concerned itself with the possibility to replace a given network with a high amount of available features with smaller ones, only using a much smaller set of features. For this the corpus was used as explained in the first part of the experiment. A cross-validation was performed to test the result of this classification.

For this experiments Random Forests (RF) and Support Vector Machines (SVM) as classifier were used. The RF had no maximum depth for the base examination and were stopped at a depth of 10 for the reduced feature set. The amount of trees was set to 100. For the SVM a linear kernel was used. In this case one has a two-class classifier, underload and overload, and a three two-class classifier for the staged approach (one for the distinction of the sex and two for the smaller groups again with underload and overload).

For further experiments the training set was reduced by changing the classifier task. Instead of finding underload and overload for all speakers only all the male or all the female speakers were looked at. To reduce the base group from which one has to distinguish the different speakers, different feature sets were also tested. The Full Set is taken as comparison, the smaller set were taken from the solutions found in the first experiment. As one of the aims is the implementation on mobile systems, as the raspberry pie 3, one aim was to reduce the complexity and necessary data storage on any system. As the available storage and processing power is limited the aim was to fit into these parameters.

### 4. RESULTS

The first point is the search for relevant features in combination for the mental load of the user, while the second part is the test for an implementation of a staged classifier.

#### 4.1 Important Features

The search was for features which not only provide a significant difference between the two main stages, under- and overload and mental state, but also provide a comparable correlation between different speakers. As correlation is in the range from -1 to 1 one can average the values over certain groups and become so a result on how homogenous these groups are in their features. When looking at the general correlation between all speakers with the full feature set, around 0.3 of average correlation was measured. Additionally, while comparing inside the sex groups only neglectable better results of 0.31 and 0.32 for female and male speakers were achieved. This low value presents the inherent advantages of machine learning solutions which can learn which input features get weighted more. When looking at the correlation between relative and absolute value differences even lower values were measured.

As said in section 3.1 a Kruskal-Wallis calculation to search for features was used. The idea behind this is, that features which values are significant different, or which distribution suggest a different population, provide more information about the mental load, than features in roughly the same distribution. Looking at the different p-values and the amount of speakers in which they are significant different and searching for occurrences which are repeated often enough to not amount only for alpha inflation, as given by the numbers of examples. Concentrating on the top ten features as shown in Table 2 which are also the one which are most significant for more than two-third of the speakers.

Considering the different sex groups further observations are on hand. The difference between male and female speaker concerning the features is primarily given by the relative amount of speaker which have significant differences. This means that from the male speakers there is a nearly homogenous significance over all speakers, as 19 of 20 of the speakers have the same relevant features, which means 95%. On the other hand, the female speakers have much lower amount of comparable number of speakers with the same reaction with only 32 of 45 female speakers sharing the same features, which means 71%.

<table>
<thead>
<tr>
<th>Name</th>
<th>Times of Features:</th>
<th>Most/Highly/Just Significant</th>
</tr>
</thead>
<tbody>
<tr>
<td>pcm_intensity.sma.de.amean</td>
<td>50 / 55 / 59</td>
<td></td>
</tr>
<tr>
<td>pcm_loudness.sma.de.amean</td>
<td>48 / 52 / 57</td>
<td></td>
</tr>
<tr>
<td>pcm_intensity.sma.de.linregc1</td>
<td>47 / 51 / 56</td>
<td></td>
</tr>
<tr>
<td>lspFreq.sma2.range</td>
<td>47 / 53 / 56</td>
<td></td>
</tr>
<tr>
<td>lspFreq.sma1.range</td>
<td>47 / 54 / 55</td>
<td></td>
</tr>
<tr>
<td>melc.sma.de1.range</td>
<td>45 / 53 / 59</td>
<td></td>
</tr>
<tr>
<td>lspFreq.sma.de0_maxPos</td>
<td>44 / 52 / 56</td>
<td></td>
</tr>
<tr>
<td>pcm_zcr.sma.de_maxPos</td>
<td>43 / 52 / 58</td>
<td></td>
</tr>
<tr>
<td>pcm_zcr.sma.de_maxPos</td>
<td>43 / 49 / 58</td>
<td></td>
</tr>
<tr>
<td>pcm_zcr.sma.de.range</td>
<td>42 / 51 / 59</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Features sorted by the number of times they were significantly different between underload and overload stages (sma - smoothed by moving average filter, de - derivatize, a-mean - arithmetic mean of the contour, linregc1 - slope of a linear approximation of the contour, range - max-min of values, maxPos - frame position of the maximum Value, zcr - zero crossing rate)**
Looking at the correlations reduced on these top 10 features considerably better results were achieved. As shown in Table 3 around 0.87 of average correlation with better results were measured when only looking at the male speakers. Often there were correlation in excess of 0.95 for many speaker, with the most detracting groups of speakers, in the sense of the speakers with the lowest correlation, coming from the group of male speaker between 60 and 80 years, with 0.76 average and the female speakers in the range between 50 and 60 years with 0.57 average. This suggest that for speakers in this group further distinction would be needed.

4.2 Stagged Classification

For the two staged classification the first search was for a baseline solution. For this the whole feature set was taken and a support vector machine was trained to classify the utterances into the categories of mental underload and mental overload. As can be seen in Table 4 this began with an unweighted average recall (UAR) of 68.5% with a better internal recall for overload in comparison to underload of 71.9% and 65.1% respectively. This happens most likely because the users tend to speak more in the overload phase which leads to a greater set of overload utterances. The unweighted average precision (UAP) is 68.7% with roughly the same for each class (67.5% for underload and 68.7% for overload). A comparable experiment with RF brings results in the range of 74.2% UAR (with 86.2% and 62.2% each) and an UAP of 75.9% (with 71.7% and 80.1% each).

In the next step the amount of used features from the full set with 988 features were reduced to the set examined in the last section of 4.1. For this two strong diverging results were received, the SVM lost a great amount of precision and recall, while the RF method was relatively only slightly worse than the original results. Both results could be optimized by including further features as searched by their ranking, with the results for RFs were nearly on the original level during the top 20 features, while the results for SVM were rising slower.

For the test of separating the classification task the sex of the speakers were taken as an easy test criterion. The separation into this class was nearly perfect for RF methods, and considerably higher for SVMs than the detection of underload and overload, especially in view of the precision (RF with 97.2% UAR and 92.9% UAP and SVM with 86.4% UAR and 84.9% UAP) This takes the part of the first stage of this classifier.

For the next step the results for the classification tasks were examined with this resulting smaller sets. The results for the full feature set were found to be roughly in the same range as the former test, with both performing slightly better, as can be seen in Table 5.

The interesting development was with the reduced feature set. Nearly the same amount of recall and precision were reached compared to the original test with full set over all speakers when using the SVMs, both in range of 68% UAR while some precision was lost. This is strongly connected to the smaller set if male speakers, as the UAP for female Speakers lies at 62.1% and for male speakers at 58.8%. One can assume, that with a bigger training set, some
of these effects could be mitigated. For the RFs slightly better results were achieved than the reduced set for all speakers together, without reaching the effect of the full feature set.

5. CONCLUSION AND OUTLOOK

Several important steps were examined in this paper. First a measure of the general importance of one feature in relation to the amount of speakers in a group was found, as this can change according to which group of examples one uses for training and testing and should be considered for future test into the personalization of classifiers for its user. Then, that certain features prevail in their distinctiveness but not in the same way for both male and female speakers. This was partially due to their different vocal range, but also in the way the speaker reacted to certain situations. Considering Question 1, there were not only changes in the range of the features but also slight changes to the most distinct features themselves. While for Question 2, separating the set in two roughly comparable groups helped for some classifications. Based on this examination, features which proved a strong correlation for most speakers were found, even though there were always subgroups for which this was not the case. This makes the use of one general set of features which is usable for all speakers unlikely. The solution of simple adding all possible features into one classifier is dependent of the inert ability of the system to distinguish the special cases, which in turn needs a complex system as given by deep neural networks or similar computational complex systems.

As shown this must not necessarily be useful when there are relevant subgroups of instances which divert from the norm the system could otherwise solve with a miniscule subset of necessary information as shown with the result for 10 or 20 chosen features instead of all 988 features. By staging the difficult decision process into several smaller ones one can potentially replace a lot of overhead otherwise necessary. In the experiments there is a distinction between the results of the SVMs and the RFs classifier. For RF, which are already working with a kind of decision tree there was no improvement on the already very good starting results, but one could see that most information was contained in the reduced feature set. With the SVMs on the other hand one could see into the advantages of this staged approach, and while the general results were not comparable to the RF method, the improvement with the reduced feature set in the staged approach and even the full feature set showed considerable promise, especially for tasks which cannot be solved efficiently by decision trees. With the reduced amount of data necessary for the classification it is easier to employ the system on mobile applications, as asked in Question 3, as instead of one big system with a lot of data capacity, one now can use smaller steps with lower data requirements.

The research has shown promising results in the ability to retain or slightly improve the results of while reducing the amount of data, this was especially strong for methods which are not inherently based on decision trees like for example SVM. For the future we will try to improve on this by either reducing the base set further, which requires a bigger dataset as shown by the slightly worse results we got from male speakers from which we had less compared to female ones. Another aspect of research would be the intelligent clustering of our set, instead of the manual distinction as done in this experiment. With this we could circumvent possible overlaps which could otherwise occur and be more precise in finding the nonstandard cases in our examples. Otherwise we would like to extend this research on other database with similar structure.
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