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Abstract

Power line communication (PLC) is the technology in which the data signals of a communication system are transmitted through the conductors of a power delivery infrastructure. The unique environment of the PLC channels create specific challenges and requirements, which need to be modeled and analyzed properly in order to obtain a clear understanding of the communication system as well as attaining the ability to further improve the performance and reliability of the transmission. Moreover, the demand for increased data throughput as well as increased reliability and robustness of the transmission is of fundamental importance in any communication system as it is in PLC systems. In order to address these challenges and demands, the concept of multichannel PLC is studied and developed in this thesis. Multichannel PLC in this context is referred to the transmission of multiple information-carrying signals through the power line channel from one source to one destination.

We study multiple scenarios of multichannel data transmission in order to cover the diverse situations and requirements of a PLC transmission. One of the multichannel scenarios discussed in this thesis is the multiple-input multiple-output (MIMO) transmission, in which multiple data signals are transmitted via spatially separated PLC channels. Another scenario discussed in this thesis is the cooperative transmission between the source and destination of a PLC system by means of intermediate relay nodes in the network. Finally, the multiband transmission by utilizing different parts of the available PLC spectrum is studied. The core objective of this thesis is to develop and study novel algorithms and models to address the challenges and problems introduced in different scenarios of the multichannel PLC. These problems can be categorized as the channel selection problem for MIMO transmission, the relay selection problem for the cooperative communication, and the spectrum assignment problem for the multiband transmission. The basis of all these problems is a decision making problem, which can greatly influence the performance of the system.

To address these decision making problems, a powerful mathematical tool, namely the multi-armed bandit model, is used to model the different problems emerging in different scenarios of the multichannel PLC. This modeling approach is then used as a building block for developing machine learning algorithms in order to solve the aforementioned selection problems. Finally, novel machine learning algorithms are developed and their performances are analyzed and assessed. It is shown that the machine learning approach can considerably improve the performance of the multichannel PLC systems compared to the existing state of the art approaches, by enabling the selecting agent, i.e. the PLC transmitter, to perform intelligent decisions which improves the overall performance.
Zusammenfassung


Um diese Probleme lösen zu können, wird ein mathematisches Werkzeug, nämlich das mehrarmige Bandit-Modell, verwendet, um die verschiedenen Probleme zu modellieren, die sich in verschiedenen Szenarien der Mehrkanal-PLC ergeben. Dieser Modellierungsansatz wird als Baustein für die Entwicklung von maschinellem Lernalgorithmen verwendet, um die zuvor beschriebenen Auswahlprobleme zu lösen. Schließlich werden neuartige maschinelle Lernalgorithmen entwickelt und ihre Leistungen analysiert sowie bewertet. Es zeigt sich, dass der maschinelle Lernansatz die Leistungsfähigkeit der Mehrkanal-PLC-Systeme im Vergleich zu den bestehenden Ansätzen des Standes der Technik erheblich verbessern kann, indem es dem Auswahlagenter, d.h. dem PLC-Sender, ermöglicht, intelligente Entscheidungen durchzuführen, die die Gesamtleistung verbessern.
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Chapter 1

Introduction

1.1 State of the Art

The use of electrical power delivery wires to provide data transmission capabilities to power delivery networks, is known as power line communication (PLC). In a PLC system, the data signal is transmitted as a differential voltage signal between any two conductors of the power line infrastructure. This differential signal propagates through the power lines from the data source to the destination, providing a PLC communication channel which its features depend on the transmission line characteristics as well as the connected loads to the power line network.

Figure 1.1 depicts an example of a power line network with three wires denoted as Line (L), Neutral (N), and Protective Earth (PE). In this figure, three differential voltage signals, $\Delta v_{i,in}, i \in \{1, 2, 3\}$, are shown which indicate the signals which are produced between phase, neutral, and protective earth wires at the transmitter. These signals travel through the power line network and can be detected at the receiver as $\Delta v_{j,out}, j \in \{1, 2, 3\}$ signals. However, in a real PLC system, due to the Kirchhoff’s law, one of the signals are always dependent to the other two signals and hence cannot contain information. The transmitted signal is subject to channel fading, noise, and interference as well as frequency and phase offsets. The main purpose of a PLC system design is to combat these obstacles and secure a reliable communication.

![Power Line Network Diagram](image)

\textbf{Figure 1.1:} An example of PLC input and output voltage signals.
The concept of PLC is almost as old as the power delivery networks themselves. However, the amount of research in this area was relatively small until the late 1990s, when the interest in PLC research grew exponentially ever since. The wide range of applications in which PLC can prove useful and the number of associated challenges, resulted in gathering a substantial attention from the research community as well as industry in the past two decades. The PLC usage covers a wide range of applications such as in-home PLC in association with smart homes, communication in smart grids, communication in transport systems for instance in-vehicle communication, etc. The main advantages of using PLC for the aforementioned applications are twofold. Firstly, the cost of installation and infrastructures are considerably lower than other means of communication. The reason for that is the existing wires and power delivery infrastructures in most of the places where other means of communication are not available. Secondly, PLC can facilitate communication between some nodes in a network which are otherwise not connected to each other for data transmission. For instance, PLC can make communication through certain obstacles possible whereas other means of communication are proved incompetent.

Since power lines were not originally designed for data transmission, the PLC channel is proved to be a harsh environment for communication. The PLC channel is subject to frequency-selective fading, background noise, time-variant synchronous as well as asynchronous impulsive noise, and narrowband interference from other signals operating in the same frequency range as the transmitted signal. One of the major challenges in the PLC research is the appropriate modeling of the channel fading and noise of the PLC channel. The existing models for other communication media (for instance wireless communication) have proven inadequate for the PLC channel due to the unique characteristics of the PLC channel. Therefore, channel and noise modeling for PLC has attracted the attention of researchers and a few attempts have been made in this regard. Generally, the channel modeling approaches in PLC applications are either based on the transmission line theory or the multipath nature of the signal propagation in transmission lines.

Furthermore, the existence of multiple conductor in power line infrastructure gave rise to the idea of multiple-input multiple-output (MIMO) transmission in PLC. Today, different MIMO processing options, with the purpose of increasing data rates
and communication reliability, are in operation in major wireless cellular systems as well as wireless local area networks. This has been the motivation for the research in MIMO PLC with hopes of increased data rates (in case of spatial multiplexing) or improved transmission reliability (in case of spatial diversity and space-time coding). However, utilization of MIMO signal processing concepts in PLC applications is not without its own challenges. Namely, the existence of power line conductors in the vicinity of each other throughout the length of the PLC channel, results in a spatial correlation between the MIMO channels which may degrade the performance of the transmission. Moreover, other uses of multiple channel transmission such as cooperative transmission and multiband transmission has been proposed in the PLC literature. In all of these schemes the main focus of the system design is to increase the reliability and performance of the communication.

The structure of a PLC transceiver including all the higher layers of communication is illustrated in Figure 1.2 [1]. The master control unit (MCU) consists of the protocol, networking and the application layers, whereas the PLC modem consists of the physical and MAC layers. After performing appropriate signal processing, such as amplification, filtering, and digital to analog (or analog to digital) conversion, a coupling circuit is used in order to couple the data signals into the power line conductors.

1.2 Scope and Contributions of the Thesis

In this thesis, the multichannel power line communication is studied and further contributions has been made to this field. By multichannel PLC, it is implied that the communication link between the data source and destination consists of more than one unique communication channel. This is normally performed in order to introduce some notion of diversity into the communication system and through this introduced diversity, the performance and reliability of the communication link can be improved. We focus on three multichannel PLC scheme, which their descriptions follows.

- MIMO transmission: data signal as multiple data streams are transmitted simultaneously through the power line medium, constructing multiple spatially separated MIMO channels, which either results in higher data rates or increases the reliability and performance of the transmission.

- Multihop transmission: the data is transmitted from source to the destination via intermediate relay nodes, constructing multiple hops of the transmission each with its own channel properties. This relay-aided transmission provides cooperative diversity, which can in turn, increase the reliability of the channel as well as enabling the communication between long distances.

- Multiband transmission: separate parts of the spectrum are allocated for data transmission. This transmission can be simultaneous transmission in different frequency bands or use different frequency bands in different times. This may
help the communication system to avoid deep fades, narrowband interferences, tone masks, etc., which can result in increased reliability and performance.

Moreover, in order to introduce selection diversity to MIMO PLC, the problem of channel selection is studied. Similarly, in order to introduce cooperative diversity to multihop PLC transmission, the problem of relay selection is studied. Finally, in order to increase the spectral efficiency of the transmission, the problem of spectrum assignment is studied. In all of these problems, a decision has to be made at the PLC transmitter in form of a certain selection. The decision making process at the transmitter requires appropriate information about the PLC channels in order to optimize the decision. However, frequency-selective and time-variant nature of the PLC channels makes it a challenging task for the PLC transmitter to obtain channel state information for all communication links, at all time, and all frequencies. Therefore, it is a fair assumption to consider the channel state information at PLC transmitter unknown. We proposed a class of reinforcement learning algorithms which provides a strong decision making tool to the PLC transmitter. The selection policies based on these algorithms can be applied to the problems under study which enables the PLC transmitter to perform proper decisions without any prior knowledge of the channel.

A visualization of the topics covered in this thesis is depicted in Figure 1.3. A list of the contributions to the multichannel PLC research which has been presented in this thesis follows.

- The MIMO PLC system is analyzed.
- The MIMO PLC channel capacity is derived for different levels of information availability at the transmitter and the receiver.
- The problem of channel selection in MIMO PLC is analyzed.
- The problem of relay selection in cooperative PLC is analyzed.
- The problem of spectrum assignment in multiband PLC is analyzed.
- The above-mentioned problems are modeled by multi-armed bandit problem formulation.
– Reinforcement learning approach is introduced to PLC applications in order to solve the above-mentioned problems.
– Novel reinforcement learning algorithms have been designed in order to incorporate the PLC characteristics and improve the performance of the seminal algorithms.

1.3 List of Publications

The content of this thesis has been published in high quality international academic papers in the form of journal papers and conference papers. The following is a list of these publications with a reference to the part of thesis where their contents have been discussed.

1.3.1 Journal Papers

The contents of this paper can be found in Chapters 4 and 5.

The contents of this paper can be found in Chapters 4 and 5.

1.3.2 Conference Papers

Some of the contents of this paper can be found in Chapter 4.

The contents of this paper can be found in Chapters 4 and 5.

The contents of this paper can be found in Chapters 4 and 5.
1.3.3 Copyright Information

Parts of this thesis have already been published as journal articles and in conference and workshop proceedings as listed in the publication list. These parts, which are, up to minor modifications, identical with the corresponding scientific publication, are © 2012-2017 IEEE.

1.4 The Structure of the Thesis

The content of this thesis is structured in six chapters. The contributions and the simulation results are presented throughout each chapter. An overview of the contents as well as a description of the main focus, challenges, and contributions of each of the rest of the chapters chapters follows.

- Chapter 2: Power Line Communication System Model

In this chapter an overview of the PLC system model is presented. The system model presented in this chapter is used in later chapters as the ground model of the PLC system used in numerical simulations. In this chapter, the PLC
standardizations and regulations for both narrowband and broadband PLC are summarized and referenced. Moreover, the common PLC channel models are presented and discussed. Channel noise, as a significant component of the PLC channels, has been presented and for narrowband interference, background noise, as well as impulsive noise. Finally, the structure of the PLC transmitter and receiver is presented and discussed in detail. The multicarrier transmission technique of orthogonal frequency division multiplexing (OFDM), which has been accepted for PLC applications is described in this chapter as well.

- Chapter 3: MIMO PLC

In this chapter, a special multichannel PLC transmission scheme, namely the multiple-input multiple-output (MIMO) PLC transmission scheme is introduced and discussed. The utilization of MIMO transmission in PLC applications requires specific coupling methods, which are described in this chapter. Subsequently, the MIMO system model and the MIMO channel description, as well as the two most common MIMO transmission techniques, namely the spatial multiplexing and the spatial diversity, are presented. Spatial correlation in MIMO PLC systems, as a consequence of the natural characteristics of the power delivery structures, and its effect on the performance of the MIMO transmission are described as well. Finally, the Channel capacity of MIMO PLC system in all cases of the availability of the channel state information at the PLC transmitter and receiver are derived in this chapter.

- Chapter 4: Resource Allocation in Multichannel PLC

In this chapter, the problem of resource allocation in multichannel PLC is discussed. More specifically, three forms of multichannel transmission is considered: first the MIMO transmission in multiple spatial PLC channels, second the cooperative transmission in multiple PLC channels constructed by multihop relaying, and finally the multiband transmission in separate frequency bands of the PLC spectrum. Moreover, for each of the aforementioned multichannel PLC scenarios a selection problem is introduced and discussed: channel selection problem in order to acquire selection diversity for MIMO PLC transmission, relay selection problem in order to acquire cooperative diversity for multihop transmission in PLC, and finally the spectrum assignment problem in order to acquire performance improvements in multiband PLC. Finally, all these selection problems are formulated as a multi-armed bandit problem to be used in the next chapter as the building blocks of the proposed reinforcement learning algorithms.

- Chapter 5: Reinforcement Learning Applications in Multichannel PLC

In this chapter, reinforcement learning algorithms are introduced in order to solve the multi-armed bandit problems formulated in the previous chapters for the selection problems described before. More specifically, the upper-confidence bound algorithms, probability matching techniques, and greedy algorithms as the most common reinforcement learning algorithms are described and analyzed. Moreover, four new algorithms based on the existing algorithms are proposed which exploits
the PLC characteristics in order to improve the existing algorithms. Simulation results which are presented throughout this chapter demonstrates the improvement achieved by the proposed algorithms.

- **Chapter 6: Conclusion**

  Finally, this chapter concludes the thesis.
Chapter 2

System Model

2.1 Chapter Overview

The first step to understand and model any communication system, including power line communication systems, is through modeling and characterization of the channel. There is a considerable body of work in the literature for PLC channel and noise modeling, for instance in [2]–[6]. In general, PLC channels are frequency-selective, multipath propagating channels with cyclic short-term variations and abrupt long-term variations [7]. The channel noise in PLC systems, although additive, is a harsh noise which not only depends on the frequency and the time of operation, but also depends on the load impedance of the power line network. The PLC noise is normally divided into three main categories, namely colored background noise, impulsive noise (both synchronous and asynchronous to the line frequency), and narrowband interference [8], which will be discussed later on this chapter. The frequency in which the PLC systems operate can be divided into different ranges, which has been standardized by different standardization institutes as well as industry alliances. Figure 2.1 demonstrates the most common usable frequency ranges of PLC in practice. Broadband PLC utilizes the frequency band between 1.8 MHz up to 100 MHz, mediumband PLC is a new concept which operates in frequencies between 500 kHz and 1.8 Mhz, narrowband PLC utilizes the frequency ranges between 3 KHz and 500 kHz, and ultra-narrowband PLC utilizes the frequency ranges between 125 Hz and 3 kHz.

![Figure 2.1: Ultra-narrowband, narrowband and broadband frequencies of PLC.](image-url)
In this chapter, the OFDM-based PLC system model which will be used in later chapters, is presented. The PLC system model consists of the frequency specifications for OFDM transmission, channel and noise models, as well as the transmitter and receiver design. The models and system characteristics which are presented in this chapter make the basis of the contributions and simulations presented in the next chapters. The rest of the chapter is structured as follows. In Section 2.2, the spectral specifications as well as a brief review of the standardization of PLC systems, are presented. A review of the existing PLC channel modeling approaches as well as two of the most common models, namely multipath PLC channel model and PLC channel model based on the transmission line theory, are presented in Section 2.3. The noise in PLC channels and the mathematical models through which the noise is characterized will be discussed in Section 2.4. Subsequently, the transmitter and receiver structure of a PLC system based on orthogonal frequency division multiplexing (OFDM) transmission is presented in Section 2.5. Finally, Section 2.6 concludes the chapter.

### 2.2 PLC Regulations and Frequency Specifications

#### 2.2.1 Regulation Activities

The growing number of PLC applications in the past few decades, caused the emergence of a number of frequency and system specifications. The need for unified specifications which leads to a harmonic cooperation of different PLC devices, was the starting point of the PLC standardization by standards developing organizations (SDOs). These standards have adopted many of the previously existing specifications and incorporated them into new and improved standards [9]. The main concern of a PLC standardization effort is to provide the coexistence of the PLC system with other communication systems operating in the same frequency range. Furthermore, the regulations ought to limit the strength of the signals which are coupled into the power lines. Although, even with the limited signal power, electromagnetic radiation occur in the PLC systems which needs to be addressed properly. However, since the ratio of the wavelength of the PLC signal to the length of the power lines is considerably shorter in broadband PLC compared to that of the narrowband PLC, the electromagnetic radiation is more important in broadband PLC applications. Therefore, the regulation constraints are different for broadband and narrowband PLC applications. In the following, a brief summary of the existing standardization and regulations for both narrowband and broadband PLC is presented.
The standardization efforts in PLC applications have been achieved by a few industry alliances as well as standardization institutes. Among main institutes and alliances, one can name HomePlug Powerline Alliance, Powerline Related Intelligent Metering Evolution (PRIME), G3-PLC Alliance, International Telecommunication Union, Telecommunication Standardization Sector (ITU-T), and Institute of Electrical and Electronics Engineers Standards Association (IEEE-SA). The most common use of the PLC occurs in narrowband and broadband PLC regions. The mediumband of power line communication has recently gained interest after switching off of the AM radio in some parts of the world. The IEEE P1901.1 Working Group
has been established and held their first meeting in China in 2016. However, in this thesis we focus our work on narrowband and broadband PLC. Table 2.1 presents a brief overview of the time-line of the standardization process for narrowband PLC and Table 2.2 presents a brief overview of the time-line of the standardization process for broadband PLC, respectively. The regulations and standardizations of the PLC applications are aptly summarized in [15].

### 2.2.2 Narrowband Frequencies

One of the major markets for PLC equipments is Europe. European harmonized standards have been developed by recognized European SDOs. One of such standards for narrowband PLC is the European Norm (EN). EN 50065, which was first published by CENELEC\(^1\) in 1992 delivers specifications for narrowband PLC systems for home and industry automation and for utility use such as smart metering [16]. This standard issues four distinct frequency bands which are referred to as CENELEC-A (3 – 95 kHz), CENELEC-B (95 – 125 kHz), CENELEC-C (125 – 140 kHz), and CENELEC-D (140 – 148.5 kHz). Moreover, the regulations mandate certain utilizations by these frequency bands. For instance, CENELEC-A band is reserved for power utilities, whereas CENELEC-B–D bands can only be used by consumer installations. There is no harmonized standard for the frequencies between 150 kHz and 500 kHz of the narrowband PLC spectrum, however the IEEE 1901.2 standard provides guidelines for using these frequencies in Europe as well [11], which is referred to as the FCC-above-CENELEC frequency band (154.6875 – 487.5 kHz). In the US, PLC frequency bands are regulated through the FCC\(^2\). The FCC regulations allow the use of PLC applications in the frequency range of 9–490 kHz. Moreover, in Japan, the regulatory restrictions of ARIB\(^3\), permits the use of PLC applications in the frequency range of 10–450 kHz. Figure 2.2 summarizes the frequency regulations of narrowband PLC.

---

\(^1\)European committee for electrotechnical standardization.

\(^2\)Federal communications commission.

\(^3\)Association of radio industries and businesses.
2.2.3 Broadband Frequencies

The electromagnetic radiation is a bigger concern for broadband PLC, because of the higher frequencies. Therefore, the main concern of broadband regulations is to limit the electromagnetic emissions in order to prevent interferences. In Europe, the EN 50561-1 [17], has been developed to apply to in-home PLC systems operating in the 1.6–30 MHz frequency range. These regulations differentiate between a power port (only for power supply), a telecommunication port (only for communication signals), and a PLC port (for power supply as well as communication). Furthermore, power adaptation and spectrum notching is considered in order to avoid harmful interference to radio services. Further standards, namely EN 50561-2 for access networks and EN 50561-3 for frequencies above 30 MHz are under development. In the US, the 47 CFR §15 regulates the broadband PLC systems for the frequency band of 1.8–80 MHz. As is EN 50561-1, power adaptation and notching is intended for this frequency band.

2.3 PLC Channel Modeling

PLC channels are characterized as frequency-selective and time-variant with multipath propagation of the transmitted signal via transmission line conductors. The multipath fading feature of the PLC channel is due to inhomogeneities in the transmission line and the connected load impedances in the PLC network. These inconsistencies cause the signal to reflect and therefore multiple versions of the transmitted signal can be received at the receiver via multiple paths. In general, the power profile of the received signal can be obtained by convolving the power profile of the transmitted signal with the impulse response of the channel. Convolution in time domain is equivalent to multiplication in the frequency domain. Therefore, the time-variant transmitted signal $X(f, \tau)$ represented in frequency domain, after propagation through the channel becomes

$$Y(f, \tau) = H(f, \tau)X(f, \tau) + N(f, \tau),$$  \hspace{1cm} (2.1)

where $H(f, \tau)$ is the channel response, and $N(f, \tau)$ is the additive noise term. $\tau$ represents the dependency to time. The purpose of the channel modeling is to model the channel response $H(f, \tau)$ to correspond to the real scenarios. In this section, we briefly describe the different channel modeling approaches and discuss the most common channel models available in the literature, which are also used in later chapters.
2.3.1 Channel Modeling Approaches

The channel modeling approaches available in the PLC literature, can be generally divided into two main categories. The first category is the physical or bottom-up approach, which is based on the electrical properties of the transmission line and electromagnetic theory of signal propagation in transmission lines. For this approach the knowledge of the topology of PLC system is usually needed. The other category is the parametric or top-down approach in channel modeling, which is mainly based on the channel characteristics and impulse responses acquired through measurements. Both of these approaches can be further divided into two subcategories of deterministic and stochastic approaches, as illustrated in Figure 2.3.

The physical deterministic approach uses the transmission line theory to establish the channel characteristics via ABCD-parameters or S-parameters [18]. Whereas, in physical stochastic models, the channel transfer function is derived from the network topology with stochastic generation of realistic electrical elements, e.g. in...
On the other hand, in parametric deterministic channel modeling, experimental measurements are used to characterize the channel. This results in models which are closer to the realistic scenarios, however, it needs a large data base to be able to model the channel. Parametric stochastic models characterize the impulse response of the channel via the collected data. PLC channel models developed in [2] and [3] are well-known examples of this approach. Table 2.3 summarizes the different channel modeling approaches and their features, such as modeling principles, measurement requirements, and the required level of topology knowledge [21].

In the following, we present two of the most well-known channel models in PLC literature, which we use later in this thesis. Firstly, the multipath PLC channel model which is an attempt to model the PLC channel in a parametric stochastic manner, which provides a reasonable model of the real PLC channel, and is used widely among the researchers. The second model is the ABCD-parameters of the channel based on the transmission line theory, which provides a physical deterministic approach of channel modeling.

### 2.3.2 The Multipath Model

The concept of multipath signal propagation in a PLC channel was first introduced in [3]. It has been shown in [18] that wave propagation on transmission lines is very similar to the uniform plane electromagnetic waves. This means that at any point in the space, the electric and the magnetic field intensity vectors lie in a plane, and the planes at any two different points are parallel to each other. Furthermore, the electric and magnetic field vectors are perpendicular to each other and both are perpendicular to the direction of wave propagation at any point in space. Such a field structure is known as transverse electromagnetic (TEM) field structure. However, inhomogeneities in the dielectric surrounding the transmission lines, results in a quasi-TEM mode of propagation. Nevertheless, the results are almost the same and the differences are negligible [18].

We assume an indoor power line communication system with multiple branches in the power lines from the PLC transmitter to the PLC receiver. Line junctions (branches) and unmatched terminals, including the open outlets in an indoor environment, are considered as line discontinuities in the system. On a line discontinuity, the propagated signal is partially reflected toward the transmitter and partially transmitted over the discontinuity. Partial reflection and transmission can be modeled by reflection coefficient $\rho(f)$, and transmission coefficient $\Gamma(f)$, respectively. It can be shown, that these coefficients depend on the frequency, on which the signal is propagating. Figure 2.4 illustrates the signal propagation in a PLC system with one branch. All the reflected and transmitted signals, generate multiple versions of the originally transmitted signal with different attenuations and interferences. Thus, the receiver collects different versions of the transmitted signal, each one corresponding to its own propagated path. The behavior of the electromagnetic propagated wave along the transmission line can be characterized
by the complex-valued propagation constant $\gamma(f)$, which is defined as

$$\gamma(f) = \alpha(f) + j\beta(f), \quad (2.2)$$

where $\alpha(f)$ and $\beta(f)$ are the frequency dependent attenuation constant and phase constant, respectively. The attenuation constant $\alpha(f,\tau)$ in the multipath model is denoted by $\alpha_{MP}(f)$ and it is defined as

$$\alpha_{MP}(f) = a_0 + a_1f^K, \quad (2.3)$$

where $a_0$, $a_1$, and $K$ are the attenuation parameters of the transmission line and depend on the physical characteristics of the line and can be evaluated with extensive measurements. The phase constant $\beta(f)$ in the multipath model is denoted by $\beta_{MP}(f)$ and it is defined as

$$\beta_{MP}(f) = \frac{2\pi f}{\nu}, \quad (2.4)$$

where $\nu$ is the phase velocity. Therefore, the propagation constant in the multipath model can be expressed as

$$\gamma_{MP}(f) = \alpha_{MP}(f) + j\beta_{MP}(f)$$

$$= a_0 + a_1f^K + j\frac{2\pi f}{\nu}. \quad (2.5)$$

As the signal propagates through the power line conductors, at each line discontinuity, the reflected and the transmitted signal create new paths; therefore, multiple copies of the transmitted signal travel in multiple paths to the receiver. Therefore, based on (2.1) the received signal at the receiver can be modeled as [3]

$$Y(f,\tau) = H_{MP}(f,\tau)X(f,\tau) + N(f,\tau)$$

$$= \sum_{i=1}^{N_p} \left( \prod_{m=1}^{R_i} \rho_m(f) \prod_{n=1}^{T_i} \tau_n(f) \right) e^{-\gamma_{MP}(f)\ell_i} X(f,\tau) + N(f,\tau), \quad (2.6)$$

where $N_p$ is the number of paths that the transmitted signal is traveling before reaching the receiver, $R_i$ and $T_i$ are the number of reflection and transmission coefficients in the $i$th path respectively, and $\ell_i$ is the length of the $i$th path. Therefore,
the frequency response of the multipath model can be expressed as [3]

\[ H_{MP}(f, \tau) = \sum_{i=1}^{N_p} \left( \prod_{m=1}^{R_i} \rho_m(f) \prod_{n=1}^{T_i} \tau_n(f) \right) e^{-\gamma_{MP}(f)\ell_i}. \]  

(2.7)

In order to clarify the representation and divide the attenuation and delaying parts of the \( H_{MP} \), (2.7) can be re-written as

\[ H_{MP}(f, \tau) = \sum_{i=1}^{N_p} g_i \cdot e^{-(a_0+a_1 f^K)\ell_i} \cdot e^{-j2\pi f(\ell_i/\nu)} \]  

(2.8)

where \( g_i \) is the product of the reflection and transmission coefficients in and is known as the path gain, and is expressed as

\[ g_i = \prod_{m=1}^{R_i} \rho_m(f) \prod_{n=1}^{T_i} \tau_n(f). \]  

(2.9)

Since the statistical distribution of the product of a large number of uniform random variables approaches log-normality, we can model the path gain and consequently the impulse response of the channel as a complex log-normal distributed random variable [7]. The statistical properties of the channel gains are however time-variant. In particular, the average channel gains vary during transmission, which is a consequence of varying loads to the power line network.

### 2.3.3 The Transmission Line Model

Another well-known and heavily used model for PLC channels is the bottom-up deterministic approach based on the transmission line (TL) theory model. In indoor environments, the conductors which carry the power as well as the data signals are approximated to be ideal conductors and the dielectrics which contain them are approximated as uniform [18]. Therefore, the transverse electromagnetic (TEM) or quasi-TEM mode assumption is valid, and thus, the electrical quantities along the power line can be considered as scalars. The transmission line theory and the PLC channel model based on TL theory is described in [5], [6] among other resources. We briefly demonstrate the ABCD-parameter channel model based on the TL theory. In this model the power delivery cable is considered to be a series of infinitesimal parts which are connected to each other. Each part consists of resistance of the power delivery cables, conductance between different cables, capacitance between different cables, and finally self-inductance of each cable as well as mutual inductance between different cables. The resistance, conductance, capacitance and inductance parameters are called the primary parameters of the cable. These primary parameters can be expressed for each of the infinitesimal sections of the cable, as a per unit length (p.u.l) parameter.
Figure 2.5 illustrates the equivalent representation of the p.u.l. parameters of the PLC channel. In this figure, L, PE, and N represent the Line, Protective Earth and Neutral cables of the power line system, respectively. $V_1(x)$ and $V_2(x)$ are the differential voltages between the conductors which contain the data signals and the reference conductor, whereas $i_1(x)$ and $i_2(x)$ are the currents. As mentioned before, the Kirchhoff’s law prohibits the existence of more than two independent data signals when three conductors are available. The neutral conductor in the picture is considered to be the reference conductor. This has been chosen arbitrarily, and any other conductor could play the role of the reference conductor. $r$, $g$, $c$, and $l$ represent the p.u.l. resistance, conductance, capacitance, and inductance, respectively, for each conductor.

The resistance, conductance, capacitance, and inductance matrices of the whole PLC channel can be composed from the p.u.l elements as

$$
R = \begin{bmatrix}
    r_0 & 0 & 0 \\
    0 & r_1 & 0 \\
    0 & 0 & r_2
\end{bmatrix}, \\
G = \begin{bmatrix}
    0 & g_1 & g_2 \\
    g_1 & 0 & g_m \\
    g_2 & g_m & 0
\end{bmatrix}, \\
C = \begin{bmatrix}
    0 & c_1 & c_2 \\
    c_1 & 0 & c_m \\
    c_2 & c_m & 0
\end{bmatrix}, \\
L = \begin{bmatrix}
    0 & 0 & 0 \\
    0 & l_1 & l_m \\
    0 & l_m & l_2
\end{bmatrix}
$$

(2.10)

where each element of the matrix is the self or mutual parameter between different conductors. Indexes are 0 for reference conductor, 1 and 2 for the two data carrying conductors, and $m$ for the mutual parameter between the conductors. From the cable parameter matrices, two important characteristics of the PLC channel can be derived, namely the characteristic impedance of the line and the propagation constant.

The characteristic impedance, $Z_0$, of a uniform transmission line is the ratio of the amplitudes of voltage and current of a single wave propagating along the line; and can be calculated as

$$
Z_0 = \sqrt{\frac{R + j2\pi fL}{G + j2\pi fC}}.
$$

(2.11)
The propagation constant, \( \gamma \) of the \((2.2)\), which describes the behavior of the electromagnetic wave along a transmission line, can be calculated as

\[
\gamma_{TL} = \sqrt{(R + j2\pi fL)(G + j2\pi fC)}.
\] (2.12)

We use the above-mentioned parameters of the transmission line to derive a PLC channel model, which is based on the ABCD-parameters of the transmission line. We are able to model each two nodes of the PLC system with input and output voltages \( V_i(f) \) and \( V_j(f) \), respectively, and corresponding currents \( I_i(f) \) and \( I_j(f) \), with ABCD-parameters as follows [22], [23]. Note that both voltages and currents are frequency dependent.

\[
\begin{bmatrix}
V_i(f) \\
I_i(f)
\end{bmatrix}
= \begin{bmatrix}
A(f) & B(f) \\
C(f) & D(f)
\end{bmatrix}
\begin{bmatrix}
V_j(f) \\
I_j(f)
\end{bmatrix},
\] (2.13)

The corresponding transfer function between these two nodes can be derived as

\[
H_{TL}(f) \triangleq \frac{V_j(f)}{V_i(f)} = \frac{Z_j(f)}{A(f)Z_j(f) + B(f)},
\] (2.14)

where \( Z_j(f) = V_j(f)/I_j(f) \) is the impedance of node \( j \).

The ABCD-parameters or transmission line parameters depend on the power line characteristics as well as the length \( \ell \) of the transmission line, and can be calculated as

\[
\begin{bmatrix}
A(f) & B(f) \\
C(f) & D(f)
\end{bmatrix}
= \begin{bmatrix}
\cosh(\gamma_{TL}\ell) & Z_0\sinh(\gamma_{TL}\ell) \\
\frac{1}{Z_0}\sinh(\gamma_{TL}\ell) & \cosh(\gamma_{TL}\ell)
\end{bmatrix},
\] (2.15)

where \( Z_0 \) is the characteristic impedance of the transmission line per unit length as described in (2.11), and \( \gamma \) is the propagation constant as described in (2.12).

The primary cable parameters depend on the physical cable characteristics, and are derived for a PLC channel in [24].

### 2.3.4 State of the Art in Channel Modeling

In addition to the two fundamental approaches to PLC channel modeling described above, namely the multipath model and the transmission line model, there exists numerous efforts in the literature in order to accurately model the PLC channels in different scenarios. These models can be categorized as Low Voltage (LV, 230/400 V), Medium Voltage (MV, between 1 and 35 kV), and High Voltage (HV, 110 kV and above) channel models. In the following we briefly describe the state of the art in LV, MV, and HV channel modelings.

The LV channel models are used for the access domain, which indicates the low voltage power distribution grid between the transformer stations and home connections, as well as the in-home communications. The echo-based channel model is developed for outdoor LV channels and verified in numerous applications [3], [25], [26]. This model is similar to the multipath model and is based on the reflections in
power supply networks, which causes the transmitted signal to travel different paths with different delays. For indoor LV channels different models have been proposed. The most important feature of the indoor LV channel is the strong sensitivity in frequency domain due to the impedance mismatch problems and their time variation. A deterministic bottom-up approach has been introduced in [27] and [28], which presents a model based on the transmission line model in terms of cascaded two-port networks. Another bottom-up approach is the statistical models, which define the channel parameters from the physical network features [19], [20], [29]–[31]. Other proposed models for the indoor channel adopt a top-down approach, which use measurement campaigns in order to model the channel in such way, that it corresponds to the real measurements [2], [32]–[36].

The MV channel models are used for the part of the power line, which connects the distribution substations that terminate the HV transmission network to the LV distribution transformers. The channel impairments encountered in MV lines are usually intermediate between those impairments encountered in LV and HV lines. Measurement-based characterization of the MV channels is done in two different levels: the component level and the network level. Component-level characterization generally takes place in a test lab [37], [38], while the network-level characterization generally takes place in a real MV distribution network [39]–[42]. Another approach for MV channel modeling is the theory-based characterization. In [43] the authors obtained a solution for single wire PLC and the case of multiwire was solved in [44] and [45]. In [46] this model was combined by the network topology in order to accurately predict the channel response. The HV channel models are used for the part of the power line between the generating power plants and the remote electrical substations. Some efforts for HV channel modeling can be found in [47]–[50]. Table 2.4 summarizes the state of the art in PLC channel modeling.

### 2.4 PLC Noise Modeling

#### 2.4.1 Overview of PLC Noise

The PLC channel suffers from various types of noise and interference. Since power lines were not originally manufactured for the purpose of data transmission, admittedly, the noise which is available in the PLC channel is relatively harsh and needs to be properly modeled in order to provide a realistic understanding of the PLC system. The works dealing with noise characterization and modeling of PLC channels can be found extensively in the PLC literature, for instance in [51]–[55]. Generally, there are three kinds of noise in a PLC channel, which are described as follows.

1. White or colored background noise with a relatively low power spectral density (PSD), which is caused by summation of numerous noise sources of low power,
2. Narrow band interference, mostly amplitude modulated sinusoidal signals caused by other sources operating on the same frequencies,
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3. Impulsive noise which can be either asynchronous or synchronous to the mains frequency, which is mostly caused by switched-mode power supplies.

Figure 2.6 illustrates the three kinds of PLC noise. All three kinds of noise are additive, which means they are added to the transmitted signal. In the following, we briefly demonstrate the modeling approaches for each kind of PLC noise.
2.4.2 Background Noise

The term background noise is given to a range of usually relatively low energy noise which is present in the PLC system at all times. The source of this noise can vary based on the environmental factors such as thermal noise of the system, but mostly it is due to the contribution of multiple noise sources of unknown origin. Some of them can be located even outside the considered premises and are coupled via radiation or via conduction [51].

The background noise consists of three main parts, which can be categorized as

1. Time-invariant continuous noise, which has a constant envelope for a long period of time, and its power is constant in all frequencies;
2. Time-variant continuous noise, which has an envelope that changes synchronously to the absolute voltage of the line, and its power is constant in all frequencies;
3. Colored noise, which has larger power in lower frequency regions.

The background noise with constant power in all frequencies is usually modeled as an additive white Gaussian noise (AWGN) process. This model is additive, that is, it is added to the signal, as well as it is white, that is, it has uniform power across the frequency band of the PLC system. The probability distribution of this noise in time domain is normal or Gaussian distribution. Let us denote the AWGN component of the PLC noise $N(f, \tau)$ in (2.1) as $N_{AWGN}$. The probability density function of $N_{AWGN}$ can then be expressed as

$$f_{AWGN}(x) = \frac{1}{\sigma_{AWGN}\sqrt{2\pi}} \exp \left( -\frac{(x - \mu_{AWGN})^2}{2\sigma_{AWGN}^2} \right),$$

where $\mu_{AWGN}$ is the mean value and $\sigma_{AWGN}$ is the standard deviation of the AWGN process. An exemplary sample values of PLC background noise with $\mu_x = 0$ and $\sigma^2 = 4$, and the corresponding probability density function is depicted in Figure 2.7.

The colored noise has larger power in lower frequency regions and hence cannot be modeled by an AWGN process. The larger power in lower frequency regions is due to the larger attenuation in higher frequencies of the propagation between each noise source and a receiver. Moreover, many noise sources have more power in lower frequency regions. This noise is usually modeled by pink noise process. The PSD of an exemplary white and an exemplary pink noise is illustrated in Figure 2.8.

2.4.3 Narrowband Interference

The narrowband interference in PLC channels is mostly formed by sinusoidal or modulated signals with different origins such as broadcast stations, disturbances caused by electrical appliances with a transmitter or a receiver, etc. The intensity of this noise usually varies by the time of the day and the environment in which the PLC system is operating. Let us denote the narrowband interference component of
Figure 2.7: Noise samples and the probability density function of PLC background noise.

Figure 2.8: Power spectral density of exemplary white and colored (pink) background noise.
the PLC noise $N(f, \tau)$ in (2.1) as $N_{NB}$. Then, $N_{NB}$ can be modeled as a modulated sinusoidal signal with interference frequency $f_{NB}$ which can be expressed as

$$N_{NB} = A_{NB} \cos(2\pi f_{NB}t + \phi_{NB}),$$

(2.17)

where $A_{NB}$ is the amplitude of the narrowband interference and $\phi_{NB}$ is the phase. Narrowband interference can cause degradation in the performance of the PLC and is usually considered as a serious problem for data transmission. Coding techniques as well as proper notching of the frequency spectrum of PLC can help to mitigate the narrowband interference.

### 2.4.4 Impulsive Noise

The PLC channel suffers from a class of noise known as the impulsive noise. This kind of noise has a relative high amplitude but occurs in a very short period of time. Generally there are three kinds of impulsive noise available in the PLC channel [56]:

1. Periodic impulsive noise synchronous with the mains: It is a cyclostationary noise, synchronous with the mains and with a frequency of 50 Hz in Europe.

2. Periodic impulsive noise asynchronous with the mains: This noise although periodic, does not show synchronization behavior with the frequency of the mains.

3. Asynchronous impulsive noise: This noise has an unpredictable nature, with no regular occurrence and is mainly due to transients caused by the connection and disconnection of electrical devices.

The impulsive noise and its behavior can be expressed in closed-form equations. One of the most utilized models for impulsive noise is the Middleton’s model developed for the electromagnetic interference in communication channels [57]. Three general classes of interference is categorized by Middleton which the first class i.e. class A is often used to model the impulsive interference and shows characteristics which is close to that of a real PLC channel. The Middleton class A model is described by its amplitude probability density function which is defined as

$$f_{IN}(x) = e^{-A} \sum_{m=0}^{\infty} \frac{A^m}{m! \sqrt{2\pi \sigma_{IN}^2}} \exp \left( -\frac{x^2}{2\sigma_{IN}^2} \right),$$

(2.18)

where $A$ is the impulsive index which is the product of the average number of impulses per unit time and the mean duration of the emitted impulses and $\sigma_{IN}^2$ is the noise variance and is defined as

$$\sigma_{IN}^2 = (\sigma_G^2 + \sigma_I^2) \frac{m/A + \Gamma}{1 + \Gamma},$$

(2.19)

where $\sigma_G^2$ and $\sigma_I^2$ are the Gaussian and impulsive variance respectively and $\Gamma = \sigma_G^2/\sigma_I^2$ is the Gaussian to impulsive noise power ratio.
Middleton’s description of impulsive noise models the impulses from different interference sources as Poisson distributed random variables. It is noteworthy that (2.18) includes both the impacts of impulsive noise as well as the thermal noise in the communication system. The parameters $A$ and $\Gamma$ define the extent of impulsive noise in the system. For a small $A$ (close to zero), the probability density function becomes very close to a Gaussian distribution and impulsive noise has a very low impact. Moreover, for $A$ and $\Gamma$ close to one the probability density function is very impulsive and the impulsive noise has a great impact on the communication system [58].

The Middleton class A interference channel can also be interpreted as a stationary two-state model, with infinite number of memoryless channels with common input and output alphabets [7]. The channel is considered to be either in state $s_0$ or $s_1$ with corresponding variances $\sigma_0^2$ and $\sigma_1^2$. The variance of the two states can be calculated by (2.19) as

$$\sigma_0^2 = \sigma_G^2,$$
$$\sigma_1^2 = \sigma_G^2 + \frac{\sigma_I^2}{A}. \tag{2.20b}$$

The two-state representation of the channel is demonstrated in Figure 2.9. In a channel with infinite states the probability $\pi_m$ of each state can be written as

$$\pi_m = e^{-A} \cdot \frac{A^m}{m!}, m \geq 0. \tag{2.21}$$

In a two-state channel, the probability of each state can be normalized by the factor of $e^{-A}(1 + A)$ resulting in the two probabilities as

$$\pi_0 = \frac{1}{1 + A} = \frac{1 - A}{1 - A^2} = 1 - A \tag{2.22a}$$
$$\pi_1 = \frac{A}{1 + A} = \frac{A - A^2}{1 - A^2} = A, \tag{2.22b}$$

where the approximation has been made due to the fact that $A^2 \ll 1$ and $A^2 \ll A$. Therefore, for each symbol there is a probability of being in either of two states with different variances, where the first state is purely Gaussian and the second state is a combination of Gaussian noise and impulsive noise.

Moreover, the periodic impulsive noise which is synchronous to the mains is considered to be a cyclostationary process and the periodic instantaneous noise power is derived in [59] as

$$\sigma_N^2(t) = \sum_{l=0}^{L-1} A_l \left| \sin \left( \frac{2\pi t}{T_{AC}} + \theta_l \right) \right|^n_l, \tag{2.23}$$

where $L$ represents the number of noise classes (for narrowband PLC, $L = 3$ [59]), $A_l$, $\theta_l$, and $n_l$ are different characteristic parameters of the $l$-th noise class, and
Figure 2.9: A two-state Markov chain demonstration of Middleton class A model

Figure 2.10: Periodic impulsive noise synchronous with the mains in time domain.

$T_{AC}$ is the period of the mains voltage. Figure 2.10 illustrates the simulated PLC cyclostationary noise in time domain. The periodic nature of the noise can be clearly seen in this figure.

2.4.5 State of the Art in Noise Modeling

There is a body of work available in the PLC literature, which aims at modeling the PLC noise in different environment and scenarios. In this section, we briefly describe the different approached in PLC noise modeling. There are two main approaches in PLC noise modeling, which are referred to as the statistical-physical and the empirical noise modeling approaches. The statistical-physical modeling approach utilizes the physical characteristics of the PLC channel in order to derive the statistics of the interference at the receiver. The Middleton Class A model [57], [60], as described above, is a common statistical-physical model of the PLC noise. In [61] the authors have derived a canonical statistical-physical model of the instantaneous statistics of asynchronous noise based on the physical properties of the PLC network. A statistical PLC noise model suitable for low voltage networks has been derived in [62].

Empirical noise modeling approach, on the other hand, uses the collected noise data from field measurements in order to propose models that match the characteristics
exhibited by the collected data. The PLC noise parameters have been experimentally investigated in [54], [63]–[65]. In [66] and [67] the authors fit the collected noise data to the Middleton Class A statistical model.

### 2.5 PLC Transmitter and Receiver

#### 2.5.1 Physical Layer Overview

The transmitter and receiver structure of the physical (PHY) layer of a PLC system is standardized by several standardization entities such as IEEE [11] and ITU-T [13] among others. The main objective of such standardizations is to establish a secure and reliable communication between nodes of a PLC network. Generally, the transmitter is composed of a scrambler followed by an error-correction encoder module, followed by an interleaver, followed by a modulation mapper and finally an OFDM modulator module. The generated signal then, after applying appropriate transmit filter, is transmitted through the PLC channel. The block diagram of a PLC transmitter is illustrated in Figure 2.11. In this figure, the encoder module consists of three error-correction encoders, namely Reed-Solomon encoder, convolutional encoder and repetition encoder. The received signal from the PLC channel, is processed by the PLC receiver. The receiver of the PLC system is the corresponding component for each module of the transmitter in reverse order. Therefore, the receiver consists of an OFDM demodulator, followed by a demodulation module, followed by a deinterleaver, followed by a decoder module, and finally a descrambler. In the following, the design of the important parts of the PLC transmitter, as well as some simulation results are presented. In the rest of the thesis, the structure of the transmitter and receiver which is presented in this section, is used as the basis of our simulation results.

![Figure 2.11: Block diagram of the PHY layer transmitter of a PLC system.](image)

#### 2.5.2 Modulation and Coding

With the help of modulation and coding design for PLC systems, a simple and robust communication system is achieved. Since the channel conditions are usually not known at the receiver, sophisticated demodulator features cannot be used effectively at the PLC receiver. The modulation and coding of the PLC system is
usually designed to comply with the local regulations, such as CENELEC, FCC, etc. Spread-frequency shift keying (S-FSK) as introduced by Shaub [68], is one of the robust modulations which has been used for PLC applications. Moreover, modulation schemes such as binary phase shift keying (BPSK) and differential BPSK can be used as well. Higher orders of phase shift keying (PSK), such as quadrature PSK (QPSK), 8-PSK, and their differential modes are also possible. The choice of the modulation scheme is based on the characterization of the channel and the quality of service (QoS) requirements. The differential mode, makes the design and implementation of the detector easier, since in the differential mode, the phase synchronization is not necessary and each symbol has a phase which only depends on the phase of the previous symbol. The coherent mode of modulation is also supported by the standards but the differential mode is used more commonly due to its simpler implementation in the system.

The constellation diagram of the received PLC signal with modulation schemes of BPSK, QPSK, and 8-PSK are illustrated in Figure 2.12. It can be seen in this Figure that the distance between different received signals with 8-PSK modulation is smaller than that of BPSK/QPSK modulations, which results in a higher probability of error. However, since three bits are modulated as an 8-PSK symbol, two bits are modulated as a QAM symbol, and one bit is modulated as a BPSK symbol, the throughput which is achieved by the 8-PSK modulation is higher. Therefore, a trade-off between the data throughput and the BER performance of the communication system is to be considered, where achieving higher data throughputs results in a higher BER and consequently a lower performance. As a result, the transmitter can decide the modulation scheme based on the requirements of the transmission and the channel conditions.

Error correcting codes play an important role in communication systems with severe channel error conditions. The combination of modulation and coding provides a robust transmission scheme for data transmission in PLC channels. The PLC encoder module consists of a block of concatenated codes made of Reed-Solomon encoder and convolutional encoder, followed by an optional repetition encoder. The repetition encoder can secure a more reliable communication at the cost of lower
data throughput, since the repetition coding divides the data rate by a factor equal to the spreading factor of the encoder. Therefore, the repetition encoder is only used as an optional feature in severe situations and low signal to noise ratios.

2.5.3 OFDM

Multicarrier transmission is a commonly used communication technology, which achieves high rates by transmitting a set of parallel signals at low symbol rates [69]. Multicarrier transmission is able to achieve channel capacity through optimally allocating the available transmission power among subcarriers by means of the water-filling algorithm [70]. Multicarrier transmission can be implemented in different ways, such as vector coding [71], or orthogonal frequency division multiplexing (OFDM) [72]. These techniques are based on the same premise, which is dividing a wide channel into multiple parallel narrowband channels by means of orthogonal channel partitions. In the PLC systems, OFDM modulation and demodulation is applied in order to encode orthogonal signals of digital data in multiple subcarriers to be transmitted with different frequencies through the PLC channel. The combination of advanced channel coding techniques with OFDM modulation facilitates a very robust communication over the power line channel. The data signals before being modulated by the OFDM modulator are orthogonal to each other. This orthogonality prevents interference between subcarriers and facilitates the transmission of subcarriers at the same time.

Let us assume that the available PLC bandwidth is divided by \( N \) subcarriers with the same distance in the frequency from each other. We can denote the time-domain transmit signal in complex baseband as [73]

\[
s(t) = \frac{1}{\sqrt{N}} \sum_{k} \sum_{n=0}^{N-1} a_n[k] g_n(t - kT_u),
\]

(2.24)

where \( k \) is the time index, \( a_n[k] \) is the \( k \)-th data symbol of the \( n \)-th subcarrier, \( T_u = NT \) is the OFDM symbol duration, and \( g_n(t) \) is the pulse shaping function of the \( n \)-th subcarrier, which in OFDM modulation is defined as

\[
g_n(t) = \text{rect} \left( \frac{t}{T_u} - 0.5 \right) \exp(j2\pi f_n t),
\]

(2.25)

where \( f_n = n/T_u \) is the center frequency of the \( n \)-th subcarrier. The exponential term in (2.25) corresponds to a shift of \( f_n \) is frequency domain. Therefore, the subcarrier spacing in frequency domain is \( 1/T_u \).

Every two subcarriers are said to be orthogonal. The orthogonality of subcarriers \( i \) and \( j \) is defined as [73]

\[
\frac{1}{T_u} \int_{0}^{T_u} g_i(t) g_j^*(t) dt = \begin{cases} 
1 & i = j, \\
0 & i \neq j.
\end{cases}
\]

(2.26)
Because of this orthogonality, the received data can be separated with a matched filter. Let us denote the received signal from the PLC channel as $r(t)$. Then, the output of the matched filter can be expressed as

$$y_n(t) = \frac{1}{T_u} \int_{-\infty}^{\infty} r(\tau) g_n^*(t - \tau) d\tau.$$  \hspace{1cm} (2.27)

After sampling at $t = (k + 1)T_u$, (2.28) becomes

$$y_n[k] = \frac{1}{T_u} \int_{kT_u}^{(k+1)T_u} r(\tau) \exp(-j2\pi(n/T_u)\tau) d\tau.$$ \hspace{1cm} (2.28)

Because of the orthogonality between the subcarriers, no inter-symbol interference (ISI) is observed and the transmission can be regarded as $N$ parallel transmissions.

The power spectral density of an OFDM transmit signal is the sum of the power spectral densities of each subcarrier. Therefore, the overall power spectral density can be expressed as [73]

$$P(f) = \sum_{n=0}^{N-1} |G(f - f_n)|^2,$$ \hspace{1cm} (2.29)

where $G(f)$ is the Fourier transform of the rect function in (2.25). (2.29) can be further calculated as

$$P(f) = \sum_{n=0}^{N-1} \sin^2\left(\frac{\pi(f - f_n)T_u}{(\pi(f - f_n)T_u)^2}\right).$$ \hspace{1cm} (2.30)

Figure 2.13 illustrates the simulated power spectral density of a transmitted PLC signal in FCC-above-CENELEC frequency band with QPSK modulation, as an example. For the simulations, the frequency regulations of the IEEE 1901.2 standard for narrowband PLC has been applied and the FCC-above-CENELEC frequency band is chosen for data transmission. According to this standard, the FCC-above-CENELEC operating band consists of 72 used subcarriers with a total amount of 256 subcarriers. The frequency specifications as well as the OFDM parameters of the used spectrum in this example is listed in Table 2.5.

The so-called side-lobes in Figure 2.13 are unwanted and are referred to as out of band radiation. This radiation can be reduced by proper windowing at the transmitter. The window function is applied to each OFDM symbol separately. This function can be chosen freely based on the out-of-band emission requirements. Figure 2.14 illustrates the application of a raised-cosine window (also known as the Hann window) to one OFDM symbol. Let us assume $N_t = N_{CP} + M$. The raised-cosine window is then defined as

$$w[n] = \begin{cases} 0.5 \left(1 - \cos\left(\frac{\pi n}{N_w}\right)\right) & 0 \leq n \leq N_w \\ 1 & N_w + 1 \leq n \leq N_t - N_w - 1 \\ 0.5 \left(1 - \cos\left(\frac{\pi(n-N_t)}{N_w}\right)\right) & N_t - N - w \leq n \leq N_t - 1 \end{cases}$$ \hspace{1cm} (2.31)
Figure 2.13: Spectrum of a transmitted PLC signal based on the specifications of Table 2.5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>First subcarrier</td>
<td>154.6875 kHz</td>
</tr>
<tr>
<td>Last subcarrier</td>
<td>487.5 kHz</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>72</td>
</tr>
<tr>
<td>Inter-carrier spacing</td>
<td>4.6875 kHz</td>
</tr>
<tr>
<td>FFT-length</td>
<td>256</td>
</tr>
<tr>
<td>Number of cyclic prefix</td>
<td>30</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>1.2 Mhz</td>
</tr>
<tr>
<td>$N_w$</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2.5: An example of the OFDM parameters of a narrowband PLC system based on the IEEE 1901.2 standard.

Furthermore, it has been shown that the OFDM transmit signal of (2.24) can be produced with inverse discrete Fourier transform (IDFT), and (2.28) at the receiver can be realized by a discrete Fourier transform (DFT). IDFT and DFT can be implemented by inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT), respectively, which have a considerably faster performance.

2.6 Chapter Conclusion

In this chapter, an overview of the PLC system and channel model has been presented. The PLC regulations and frequency specifications has been discussed for
both narrowband and broadband PLC. In later chapters, both of the narrowband and broadband PLC and their corresponding frequency specifications are used for different multichannel transmission scenarios. Two of the most common channel models for PLC, namely the multipath PLC channel model and the channel model based on the transmission line theory, has been discussed in this chapter, which makes the basis of the channel models used in later chapters of the thesis. Moreover, the PLC channel noise and its models were introduced in this chapter. A complete PLC transmitter and receiver model has been presented and different parts of it has been discussed, which will be the basis of the system model for the simulations presented in later chapters of this thesis.
Chapter 3

MIMO PLC

3.1 Chapter Overview

Electric power lines normally consist of multiple conductors. In an in-home environment with one-phase power delivery structure, there are three conductors available, namely Line (L), Neutral (N), and Protective Earth (PE). Moreover, in a multi-phase power delivery structure, the number of phases in the system is more than one. The conventional PLC system, uses the phase and neutral conductors in order to construct a differential voltage between them to utilize for the purpose of data transmission. However, the existence of multiple conductors in power line infrastructures, gives rise to the idea of multiple spatial transmission channels. Therefore, multiple differential data signals between multiple conductors can be constructed, which can transmit several data signals at the same time. However, due to the Kirchhoff’s law, with $N+1$ conductors, only $N$ independent data signals can be constructed and transmitted at the same time. The availability of multiple transmission channels, enables the use of multiple-input multiple-output (MIMO) transmission in broadband PLC.

MIMO transmission has been heavily investigated in wireless communications literature and has shown significant performance improvement and increased data throughputs [74], [75]. These results encouraged researchers to investigate the benefits of MIMO transmission in the field of PLC as well. The first large scale public measurement results on MIMO power line channel and noise characteristics was published in 2008 [76]. MIMO PLC has been introduced in [77], and has been further investigated in numerous publications such as [76], [78]–[82] to name a few. The efforts in MIMO channel modeling and system analysis in the PLC literature, have been aptly summarized in [21]. It has been shown in these literatures, that MIMO PLC is capable of increasing the throughput of the transmission or improving the reliability and performance of the transmission. These, can be achieved by two separate methods:
1. Spatial multiplexing, which is a transmission technique to transmit independent and separately encoded data signals, through each of the MIMO PLC channels. Therefore, the space dimension is reused, and hence the throughput is increased.

2. Spatial diversity, which is a transmission technique to transmit multiple, redundant copies of the data signal, through each of the MIMO PLC channels. Therefore, the reliability of the transmission is increased which results in a better performance.

However, MIMO PLC is not without its challenges. Particularly, the capacitive and inductive coupling between the power line conductors would result in a spatial correlation between the MIMO channels, which in turn, would degrade the performance of the transmission. Another challenging aspect of the MIMO PLC is the derivation of the channel capacity in the presence of the impulsive noise which will be addressed later in this chapter.

In this chapter, MIMO PLC system and its challenges are analyzed and discussed. The rest of the chapter is organized as follows. Section 3.2 describes the coupling methods which enables the power line system to utilize MIMO transmission are described. The system model of a MIMO PLC transmission is described and analyzed in Section 3.3. Spatial correlation in MIMO PLC systems and its effect on the performance of the data transmission are described in 3.4. In Section 3.5 the capacity of a MIMO PLC system modem different levels of information availability at the PLC transmitter and receiver is derived. Finally, Section 3.6 concludes the chapter.

![Figure 3.1: Delta-style coupling method.](image)

### 3.2 MIMO PLC Coupling Methods

Before describing a MIMO PLC transmission, it is important to describe the MIMO PLC coupling methods. The idea of MIMO transmission is to transmit high frequency data signals over power-carrying transmission lines, which were originally
designed for electricity transmission at low frequencies. For this reason, couplers are used to connect the communication equipments to the power grid. Generally, there are two types of couplers: inductive and capacitive. Inductive couplers guarantee a balance between the lines, whereas capacitive couplers often introduce asymmetries due to component manufacturing tolerances [21]. PLC couplers designed for high voltage (HV, 110 kV to 380 kV) and medium voltage (MV, 10 kV to 30 kV) can be found in [83]. PLC couplers designed for low voltage (LV, 110 V to 400 V) single-input single-output (SISO) transmission can be found in [84]. In the following, we describe the MIMO couplers for LV PLC applications.

Figure 3.2: T-style coupling method.

In order to avoid the radiated emission in PLC transmission, the coupler design is preferred to be as symmetric as possible. This way, 180 degrees out of phase electric fields are generated that neutralize each other, resulting in reduced emission. This desired symmetrical way of propagation is also known as differential mode (DM). In case of asymmetries, some part of the injected signal turns into a current mode (CM) signal. Normally, the devices connected to the power line network are also able to produce asymmetries in the system [85].

Figure 3.1 illustrates the internal design of a delta-style coupler [86]. This design is also known as transversal probe. In delta-style design, the phase, neutral and protective Earth conductors at the location of signal injection are connected to each other by means of electrical baluns, which forms a triangle. The data signals are injected separately by means of additional baluns coupled with the other baluns, which are denoted by $D_1$, $D_2$, and $D_3$ in Figure 3.1. However, the sum of the three injected voltages is zero and therefore, only two of them can be independent.

Figure 3.2 illustrates the internal design of a T-style coupler [87]. In this design, phase, neutral, and protective Earth conductors are each connected to one end of a balun, whereas the other end of the baluns are connected to each other at one point. Two data signals are injected in a T-style coupler: one coupled with the baluns of the phase and neutral conductors, and the second one coupled to the balun of the protective Earth conductor. These injected signals are denoted by $T_1$ and $T_2$ in Figure 3.2.

Finally, the star-style coupler is illustrated in Figure 3.3 [86]. In this coupler design, the injected signals are coupled to inter-connected baluns in the form of a star.
These data signals are denoted by $S_1$, $S_2$, and $S_3$ in Figure 3.3. Furthermore, those baluns are each connected to the phase, neutral, and protective Earth conductors, which together make a common mode signal, denoted by $S_4$ in Figure 3.3. The star-style coupling is normally used at the receiver of a PLC transmission system. Further details on the coupling methods and their advantages and disadvantages are presented in [88].

3.3 MIMO Transmission

3.3.1 MIMO System Model

MIMO transmission exploits the spatial diversity in order to improve the performance of the communication system, or rather improves the data rate with respect to conventional SISO transmission. In wireless communication, MIMO is enabled by the use of multiple antennas at both transmitter and receiver. MIMO can be also applied to PLC. Figure 3.4 illustrates a three wire installation of a PLC system as well as the transmitted or received data signals which are represented as differential voltages. A data signal can be constructed as the differential voltage values between two of the three available conductors with one of the conductors as a voltage reference. Therefore, with three conductors, three differential voltages of $\Delta v_1$, $\Delta v_2$, and $\Delta v_3$ can be produced, which are the differential voltages between phase and neutral, neutral and protective Earth, and phase and protective Earth, respectively. However, due to the Kirchhoff’s law, only two of these three signals can be independent from each other and carry information data and the third one depends on the other two and cannot carry independent information.

MIMO PLC was first proposed to be used for multiple phase installations [89]. In this case, multiple channels were established between two uncoupled line wires and therefore the transmitter and the receiver must have access to all the three phase wires. Later, the use of MIMO PLC has been extended to one-phase installations,
Figure 3.4: Three differential voltages of PLC constructing three different signals.

where the multiple channels were established between line, neutral, and protective earth wires. The latter is the basis of the MIMO system model in this thesis. In a one-phase power line installation, at the PLC transmitter, three transmit signals can be generated between the three available power line wires. However, at the PLC receiver, four receive signals can be received, with the fourth signal being the common mode (CM) signal between all the power line wires.

As an example of a MIMO PLC transmission, let us assume two transmit signals at the PLC transmitter and two received signals at the PLC receiver, which constructs a $2 \times 2$ MIMO transmission system. Figure 3.5 illustrates a MIMO PLC system model with two transmit signals as well as two received signals, constructing four MIMO transmission channels, where $\Delta v_{i,T_x}$ and $\Delta v_{i,R_x}$ are the differential voltages at the transmitter and at the receiver, respectively. The four MIMO channels $h_{11}$, $h_{12}$, $h_{21}$, and $h_{22}$ match each transmitter port to the corresponding receiver port.

![Figure 3.5: A MIMO PLC channel with two transmitters and two receivers.](image)

In a general sense, let us assume a MIMO PLC system with $n_T$ differential transmit signals and $n_R$ differential received signals. Due to electromagnetic coupling between adjacent wires in a power line infrastructure, the transmitted signal from any of the signal feeds can be received and detected to different extents in all of the reception signal ports. Therefore, the $i$-th received signal from the $i$-th port at the receiver, when $i \in \{0, 1, \cdots, n_R - 1\}$, is the summation of all the transmitted signals with different weights and can be represented as

$$y_i(t) = \sum_{j=1}^{n_T} h_{ij}(t)x_j(t) + n_i(t),$$  \hspace{1cm} (3.1)

where $h_{ij}(t)$ is the channel gain from the $i$-th received signal and the $j$th transmitted signal, $x_j(t)$ is the $j$-th transmitted signal from the $j$-th port at the transmitter,
when \( j \in \{0, 1, \cdots, n_T - 1\} \), and \( n_i(t) \) is the channel noise corresponding to the \( i \)th received signal.

In order to be able to demonstrate all the received signals, transmitted signals, channel gains, and noise terms as one equation, the matrix format representation of the MIMO system can be used which is shown below (time index is omitted due to readability)

\[
Y = HX + N
\]  

(3.2)

where \( Y \in \mathbb{C}^{n_R \times 1} \) is the vertical vector of received signals, \( H \in \mathbb{C}^{n_R \times n_T} \) is the channel gain matrix, \( X \in \mathbb{C}^{n_T \times 1} \) is the vertical vector of transmitted signals and \( N \in \mathbb{C}^{n_R \times 1} \) is the vertical vector of received noise. The channel matrix \( H \) is deterministic and assumed to be constant at all times. The system model of such a MIMO system can be expressed as

\[
\begin{bmatrix}
y_1(t) \\
\vdots \\
y_{n_R}(t)
\end{bmatrix} =
\begin{bmatrix}
h_{11}(t) & \cdots & h_{1n_T}(t) \\
\vdots & \ddots & \vdots \\
h_{n_R1}(t) & \cdots & h_{n_Rn_T}(t)
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
\vdots \\
x_{n_T}(t)
\end{bmatrix} +
\begin{bmatrix}
n_1(t) \\
\vdots \\
n_{n_R}(t)
\end{bmatrix}.
\]  

(3.3)

Based on this system model, the transmission of data signals in PLC systems, can be categorized into four categories:

1. Single-input single-output (SISO) system, in which \( n_T = 1 \) and \( n_R = 1 \),
2. Single-input multiple-output (SIMO) system, in which \( n_T = 1 \) and \( n_R > 1 \),
3. Multiple-input single-output (MISO) system, in which \( n_T > 1 \) and \( n_R = 1 \), and
4. Multiple-input multiple-output (MIMO) system, in which \( n_T > 1 \) and \( n_R > 1 \).

### 3.3.2 MIMO PLC Channel Modeling

The MIMO PLC channel has been characterized from the results of measurement campaigns e.g. in \([78], [90]-[93]\). In these papers, a statistical analysis of the experiment data was performed and the MIMO channel were characterized according to this analysis. The modeling of the MIMO channel can be performed by top-down or bottom-up approaches. A frequency-domain top-down statistical MIMO PLC channel model was proposed in \([90]\), which is based on the multipath propagation model described in the previous chapter. A time-domain top-down statistical MIMO PLC channel model was proposed in \([91]\). The bottom-up approach based on the transmission line theory is also used in order to characterize the MIMO PLC channel, e.g. in \([94]\). In this case the multi-conductor transmission line theory is used to characterize the pul parameters of the network and hence model the MIMO channel.
3.3.3 Spatial Multiplexing

In spatial multiplexing, each spatial MIMO channel carries independent data signals. Therefore, the data rate of the system is increased and more data can be transmitted in a certain amount of time. Note that, all these sub-channels function in the same allocated bandwidth and are just separated spatially from each other. This means that using spatial multiplexing does not cost additional bandwidth and power for the communication system. The multiplexing gain is referred to as the degrees of freedom with reference to signal space constellation [95]. The degree of freedom can be calculated as

\[ DOF = \min(n_T, n_R), \tag{3.4} \]

where \( n_T \) and \( n_R \) are the number of transmit and receive PLC ports, respectively.

In order to recover the transmitted data signals at the PLC receiver, it is necessary to perform a considerable amount of signal processing. First the MIMO system decoder must estimate the individual channel transfer functions in order to determine the channel transfer matrix. Once all of this has been estimated, then the matrix \( H \) has been produced and the transmitted data streams can be reconstructed by multiplying the received vector with the inverse of the transfer matrix.

3.3.4 Spatial Diversity

In spatial diversity techniques, same information is sent across independent PLC channels to combat fading. When multiple copies of the same data are sent across independently fading channels, the amount of fade suffered by each copy of the data will be different. This guarantees that at least one of the copies will suffer less fading compared to rest of the copies. Thus, the chance of properly receiving the transmitted data increases. In effect, this improves the reliability of the entire system. This also reduces the co-channel interference significantly.

Receive diversity is achieved by obtaining a transmitted signal at multiple receiver ports. This technique uses the maximum ratio combining (MRC) [73], which weighs the received signals \( y_n, \ n \in \{1, \cdots, N\} \), by the square root of the SNRs \( \gamma_n, \ n \in \{1, \cdots, N\} \), such that

\[ y = \sum_{n=1}^{N} \gamma_n y_n. \tag{3.5} \]

Therefore, the main contribution to the received signal comes from the channel with the highest SNR.

Transmit diversity is achieved by transmitting multiple versions of the same signal at the PLC transmitter. This scheme can be utilized by, for instance, space-time block coding (STBC) [96–98].

For a MIMO PLC system with \( n_T \) transmitters and \( n_R \) receivers, the maximum number of diversity paths is \( n_T \times n_R \). Note that, the spatial diversity technique does
not increase the transmission throughput, since the data is repeated in transmission. However, this technique is able to increase the reliability of the transmission compared to SISO transmission, with the same amount of data throughput. Figure 3.6 illustrates a MIMO transmission example and demonstrates the difference between spatial multiplexing and spatial diversity.

![Spatial multiplexing and transmit spatial diversity for a MIMO system with three channels and a source of three bits.](image)

**Figure 3.6:** Spatial multiplexing and transmit spatial diversity for a MIMO system with three channels and a source of three bits.

### 3.4 Spatial Correlation in MIMO PLC

In this section we address one key aspect of MIMO PLC channels, namely the spatial correlation, where the term spatial refers to the multiple input and output ports. Spatial correlation is the phenomenon when the changes in voltage in one conductor can be detected in another conductor which lies in the vicinity of the first conductor. This can be the result of capacitive and inductive coupling between conductors which are in each others proximity. The inductive and capacitive coupling cause a change in voltage of one conductor affect the change of voltage in another conductor. Since the MIMO channels in PLC are based on the changes in voltage, capacitive and inductive coupling can cause the MIMO channels to influence each other which is known as the spatial correlation.

Spatial correlation can directly influence the capacity of the MIMO channel. The more the correlation is between the MIMO channels, the more the degradation of the capacity. Therefore, it is important to include this aspect of the PLC MIMO channels in the channel modeling approach. There has been some mentions of the spatial correlation for MIMO PLC in the literature [80], [99].

In order to mathematically analyze the spatial correlation and its effects on the MIMO PLC channel, we have to first evaluate the singular values of the channel matrix in frequency domain and then derive the covariance matrix of the channel. On any given subcarrier, we can decompose the channel matrix $H$ to its singular
values with singular value decomposition (SVD) defined as [99]

\[ \mathbf{H} = \mathbf{U} \mathbf{\Sigma} \mathbf{V}^H, \] (3.6)

where the operator \((\cdot)^H\) represents the Hermitian transpose or complex conjugate transpose. Matrices \(\mathbf{U}\) and \(\mathbf{V}\) are two unity matrices which are defined as \(\mathbf{U} \mathbf{U}^H = \mathbf{U}^H \mathbf{U} = \mathbf{I}\) and \(\mathbf{V} \mathbf{V}^H = \mathbf{V}^H \mathbf{V} = \mathbf{I}\) where \(\mathbf{I}\) is the identity matrix. Matrix \(\mathbf{\Sigma}\) is a diagonal matrix which its diagonal elements are the singular values of \(\mathbf{H}\) and are shown as \(\lambda^{(\cdot)}\), and its off-diagonal elements are zero. Figure 3.7 illustrates the singular value decomposition of the channel matrix which transforms the MIMO channel into several independent SISO channels.

The spatial correlation makes the available MIMO channels to be dependent to some extent on each other. This dependency can be demonstrated in the channel covariance matrix \(\mathbf{R}_h\) which is defined as [99]

\[ \mathbf{R}_h = E[\text{vect}(\mathbf{H})\text{vect}(\mathbf{H})^H], \] (3.7)

where the operator \(E(.)\) is the mathematical expectation and the operator \(\text{vect}(.\).

aligns all the columns of a given matrix with size \(n_R \times n_T\) to form a vertical column of size \(n_R n_T \times 1\). We use the most common correlation model, namely the Kronecker model to decompose the channel matrix into three different matrices as follows. The only assumption for the Kronecker channel decomposition is that the MIMO channels are only correlated at the two link extremities and not in between. Under these circumstances, the MIMO channel can be decomposed as [99]

\[ \mathbf{H} = K \cdot \mathbf{R}_r^{1/2} \mathbf{\tilde{H}} \mathbf{R}_t^{1/2}, \] (3.8)

where \(K\) is a constant introducing an overall channel gain, \(\mathbf{\tilde{H}}\) is the channel matrix of a correlation-free channel with elements \(\tilde{h}_{ij} \sim \mathcal{CN}(0,1)\) which have complex Gaussian distribution with zero mean and unit variance and are completely independent from each other. The matrices \(\mathbf{R}_r^{1/2}\) and \(\mathbf{R}_t^{1/2}\) are called the receiver and transmitter correlation matrices, respectively, and can be arbitrarily scaled. In case
we chose the normalization \[99\]

\[\begin{align*}
tr(R_t^{1/2}) &= n_T \\
tr(R_r^{1/2}) &= n_R.
\end{align*}\] (3.9)

the channel covariance matrix of (3.7) can be re-written as

\[R_h = K^2 \cdot R_t \otimes R_r,\] (3.10)

where the operator \(\otimes\) is the Kronecker product. Therefore, in order to model the covariance matrix of the channel and consequently the spatial correlation of the MIMO channel, we only need to model the transmitter and receiver correlation matrices \(R_t\) and \(R_r\). The elements of \(R_t\) and \(R_r\) can be directly modeled based on the measurements performed in a real situation or they can be modeled mathematically to generate results which are similar to those observed in the real measurements.

3.5 MIMO PLC Channel Capacity Analysis

3.5.1 PLC Channel Capacity

One of the fundamental characteristics of a communication channel is the capacity of the channel. The performance of any communication system is impaired by interference, or noise. One of the measures of calculating the extent of this impairment is the capacity of the channel. Calculating the capacity of the channel is a well studied subject in the literature and capacity formulations are available for both SISO and MIMO systems in wireless communications \[73\]. Unfortunately, the same cannot be said about power line communications. The presence of impulsive noise in the PLC channel and the complicated models of the impulsive channel makes this task a challenging endeavor. The capacity of SISO PLC systems with Middleton class A impulsive noise has been studied in \[100\] and an equation for the channel capacity has been derived. Capacity of MIMO channels in wireless communication has been derived as well and published in the literature such as \[101\].

In this section, we derive the capacity of a MIMO PLC channel with Middleton class A impulsive noise. We consider two cases of channel state information availability at transmitter, i.e. the case when the channel state information is available at the transmitter as well as the case when the channel state information is not available at the transmitter. For both cases we assume that the channel information is available at the receiver. We will investigate the effect of possessing the knowledge about channel state information at transmitter on the channel capacity. The impulsive MIMO PLC channel is modeled by Middleton class A model as a two state channel as described before in this chapter. It is shown that in such channels, the overall capacity is the summation of the weighted capacity of the channel in each of the states, and a general term for the capacity of MIMO PLC is derived \[81\].
In this section we demonstrate the channel capacity of a SISO PLC system as described in [100]. Let us assume a finite state system with the capacity of channel in state \( m \) defined as \( C_m \) and the probability of the channel being in that state as \( \pi_m \). We can obtain the average channel capacity \( C \) as \[ 102 \]

\[
C = \sum_{m=0}^{M} \pi_m C_m, \tag{3.11}
\]

where \( M \) is the number of states. The PLC channel, as shown previously, can be regarded as a two-state model as illustrated in the previous chapter. The capacity of the AWGN channel in state \( m \) is defined as \[ 100 \]

\[
C_m = B \cdot \log_2 \left( 1 + \frac{S}{N} \right) \quad \text{[bits/sec]} \tag{3.12}
\]

where \( B \) is the bandwidth, \( S \) is the total signal power over the bandwidth and \( N = 2\sigma_m^2 \) is the total noise power over the bandwidth in state \( m \).

The channel capacity of a SISO PLC system with impulsive noise and channel state information available at transmitter has been derived in [100]. It has been shown using the equation (3.11) that the capacity of SISO channel can be written as

\[
C_{SISO} = \sum_{m=0}^{M} \pi_m \cdot B \cdot \log_2 \left( 1 + \frac{P}{\sigma_m^2} \right)
\]

\[
= B \cdot e^{-A} \cdot \sum_{m=0}^{M} \frac{A^m}{m!} \cdot \log_2 \left( 1 + \frac{P}{\sigma_m^2} \right), \tag{3.13}
\]

where \( B \) is the bandwidth, \( P \) is the transmitted signal power and \( \sigma_m^2 \) is the noise power in state \( m \). The derivation of the capacity is supported by the fact that Middleton class A model can be viewed as a Markov chain, which gives a simple theoretical expression of the channel capacity of a SISO PLC channel.

### 3.5.2 Decoupling MIMO Channels and Waterfilling Algorithm

In order to calculate the capacity of a MIMO PLC channel, first we decompose the channel into a set of parallel, independent sub-channels using the singular value decomposition (SVD) method. The SVD of the channel matrix \( \mathbf{H} \) can be written as [73]

\[
\mathbf{H} = \mathbf{U} \mathbf{\Sigma} \mathbf{V}^H, \tag{3.14}
\]

where \( \mathbf{U} \in \mathbb{C}^{n_R \times n_R} \) and \( \mathbf{V} \in \mathbb{C}^{n_T \times n_T} \) are unitary matrices and \( \mathbf{\Sigma} \in \mathbb{C}^{n_R \times n_T} \) is a rectangular matrix whose diagonal elements are non-negative real numbers and whose off-diagonal elements are zero.
The diagonal elements of $\Sigma$ are the singular values of the channel matrix $H$ and can be shown as $\{\sigma_1, \sigma_2, \cdots, \sigma_{n_{\min}}\}$ or equivalently $\{\sigma_i\}_{i=1}^{n_{\min}}$ where $n_{\min} = \min(n_T, n_R)$. Since
\begin{equation}
HH^H = U\Sigma\Sigma^H U^H = U\Lambda U^H,
\end{equation}
where $\Lambda \in \mathbb{C}^{n_R \times n_R}$ is a diagonal matrix which its diagonal elements are the eigenvalues $\{\lambda_i\}_{i=1}^{n_R}$ of the matrix $HH^H$ or equivalently the squared singular values $\sigma_i^2$ of the matrix $H$.

When channel state information (CSI) is available at the transmitter side, channel decomposition to a set of parallel sub-channels can be performed as shown in Figure 3.7. For decomposing the channel into a set of parallel sub-channels, we will first define
\begin{align}
\tilde{X} &\overset{\text{def}}{=} V^H X, \\
\tilde{Y} &\overset{\text{def}}{=} U^H Y, \\
\tilde{N} &\overset{\text{def}}{=} U^H N,
\end{align}
then we can rewrite the channel (3.2) as:
\begin{equation}
\tilde{Y} = \Sigma \tilde{X} + \tilde{N},
\end{equation}
where $\tilde{N}$ has the same distribution as $N$. Therefore, we have the equivalent representation of MIMO channel as a parallel set of virtual SISO sub-channels as shown in Figure 3.7.

The power allocation at the PLC transmitter, which results in the optimal capacity is provided by the water filling algorithm [103]. The water filling algorithm calculates the inverse channel SNRs prior to the power allocation and determines a water level $\mu$, such that the area under $\mu$ is equal to the power budget $P_0$. The difference between the inverse channel SNR and the water level $\mu$ is the allocated transmit power. Channels whose inverse SNR is not reached by the water level $\mu$ are deselected from transmission and are not allocated any transmit power. The largest transmit power is allocated to channels with higher SNRs.

### 3.5.3 MIMO Capacity with Different Information Availability

#### 3.5.3.1 CSI Known at Transmitter

In this section we derive the channel capacity of a MIMO PLC system when the channel state information (CSI) is available at the transmitter.
In order to calculate the MIMO channel capacity, first we have to calculate the auto-correlation matrix of $Y$ as

$$R_{yy} = E\{YY^H\} = E\{(HX + N)(H^HX^H + N^H)\} = HR_{xx}H^H + \sigma_m^2I_{nR}$$

where $R_{xx} = E\{XX^H\}$ is the auto-correlation matrix of the transmitted signal vector and $E\{NN^H\} = \sigma_m^2$ is the power spectral density of the additive impulsive noise and $I$ is the identity matrix.

It can be proven [73] that the mutual information between the input and output signals can be expressed as

$$I(X;Y) = \log_2 \det (I_{nR} + \frac{1}{\sigma_m^2}HR_{xx}H^H).$$

From (3.18) and (3.19), the capacity of the MIMO channel can be written as

$$C = \max_{\{R_{xx}\}} \log_2 \det (I_{nR} + \frac{1}{\sigma_m^2}HR_{xx}H^H).$$

The channel capacity of the equivalent parallel sub-channels can be then calculated [73] using equation (3.20). The capacity of the $i$th virtual SISO sub-channel in state $m$ can be written as

$$C_{m,i} = B \cdot \log_2 \left(1 + \frac{P_i\lambda_i}{\sigma_m^2}\right),$$

where $P_i$ is the the power allocated to the $i$th channel and must satisfy the total power constraint $\sum_{i=1}^{nT} P_i = n_T$. The MIMO channel capacity in state $m$ is then the sum of the capacities of the virtual SISO channels as

$$C_m = \sum_{i=1}^{n_{min}} C_{m,i} = B \cdot \sum_{i=1}^{n_{min}} \log_2 \left(1 + \frac{P_i\lambda_i}{\sigma_m^2}\right).$$

The capacity of the MIMO channel can be derived using the equations (3.11) and (3.22) as

$$C_{MIMO} = B \cdot e^{-A} \cdot \sum_{m=0}^{M} \sum_{i=1}^{n_{min}} \frac{A_m^m}{m!} \cdot \log_2 \left(1 + \frac{P_i\lambda_i}{\sigma_m^2}\right).$$

The capacity in (3.23) can be maximized by solving a power allocation problem and using the water-filling algorithm [73]. The channel capacity of a MIMO PLC channel when CSI is available at the transmitter side as a function of SNR is given in Figure 3.9. It can be seen that with increasing the $A$ parameter (impulsive index), the channel capacity will reduce. In the simulation of this case, we have used the
Figure 3.8: MIMO PLC channel capacity when CSI is not available at the transmitter with different $A$ parameters and $\Gamma = 0.01$.

water-pouring power allocation algorithm. Therefore, more power is allocated to the modes with higher SNR.

### 3.5.3.2 CSI Unknown at Transmitter

When CSI is known at both the transmitter and the receiver, each sub-channel has its own corresponding transmitted power which depends on the SNR of that channel. However, in the case where CSI is not known at the transmitter side, the transmitted power has to be distributed equally in all of the sub-channels. Therefore the auto-correlation function of the transmitted signals is given as

$$R_{xx} = I_{wT}.$$  \hspace{1cm} (3.24)

This might not be the optimal distribution of the input correlation matrix, since the channel gains are not Rayleigh distributed and the additive noise is not purely Gaussian. However, without the CSI it is reasonable to distribute the power equally in all the sub-channels. Consequently, the channel capacity of (3.20) can be rewritten as

$$C = \log_2 \det \left( I_{wR} + \frac{1}{\sigma_m^2} HH^H \right).$$  \hspace{1cm} (3.25)

Using the decomposition of $HH^H = U\Lambda U^H$ and the identity $\det(I_n + AB) = \det(I_n + BA)$, where $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times m}$, the channel capacity can be
expressed as
\[ C = \log_2 \det \left( I_n + \frac{1}{\sigma_m^2} \Lambda \right). \]  
(3.26)

Therefore, the channel capacity in the state \( m \) can be written
\[ C_m = B \cdot \sum_{i=1}^{n_{\text{min}}} \log_2 \left( 1 + \frac{\lambda_i}{\sigma_m^2} \right), \]
(3.27)

and consequently the capacity of the MIMO channel can be represented as
\[ C_{\text{MIMO}} = B \cdot e^{-A} \cdot \sum_{m=0}^{M} \sum_{i=1}^{n_{\text{min}}} \frac{A^m}{m!} \cdot \log_2 \left( 1 + \frac{\lambda_i}{\sigma_m^2} \right). \]  
(3.28)

It can be seen that in this case, the MIMO channel has been converted into \( n_{\text{min}} \) virtual SISO channels with the channel gain \( \lambda_i \) for the \( i \)th SISO channel. The channel capacity in (3.28) is the special case of the capacity in (3.23) where CSI is not available at the transmitter and the power is equally allocated to all the channels hence \( P_i = 1 \) for \( i = 1, 2, \cdots, n_{\text{min}} \).

The channel capacity of the MIMO PLC channel when CSI is not available at the transmitter as a function of SNR is given in Figure 3.8 and Figure 3.10. Figure 3.8 shows the variation in channel capacity as varying the parameter \( A \) in the Middleton model, and Figure 3.10 shows the variation in channel capacity as varying
Figure 3.10: MIMO PLC channel capacity when CSI is not available at the transmitter with different numbers of transmitters and receivers.

Figure 3.11: MIMO PLC channel capacity comparison between having CSI and not having CSI.
the number of transmit and receive feeds of PLC. It can be seen that increasing \( A \) results in a decreased channel capacity for the channel is more impulsive. On the other hand increasing the number of channels will increase the MIMO capacity as expected.

Figure 3.11 demonstrates the comparison between the case with known CSI and the unknown CSI. It can be seen that the availability of CSI at transmitter provides us with the needed knowledge for applying water-filling algorithm and hence maximum capacity is increased, specially in low SNR regions.

### 3.6 Chapter Conclusion

In this chapter, MIMO PLC as a major technique for multichannel transmission in PLC applications has been discussed. Spatial multiplexing and spatial diversity as two MIMO techniques have been described, where the former increases the data throughput of the communication system and the latter improves the performance and reliability of the transmission. Moreover, spatial correlation as the most important impairment in MIMO PLC systems has been described and it impact on the performance of the transmission has been analyzed. Finally, the MIMO PLC channel capacity in the presence of the impulsive noise has been derived for both the cases when the channel state information is available and is not available at the PLC transmitter, and the novel mathematical expressions for these capacities have been presented.
Chapter 4

Resource Allocation in Multichannel PLC

4.1 Chapter Overview

In any communication system, wireless or wired, there are circumstances in which the transmitter or the receiver has to make a decision in order to intelligently allocate the available resources between the available options. This decision can directly affect the overall performance of the system such as the bit error rate performance. For instance in a MIMO system where more than one transmission channel are available, the transmitter has the choice to transmit in all the available channels, as well as for some reasons which will be discussed in this chapter, the choice to transmit in only a few of the available channels. The choice of the selected channels, if done correctly, can further improve the performance of the MIMO system and is generally known as the channel selection problem. In such case, the transmitter for instance can use the channel state information and base its selection policy on how well the available channels are performing. By selecting the channels which suffer the least from deep fading, noise and interference, the transmitter can only transmit to the channels with better responses and therefore reduce the probability of losing information and increase the probability of maintaining a reliable communication.

As another example of the so-called selection problems in communication systems, we can name the relay selection problem in cooperative communication. In a communication network where several communication nodes and links are available, the transmission of data between two nodes which are far from each other in the network is a challenging task and may result in loss of data and unreliable communication. The noise and attenuation in the system makes it very difficult to establish a reliable communication between nodes of great distances. To overcome this problem, the cooperative communication is introduced where some intermediate nodes, known as relay nodes, help the transmitter in order to transmit the information to the
receiver. As a special case, we consider in this chapter a two-hop cooperative communication where one relay node helps the process of data transmission between transmitter and receiver by retransmitting the received data from data source to the data destination. However, when a number of different relays are available, the problem of selecting the right relay arises. Different relays result in different intermediate channels between transmitter and receiver and can greatly affect the overall performance. A proper relay selection policy can help the transmitter in order to select the best relay from a range of available relays in order to achieve a reliable communication.

Finally, another selection problem which frequently occurs in communication systems is the problem of selecting the right frequency band of transmission. In an OFDM-based communication system, selecting and prioritizing the most favorable subcarriers can be an important task which helps to avoid the faded parts of the spectrum or avoid the narrowband interference which may be available only in certain parts of the spectrum. This process is known as spectrum assignment or equivalently spectrum allocation. Spectrum allocation can be performed statically, that is with fixed pre-allocated data subcarriers, as well as dynamically which changes the data subcarriers throughout the transmission. The benefit of dynamic spectrum allocation is when the communication channel has a time-variant nature and the best subcarriers change position in the course of time. The selection policy in which the appropriate data subcarriers are selected is very important since the condition of the subcarriers directly affects the overall performance of the system.

All the problems mentioned above can be considered as a selection problem and the search for a good selection policy based on some pre-defined criteria can be applied to all selection problems. In the following we discuss and formulate in detail all the three above-mentioned problems and try to mathematically formulate the selection problem in each case. Table 4.1 summarizes the multichannel schemes and the corresponding selection problems discussed in this chapter.

The rest of the chapter is organized as follows. Section 4.2 describes the channel selection problem and the corresponding spatial diversity in MIMO PLC systems. Section 4.3 described the multihop transmission and the process of relay selection, as well as the corresponding cooperative diversity in cooperative PLC systems. Section 4.4 describes the multiband transmission and the corresponding dynamic spectrum assignment problem. Moreover, in section 4.6, all the aforementioned selection problems will be modeled as a multi-armed bandit problem, in order to
be used by the reinforcement learning algorithms proposed in the next chapter. Finally, section 4.7 concludes the chapter.

4.2 Channel Selection Problem

4.2.1 Selection Diversity

As described in Chapter 2, Power line communication systems exploit the existence of the power delivery infrastructures to transmit data signals through power line conductors. The existence of multi-conductor power outlets makes it possible to develop the idea of multichannel communication in power lines. In general, however, power line channels exhibit time-variant statistical characteristics, which makes it challenging to develop performance optimizing transmission schemes. As a particular instance, consider a scenario where only one channel has to be selected among several available channels for data transmission in a multichannel PLC system. It is known that time-variability of PLC channels as well as the impulsive noise of the channel could yield sudden deep fades and thus dramatic data loss; hence, it is of utmost importance to choose a suitable channel that, with high probability and in an average sense, results in the highest data rate and is least affected by power line noise and narrowband interference. An appropriate channel selection, however, requires channel state information, which is very costly to acquire at the transmitter with respect to feedback and signaling overhead. The problem of information acquisition becomes even more challenging for statistically time-variant channels like PLC channels, where pilot signals have to be transmitted throughout the entire transmission. As a result, it becomes imperative to search for new solutions which are able to cope with the channel selection problem in a general multichannel PLC model, where channels are time-variant and information is scarce.

The channel selection problem has been studied in detail in the literature, for instance in [104]–[106]. The benefits of channel selection and the selection diversity in MIMO systems are aptly summarized and discussed in [107]–[109]. In the power line communication literature, the problem of channel selection in a MIMO PLC system has been addressed in [110] and solved by multi-armed bandit problem modeling and machine learning algorithmic solutions. In the following, we firstly demonstrate the selection diversity gained by the process of channel selection in a multichannel PLC system where a single channel is to be selected for data transmission. Then, we formulate the channel selection problem in MIMO PLC and indicate the challenges which we have to face.

Let us assume a MIMO power line communication system with $N$ transmit ports at transmitter and $M$ receive ports at receiver. The MIMO PLC system can use all the $M \times N$ available channels and establish a full MIMO transmission. However, because of the frequency selective and time-variant nature of the PLC channel and also the spatial correlation between the MIMO channels, as described in the previous chapter, the MIMO channels may perform at a sub-optimal level and
decrease the performance and reliability of the channel. To overcome this problem, transmit selection diversity is introduced, where one or more transmit ports from all the available ports are selected for data transmission. Similarly, receive selection diversity refers to the selection of one or more receive ports from which the data is received. This selection is based on the performance of the corresponding channel, that is the channels which result in a better communication are to be selected for data transmission. In this thesis, we consider the case of transmit selection diversity where \(1 \leq L \leq N\) transmit ports are selected for data transmission as depicted in Figure 4.1.

The selection process at the transmitter depends on the availability of the channel state information at the transmitter. When no channel state information is available at the transmitter, transmit diversity can be obtained through Alamouti space-time diversity scheme, or the extended orthogonal space-time block code (OSTBC) \[111\]. In this case, due to the absence of channel state information at transmitter, the transmitted power is distributed equally among transmit ports to maximize the channel capacity. For a single receive port when an OSTBC is employed, the received SNR is given by \[111\]

\[
S_r = \frac{s}{N} \sum_{i=1}^{N} |h_i|^2, \tag{4.1}
\]

where \(h_i\) denotes the MIMO channel between the \(i\)-th transmit port and the receiver, and \(s\) is the corresponding SNR of that particular channel. Therefore, the received signal to noise ratio approaches the average signal to noise ratio for transmit diversity when \(N\) increases.

When the channel state information, through a feedback from the receiver, is available at the transmitter, the best \(L\) channels can be selected for data transmission. Let us assume the special case when a single transmit port is selected and therefore \(L = 1\). This can significantly reduce the hardware cost and complexity. The use of the best channel of the available transmit channels also reduces the chance of spatial correlation and the corresponding channel degradation. When a single transmit port is selected, the average SNR is given by \[112\]

\[
S_{r,CSI} = \bar{s} \sum_{i=1}^{N} \frac{1}{\bar{T}}, \tag{4.2}
\]

where which \(\bar{s}\) is the average SNR.
The most important aspect of the transmit selection diversity is the ability to select the best channel from the available channels in the MIMO PLC system. When channel state information is available at transmitter, the aforementioned selection can be performed without any problem using this information. However, acquiring the channel state information and feeding this information back to the transmitter is not an easy task and requires a lot of overhead and increases complexity of the system and implementations. Therefore, it would be very convenient if the channel selection procedure were to be performed without any prior knowledge of the channel. In this case, the selection policy can be based on random selection of the transmitting channel or based on a fixed pre-defined selected channel. Neither of these methods can result in an optimum selection policy which gives the best performance. In the next chapter a set of machine learning algorithms are being introduced, which help the transmitter to perform the channel selection without any prior knowledge of the channel state information and have a near optimum performance at the same time.

4.2.2 Channel Selection at MIMO PLC Transmitter

Let us formally introduce the channel selection problem at the MIMO PLC transmitter. We consider a scenario in which a set $\mathcal{K}$ of $K$ PLC channels are available in a MIMO PLC system. At the transmitter, at each time slot $t_j$, a channel $k \in \mathcal{K}$ is to be selected for data transmission in that time slot based on some known selection policy. We do not transmit at the same time in all available channels as done in MIMO PLC transmission, whereas we are interested in a scenario in which only one channel is to be selected among numerous available channels for transmission. The most important criterion for our decision is the transmission performance in the selected channel. The transmission performance is measured in terms of data rate (here, also referred to as utility), which can be expressed as a function of the channel matrix $H$:

$$u_t(k) \sim H. \quad (4.3)$$

Clearly, as channel gains exhibit time-variant statistical characteristics, and in particular, time-variant mean, the utility function given by (4.3) can also be considered as non-stationary. However, it is a strictly increasing function of channel gains, and, therefore, higher channel gains yield higher utility. Now, assume that the transmission is performed in $T$ trials, and the selected channel at time $t$ is denoted by $a_t$. Intuitively, the transmitter desires to maximize its accumulated utility over the transmission time. Formally,

$$\max_{a_t \in \mathcal{K}} \sum_{t=1}^{T} u_t(a_t). \quad (4.4)$$

The maximization in (4.4) is however not feasible, since without prior channel knowledge, the objective function is not available. Therefore, at each time $t$, the

---

1Note that to satisfy the Kirchhoff’s law and for simplicity we assume $K = 4$ in the simulations. However the results are valid for any value of $K$. 
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transmitter might opt to select the best channel in an average sense. That is, at time $t$, it tries to select channel $k_t^*$ with

$$
\mu_{k^*,t} = \mu_t^* = \max_{k \in K} \mu_{k,t},
$$

so that the average utility is also maximized in an average sense. With the channel knowledge at transmitter and using an exhaustive search through the available channels, this can be achieved and the best channel can be selected for every transmission. However, accessing the channel knowledge requires the transmission of pilot signal throughout the whole transmission and that introduces a tremendous amount of undesirable overhead in the system which makes the implementation more difficult and increases the costs. Given no prior information about the channel, however, this is not a trivial task to accomplish. As described in the next chapter, machine learning algorithm can help to achieve such a task without the undesirable overhead.

### 4.3 Relay Selection Problem

#### 4.3.1 Cooperative PLC

In this section we introduce another selection problem that can emerge in PLC systems, namely the relay selection problem. In power line communication networks, multiple network nodes are interconnected via the transmission lines and the data signals flow between different nodes of the network. If the distance between source and destination in a communication scenario is long, the limitation of the transmission range of the PLC node prevents the establishment of a reliable communication. This limitation is due to the harsh environment of the PLC channel, for instance frequency-selective fading, colored and impulsive noise, narrowband interference, and low receiver sensitivity. To overcome this problem, cooperative communication is used to transmit the data signals from source to destination with help of one or more intermediate nodes. In this case, the source node can communicate directly with nodes within its transmission range, and these nodes, in turn, can forward the message to the destination node. The intermediate nodes are called relays and the process of transmitting signals with the help of relays is referred to as multi-hop communication or relaying.

The application of relaying in cooperative wireless communication has been studied to a great extent. The use of relaying in cooperative power line communication has been mentioned and studied for certain communication scenarios as well. For example in [113] and [114], PLC relaying based on single frequency networking has been introduced and its performance has been shown and discussed. Distributed space-time coding for multi-hop transmission and decode-and-forward relaying has been studied in [115] and [116], respectively. The concept of cooperative multi-hop communication for PLC has been first introduced and discussed in [117], [22] and [23]. Existence of many intermediate nodes between source and destination, results
in the existence of many optional paths or routes to follow. This situation gives rise to the problem of proper relay selection, where the challenge is to pick the optimal path that satisfies the needed performance requirements. In [23] the relay selection problem has been discussed and the link rates has been introduced as a figure of merit for different relay selection criteria.

We consider the two-hop cooperative communication scenario, in which the transmitted signal from source travels to an intermediate relay before reaching the destination. We consider $N$ available intermediate relay nodes, from which one of them as the relaying node is to be selected, as depicted in Figure 4.2. However, the proper relay selection policy requires the availability of channel side information at the transmitter, which in turn requires an increased complexity of signal processing and introduces a lot of overhead in the system. In order to avoid this problem, we introduce a class of machine learning algorithms in the next chapter to solve the relay selection problem without the channel state information at transmitter.

The idea of cooperative communication has been well investigated in wireless communication, e.g. in [118], [119]. The principle of this idea is to realize spatial diversity without the use of multiple antennas. In this case, cooperative users generate a virtual antenna array to achieve the desired cooperative diversity. This concept has been extended to relay networks with multi-hop transmission between source and destination, e.g. in [120]. It has been shown in [23] that the PLC relay channel consists of two keyhole channels, and thus a diversity gain as observed for wireless relaying can not be achieved for PLC. However, despite the lack of the cooperative diversity advantage, cooperative multi-hop transmission can provide significant power gains. In this paper, we assume a two-hop transmission, that is, a source node transmits the message to a destination node through a relay node between them as depicted in Figure 4.3. A generalization to a multi-hop transmission is straightforward.
4.3.2 Relay Selection at PLC Transmitter

We briefly describe and formulate the relay selection problem in the PLC transmitter and describe the different methods of selecting the relay for a two-hop transmission. In a two-hop cooperative PLC, as depicted in Figure 4.3, three nodes are available, namely source node $S$, selected relay node $R_i$, which is selected from a sequence of all the available relays $i \in \{1, 2, \cdots, N\}$, and destination node $D$. We assign a number $n$ to each node so that $\{S, R_i, D\} \sim \{1, 2, 3\}$. The cooperative transmission is assumed to follow a time division protocol, which means at each time instant, only one node (either the source or the relay) can transmit data with a fixed transmit power. As a figure of merit, we consider the end-to-end achievable rate, also known as the end-to-end capacity. The end-to-end capacity in a two-hop transmission for a link between node $n$ and node $n+1$ is expressed as $C_{n,n+1}$, which is a strictly increasing function of the transmitted signal-to-noise ratio (SNR) \[7\]. Therefore, less noise power results in a better link in terms of a higher end-to-end capacity of the link.

We use the conventional strategy of fixed-rate two-hop transmission \[121\]. In a fixed-rate cooperative transmission scheme, the relay node between the source and destination nodes, re-transmits the received message which it receives from source node, using the same transmission scheme and thus link rate, and then transmits the data stream towards the destination node. This fixed-rate strategy is applied over both hops with data rate over each hop denoted as $R_1 = R_2 = R$, for some fixed value of $R$. In order to ensure reliable communication,

$$R \leq C_{n,n+1} \quad (4.6)$$

must be satisfied over all hops. The selection of the fixed rate value of $R$ is important it can directly influence the amount of the end-to-end capacity of the transmission. By selecting the proper value of $R$, the end-to-end capacity can be increased which directly results in an overall better performance of the system. It is proved in \[121\], that the maximum end-to-end capacity can be achieved by choosing the value of $R$ as the minimum value of the end-to-end capacity of each hop. Formally, the fixed rate of transmission can be expressed as

$$R = \min_{n=1,2} C_{n,n+1}. \quad (4.7)$$

Therefore, the maximum rate that can be achieved over the entire transmission route is determined by the minimum of the rates achievable on the individual links. In the fixed-rate strategy of cooperative communication, the relay node retransmits the received message using the same transmission scheme and thus link rate. Hence, the maximum rate that can be achieved over this route is determined by the minimum of the rates achievable on the individual links. Therefore, the end-to-end capacity for a fixed-rate two-hop transmission can be expressed as

$$C_{\text{total}} = \frac{1}{2} \min_{n=1,2} C_{n,n+1}. \quad (4.8)$$
For fixed-rate cooperative transmission scheme, the receiver is assumed to have full channel state information, whereas the transmitter is assumed not to have the channel state information. This assumption is due to the fact that acquiring the channel state information at transmitter for PLC systems causes undesirable overhead in the system. Furthermore, the time-variant nature of the PLC channels, as described in the previous section, demands acquiring of the channel state information throughout the transmission, which results in an inefficient transmission scheme. Without access to the channel state information at the transmitter, however, selecting a relay for two-hop transmission among $N$ available relays, is not an easy task. We wish to have a relay selection strategy which results in a high end-to-end capacity $C_{total}$, or equivalently results in the selection of a relay which provides the best link quality for both transmission hops. Formally, we aim to solve the following maximization problem:

$$\max_{R_i \in \{R_1, R_2, \ldots, R_N\}} C_{total}.$$  \hspace{1cm} (4.9)

Let us assume the scenario in which the channel conditions are unknown at the transmitter. We consider three relay selection strategies to maximize the total end-to-end capacity without any information about the conditions of the channel at transmitter.

1. Fixed selection: in this strategy, a fixed relay node is assigned for cooperative transmission between the source and destination, regardless of the instantaneous channel conditions. This strategy neglects the variations in the PLC channel and therefore is not an optimal method of relay selection.

2. Random selection: in this strategy, at each transmission time interval a random relay is selected from the sequence of $N$ arrays. This method neglects the variations of the channel over time as well, however, the randomness of the relay selection may decrease the probability of selecting a bad relay compared to the fixed selection method.

3. Learning algorithms: we propose learning algorithms based on the multi-armed bandit (MAB) model in machine learning. In our approach we consider the variations of the channel over time which occurs in a cyclostationary manner as described before, and try to adapt the relay selection with these variations without the knowledge of channel state information at the transmitter.

### 4.4 Spectrum Assignment Problem

#### 4.4.1 Multi-Band Transmission

As described in Chapter 2, the PLC channel is time-variant and frequency-selective which may also suffer from narrowband interference. Narrowband interference is mainly caused by other PLC devices or other applications operating in the same
frequency range as the device of interest. Narrowband interference can severely degrade the transmission performance and increase the bit error rate which eventually leads to an unreliable communication. In order to establish a reliable communication and fulfill a certain quality of service (QoS) requirements, the narrowband interference and the parts of the spectrum in which the PLC channel is in deep fade should be avoided and the parts of the spectrum in which the PLC channel suffers the least from fading and interference should be selected for data transmission. Such a frequency band selection can be performed by evaluating the channel conditions on the available subcarriers and prioritizing the available spectrum accordingly. After evaluating the spectrum, the best frequency band is to be selected for the data transmission. This process is referred to as spectrum assignment problem.

The use of PLC spectrum is regulated through standardizations, for instance in [122], [123] for narrowband PLC. In these standards the spectrum in which the data is supposed to be transmitted is determined and the OFDM parameters of the data transmission has been established. Due to the time-variant nature of the PLC channel and the random occurrence of the narrowband interference, some parts of this spectrum might be in deep fade or suffer from narrowband interference. Therefore, it has been suggested in the standards that instead of the entire spectrum, only one portion of the spectrum be used for data transmission. The transmitter may decide the frequency band in which the data is going to be transmitted, although the used sub-carriers have to be consecutive. This process is referred to as band selection or spectrum assignment, and the selection policy is based on the behavior of the channel. Therefore, the knowledge of channel state information is necessary to perform the spectrum assignment and without the channel state information this assignment may not lead to an optimal band selection. The problem of spectrum assignment without the channel state information at transmitter is addressed in the next chapter.

The problem of spectrum assignment has been studied extensively in wireless communication, for instance in [124]–[126]. Dynamic spectrum assignment has been introduced to PLC applications in [127] where the authors study a low-bandwidth PLC system where the spectrum allocation is performed based on the available channel state information at transmitter. In [110], the authors model the channel selection problem as a MAB and perform channel selection with unknown channels at transmitter. In this thesis we consider the problem of dynamic spectrum assignment with unknown channel at transmitter.

The spectrum assignment process can be performed as a fixed frequency assignment technique or dynamically throughout the data transmission. In the fixed spectrum assignment, the portions of the spectrum which result in the best bit error rates are selected before the transmission begins and stay the same throughout the transmission. This frequency assignment technique is applicable for stationary scenarios where for instance the location and intensity of the narrowband interference remains constant during the transmission. The time-variant nature of the PLC channels makes this method non-efficient due to the changes of the PLC channel throughout the transmission. For instance, the best frequency band at the start of
Table 4.2: Parameters of FCC-above-CENELEC frequency band.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start frequency</td>
<td>154.6875 kHz</td>
</tr>
<tr>
<td>End frequency</td>
<td>487.5 kHz</td>
</tr>
<tr>
<td>Total number of subcarriers</td>
<td>256</td>
</tr>
<tr>
<td>Total number of used subcarriers</td>
<td>72, 36, 18</td>
</tr>
<tr>
<td>Number of cyclic prefix samples</td>
<td>30</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>4.6875 kHz</td>
</tr>
<tr>
<td>Sampling Frequency</td>
<td>1.2 MHz</td>
</tr>
</tbody>
</table>

Table 4.3: Spectrum division in FCC-above-CENELEC.

<table>
<thead>
<tr>
<th>Band</th>
<th>Start Frequency [kHz]</th>
<th>End Frequency [kHz]</th>
<th>Subcarriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>154.6875</td>
<td>487.5</td>
<td>72</td>
</tr>
<tr>
<td>2</td>
<td>154.6875</td>
<td>318.75</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>323.4375</td>
<td>487.5</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td>154.6875</td>
<td>234.375</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>239.0625</td>
<td>318.75</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>323.4375</td>
<td>403.125</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>407.8125</td>
<td>487.5</td>
<td>18</td>
</tr>
</tbody>
</table>

the transmission might not remain the best band and suffer from narrowband interference after some time has passed. Therefore, the monitoring and selecting the available spectrum have to be performed throughout the transmission in pre-defined intervals. In the next section, we briefly define the problem of dynamic spectrum allocation at PLC transmitters.

According to the narrowband PLC standards, the frequencies between 154.6875 kHz and 487.5 KHz have been dedicated to the FCC-above-CENELEC band. This frequency band is dedicated to an OFDM-based transmission which is divided into a total of 72 data subcarriers. The frequency and OFDM parameters of the FCC-above-CENELEC frequency band in narrowband PLC is summarized in Table 4.2. The spectrum division properties and the corresponding seven available sub-bands for spectrum assignment and their specifications are presented in Table 4.3.

Moreover, this frequency range can be further divided into two frequency bands of 36 subcarriers with the same inter-subcarrier spacing, and the data can be transmitted in either of the two 36-subcarrier-long sub-bands. Each frequency band with 36 subcarriers can, in turn, be further divided into two frequency sub-bands of 18 subcarriers with the same inter-subcarrier spacing as before, making four 18-subcarrier-long frequency sub-bands, and the data can be transmitted in either of
the four 18-subcarrier-long sub-bands. The different sub-bands and their relative frequency ranges have been illustrated in Figure 4.4. As shown in this Figure, there are seven different frequency bands available which can be selected for data transmission, each with its specific number of data subcarriers. The reason behind choosing a different band and even moving to a frequency band with less data subcarriers can be the fact that some parts of the whole FCC-above-CENELEC band can be affected with deep fade and severe narrowband interference. Therefore, selecting another available band even though may reduce the achievable throughput, however can significantly increase the reliability and performance of the transmission.

The OFDM parameters for each of the sub-bands do not change during a band transition. In other words, each of the six sub-bands with 36 or 18 data subcarriers as well as the main frequency band with 72 data subcarriers have the same frequency parameters such as inter-subcarrier spacing, number of FFT samples, sampling frequency, etc. This helps to have the same transmitter and receiver filters and the need for designing and implementing new filters is eliminated. On the other hand, if the frequency sub-bands have been shifted or have changed the frequency parameters, each sub-band would need a new transmitter and receiver filter redesigned and reimplemented specifically for each frequency band transition. In order to be able to have the same frequency parameters and consequently use the same filters at transmitter and receiver when we bisect the spectrum, any consecutive sub-matrix of the OFDM modulation matrix with 18 or 36 subcarriers must have an inverse or equivalently have a full rank. It can be shown that any $k \times k$ consecutive sub-matrix of an IDFT matrix has indeed full rank. Note that the sub-matrix has to consist of consecutive subcarriers in order to fulfill the full rank requirement.

### 4.4.2 Dynamic Spectrum Assignment at PLC Transmitter

The spectrum assignment process can be performed as a fixed frequency assignment technique or dynamically throughout the data transmission. In the fixed spectrum assignment, the parts of the spectrum which result in the best bit error rates are selected before the transmission begins and stay the same throughout the transmission. This frequency assignment technique is applicable for stationary scenarios.
where for instance the location and intensity of the narrowband interference remains constant during the transmission. The time-variant nature of the PLC channels makes this method non-efficient due to the changes of the PLC channel during the transmission. Therefore, monitoring and selecting the available spectrum band have to be performed throughout the transmission in pre-defined intervals. Such sub-carrier evaluation introduces tremendous amount of overhead and complexity into the system and requires to be performed constantly throughout the transmission due to the time-variant nature of the PLC channel. To avoid this problem, we propose reinforcement learning algorithms which can in a reasonable time find the best part of the spectrum without any a priori knowledge of the channel conditions at transmitter.

Formally, let us assume $B_i, 1 \leq i \leq 7,$ to be the selected band as depicted in Figure 4.4. As a figure of merit we use the average transmitting power $\bar{P}_i(Q)$ required to maintain a certain QoS of $Q$. We select the transmitting band at the beginning of each data frame transmission, here and thereafter known as *episodes*, based on some selection policy $\pi$. The selection policy should solve the following problem

$$\min_{B_i} \bar{P}_i(Q).$$

(4.10)

Solving this problem yields $i$ and consequently the corresponding frequency band $B_i$ which is to be selected for data transmission. Solving this problem and finding the best band, requires the knowledge of the channel which is not a suitable solution in PLC as described in the previous section.

### 4.5 General Resource Allocation Problem

In the previous subsections, we briefly discussed different problems emerging in the multichannel PLC. All these problems have decision making as their core concept. In these problems, the PLC transmitter is faced with multiple options and it is trying to allocate its resources, in this case power, into the right options. In a real PLC system, all three resource allocation problems can occur at the same time. In other words, the PLC transmitter can choose the proper transmitting port at the transmitter, choose the proper intermediate relay node for a cooperative communication, and finally, choose the portion of the spectrum in which the data is transmitted. Each resource allocation strategy can in turn improve the performance of the system by a proper decision making policy. This causes the transmitter to transmit the data packets throughout the transmission time, via different transmitting ports, through different relay nodes and in different parts of the spectrum. Therefore, by proper decision making algorithms, a significant improvement in the overall system performance can be expected. However, given specific circumstances, the PLC transmitter may encounter any subset of these problems. In the following, we focus on each problem individually. Before further investigating the proposed solutions to these problems, we use a powerful mathematical model in order to model these problems to use them as building blocks of machine learning algorithms.
4.6 Multi-armed Bandit Problem Modeling

4.6.1 Multi-armed Bandit Model

In the previous chapter, we discussed several selection problems which may occur in the power line communication. At each of these problems, the PLC transmitter faces the problem of selecting a parameter or a set of parameters between several available options. The outcome of each selection would directly influence the fundamental properties of the communication system and the reliability of the transmission. Therefore, a proper selection policy can greatly influence the overall performance of the communication system and is of utmost importance. This selection policy should be based on certain criteria which helps the selecting agent, i.e. the PLC transmitter, to perform a knowledge based selection in order to obtain an optimal performance. The selection criteria vary in each case of selection problems. For instance, for the selection problems discussed in Chapter 3, the following criteria may be considered:

- The channel selection process at the transmitter of a MIMO PLC system is based on the conditions of the different channels which are formed by the MIMO system between the transmitter and the receiver.

- The relay selection process at the transmitter of a cooperative PLC system in a PLC network is based on the conditions of the channels which are formed at each hop of the transmission between source, relay, and the data destination.

- The spectrum selection process at the transmitter of a narrowband PLC system is based on the conditions of each subcarrier at the time of transmission.

It can be observed that in order to perform a proper selection policy, the decision has to be eventually based on the conditions of the PLC channel. Therefore, obtaining the channel conditions at the transmitter is necessary in order to be able to make a knowing decision based on the information obtained from the channel state. To acquire the channel state information at the transmitter, the transmitter has to transmit pilot signals at pre-defined locations in time and frequency.

The receiver then receives the pilot signals and performs channel estimation based on the received pilot signals to obtain the channel state information. The channel state information is then fed back to the transmitter to be used in the process of selection. However, as described in Chapter 2, the PLC channel is time variant and frequency selective. This means that in order to obtain the channel state information, pilot signals have to be transmitted regularly throughout the transmission as well as all the subcarriers. Moreover, even when only a single selection has to be made, due to the time-variant nature of the PLC channel, all the other options need to be regularly monitored in order to follow the changes in the environment. Therefore, the channel estimation should be performed not only in time and frequency domains, but also in different locations, links and channels. This makes a tremendous amount of undesired overhead in the system as well as reducing the data throughput.
Due to the difficulties in acquiring the channel state information as described above, it is a fair assumption to consider the channel conditions as unknown at the transmitter. However, the channel state information is needed at the transmitter in order to perform an informed decision in any type of described selection problems. To solve this problem we propose the use of a class of problem modeling approaches known as the multi-armed bandit (MAB) problem modeling. MAB is a class of decision making problems introduced in machine learning, where a selecting agent consecutively selects an arm (or action) from a set of predefined actions, and receives a reward drawn from some a priori unknown distribution. Only the reward of played arm is observable at each trial. As a result of lack of information, at each trial, the player may choose an inferior arm in terms of average reward, yielding a regret that is quantified by the difference between the reward that would have been achieved if the agent would have selected the best arm with the highest reward and the actual achieved reward. The solution to the MAB problem aims to find the decision policy which results in the highest reward, or equivalently, results in the lowest regret. In other words, the goal is to perform a decision without any a priori knowledge of the channel, which results in the best performance.

MAB problems have been extensively used in wireless communication to model the problem of balancing exploitation and exploration (see for instance [128]–[131]). The exploitation refers to the use of the existing knowledge of the environment in order to receive the highest reward and exploration refers to the searching for a new decision and reacting to the changes in the environment. The key feature of the MAB problem modeling is the establishment of a trade-off between exploitation and exploration. The applications of MAB in wireless communication is aptly summarized in [132]. The MAB problem modeling was first introduced to the PLC systems for the channel selection problems in [110]. It has been shown that the MAB problem modeling in combination with machine learning algorithms provides a near optimal solution to the single channel selection problem in MIMO PLC systems without the channel state information at the transmitter.

In this chapter, the MAB problem modeling approach in both stationary and non-stationary systems is briefly introduced. Furthermore, the formal formulation of the channel selection problem in MIMO PLC, the relay selection problem in cooperative PLC networks, and the spectrum assignment in narrowband PLC systems, based on the MAB problem modeling are introduced.

Let us consider the problem of making a decision in an environment of incomplete information. The selecting agent (in our case the PLC transmitter), is constantly faced with the problem of maximizing its profit based on its current knowledge of the environment and trying to learn more about the environment in order to improve the quality of its decisions. This problem is widely modeled by the MAB problem [133], [134]. The selecting agent is repeatedly faced with a decision between $N$ different choices, here and thereafter referred to as actions or arms. Depending on the selected arm, a reward is observed. The reward in only observable after the selection has been made and the reward of the other choices cannot be revealed to the selecting agent. The goal of the selecting agent is to maximize the average
reward over the time of operation. The MAB problem can be divided into three separate problems as described in the following.

1. Stationary bandits: in these problems the environment in which the decision making process is taking place does not change over time. Therefore, as time of the operation increases the knowledge of the environment at the selecting agent increases and better decisions are made.

2. Non-stationary bandits: in these problems the environment changes during time. Therefore, the selecting agent has to react to the changes in the environment in an appropriate amount of time. Consequently, the recent rewards are more relevant to the selecting agent than the older ones.

3. Adversarial bandits: these problems were introduced in [135]. In this problem the rewards collected by the agent do not follow some probability distribution but are generated by an adversary in order to make things more complicated for the agent. Since this scenario is out of the scope of this thesis and does not apply to the PLC systems, we do not discuss it further.

Let us consider a general selection problem in a PLC system. Let us assume a set $K$ of available options from which the selecting agent is able to select, also known as actions or arms. Each frame of data is transmitted after selecting an arm $k \in K$, $k = \{1, 2, \cdots, N\}$, where $N$ is the number of available arms. The selected arm results in a particular total profit, also known as a reward. We define an episode as a slot in which a frame of data is transmitted according to a selected arm by the selecting agent. At each episode, an action $a_t$ is selected, yielding the instantaneous reward $X_t(a_t)$. The rewards $\{X_t(k)\}_{t \geq 1}$ for each arm $k \in \{1, 2, \cdots, N\}$ is calculated according to the received signal and this information is fed back to the transmitter via a robust mode of transmission, which is normally chosen as the acknowledgment (ACK) packet which is already being fed back to the transmitter.

The selecting agent chooses an arm at each episode according to a certain selecting policy $\pi$. Let us denote the expectation of the reward $X_t(k)$ by $\mu_{k,t}$. Let $k^*_t$ denote the optimal arm at time $t$, with expected reward $\mu_{k^*,t}$, where by definition

$$\mu_{k^*,t} = \mu^*_t = \max_{k \in K} \mu_{k,t}. \quad (4.11)$$

We define the instantaneous regret at time $t$ as the difference between mean rewards of the selected arm and the optimal arm. The expected regret of a decision making policy $\pi$ after $T$ trials, therefore, can be expressed as

$$R_{\pi,T} = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} (\mu^*_t - \mu_{a_t,t}) \right], \quad (4.12)$$

where $\mathbb{E}$ represents the mathematical expectation. The goal of a good policy is to select the optimal arm at each trial, which results in a minimum expected regret over all trials. Therefore, the goal of the MAB problem is to minimize the expected
regret with a certain decision making policy \( \pi \), or equivalently

\[
\minimize_{\pi} R_{\pi,T}.
\]  

(4.13)

The best decision policy of a MAB problem is one that yields the best results for the equation (4.13).

### 4.6.2 Stationary and Non-stationary Bandits

MAB problem modeling of the communication system problems are generally divided into stationary and non-stationary bandits. In stationary bandit problems, the environment in which the selecting agent performs its decisions is considered to be stationary and not changing over time. At each episode, the selecting agent chooses an arm based a certain selection policy which is, in turn, based on the current knowledge of the environment. This knowledge at the beginning of the operation is limited and may not correspond the actual conditions of the environment. However, over time the selecting agent obtains more and more information about the environment in the form of observed rewards. As the information about the environment at the side of selecting agent increases, the quality of the decisions will increase as well. Since the environment is stationary, the decision making needs to explore the environment less as the time of operation increases and the confidence on the decisions becomes stronger as well. This means that in a stationary environment the exploration of the environment becomes less frequent in order to exploit the existing information. Figure 4.5 illustrates the trade-off between exploitation and exploration in a stationary bandit problem. As depicted in this figure, as the time of the operation increases less explorations are necessary and the average reward can be increased by increasing the number of exploiting episodes.

![Figure 4.5: Exploitation-exploration trade-off in a stationary bandit.](image)

On the other hand, in a non-stationary bandit, the environment is changing over time. This can be seen as a more realistic scenario for PLC problems, due to the time-variant nature of the PLC channel. In this case, the selecting agent faces the problem of adapting itself to the changes of the environment and reacting to these changes in an appropriate time. For this reason, the trade-off between exploitation and exploration is more than ever important. More exploitation results in a better performance and higher average rewards but results in a delayed reaction to the changes in the environment. On the other hand, more exploration results in a
faster reaction to the changes of the environment, however, it may also result in the selection of a sub-optimal arm which, in turn, results in a decrease in performance and lower average reward. Finding the optimal trade-off between a high average reward and a fast reaction to the changes of the environment is the main focus of a proper solution to the non-stationary bandit problem. Figure 4.6 depicts the exploitation-exploration trade-off in a non-stationary bandit in two scenarios. In (a), the explorations are more frequent which results in a faster reaction to the changes of the environment, whereas in (b) the exploitations are more frequent which results in a slower reaction to the changes in the environment but a higher average reward.
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Figure 4.6: Exploitation-exploration trade-off in a non-stationary bandit with (a) more exploration and (b) more exploitation.

### 4.6.3 Channel Selection Problem as MAB

We consider a scenario in which a set \( K_c \) of \( K_c \) PLC channels are available in a MIMO PLC system. At each episode, a single channel \( k_C \in K_c \) is selected for data transmission. This can be considered as a single transmit diversity in a MIMO system as described in Chapter 3. In other words, we do not transmit at the same time in all channels as done in a conventional MIMO transmission, whereas we are interested in a scenario that only one channel is to be selected among numerous available channels for transmission in order to exploit the single transmit diversity of the system. The most important criterion for our decision is the transmission performance in the selected channel. The transmission performance is measured in terms of data rate (here, also referred to as utility). Clearly, as channel gains exhibit time-variant statistical characteristics, and in particular, time-variant mean, the utility function given above is also a non-stationary function. However, it is a strictly increasing function of channel gains, and, therefore, higher channel gains yield higher utility. Now, assume that the transmission is performed in \( T \) trials, and the selected channel at time \( t \) is denoted by \( a_t^{(c)} \). Intuitively, the transmitter

\[ ^2 \text{Note that since the PLC signals are formed on a set of conductors, they must satisfy the Kirchhoff's circuit laws. For simplicity and the ability to conduct simulations, we assume } K_c = 4. \text{ However the results are valid for any value of } K_c. \]
desires to maximize its accumulated utility over the transmission time. Formally,

$$\max_{a_t^{(c)} \in \mathcal{K}_c} \sum_{t=1}^{T} u_t^{(c)} \left( a_t^{(c)} \right).$$

(4.14)

The maximization in (4.14) is however not feasible, since without prior channel knowledge, the objective function is not available. Therefore, at each time $t$, the transmitter might opt to select the best channel in an average sense. That is, at time $t$, it tries to select channel $k_t^*$ with

$$u_t^{(c)}(k^*) = \max_{k \in \mathcal{K}_c} u_t^{(c)}(k),$$

(4.15)

so that the average utility function is also maximized in an average sense. With the channel knowledge available at the PLC transmitter and using an exhaustive search through the available channels, this can be achieved and the best channel can be selected for every transmission based on the available knowledge. However, accessing the channel knowledge requires the transmission of pilot signal throughout the whole transmission and that introduces a tremendous amount of undesirable overhead in the system. Given no prior information, however, this is not a trivial task to accomplish. The expected regret of some decision making policy $\pi$ after $T$ rounds (episodes), denoted by $R^{(c)}_{\pi,T}$, yields

$$R^{(c)}_{\pi,T} = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \left( u_t^{(c)}(k^*) - u_t^{(c)} \left( a_t^{(c)} \right) \right) \right],$$

(4.16)

Let $\mathcal{P}$ be the set of all possible decision making policies. The agent aims at minimizing its average regret over the horizon by choosing the optimal policy, which guides the agent for selecting an arm at each trial, so that the average regret is minimized. This goal can be formally stated as

$$\min_{\pi \in \mathcal{P}} R^{(c)}_{\pi,T}.$$

(4.17)

Now recalling from the problem formulation, in multi-channel PLC, our goal is to select the best channel $k_t^*$ with the utility function of $u_t^{(c)}(k^*)$, so that the average utility is maximized. As channel characteristics are unknown a priori, and after transmitting in any channel, only the performance of that specific channel can be observed, the problem resembles a MAB, where arms are mapped to PLC channels. Furthermore, as described previously, PLC channels are time-variant, in the sense that although channel gains can be attributed to a log-normal distribution, the statistical characteristics do not remain constant over time. Therefore, it can be assumed that the problem is a non-stationary bandit problem.
4.6.4 Relay Selection Problem as MAB

We consider the two-hop cooperative communication scenario, in which the transmitted signal from source travels to an intermediate relay before reaching the destination. We consider $N_r$ available intermediate relay nodes, from which one of them as the relaying node is to be selected for our two-hop fixed-rate transmission scheme. In the following, we model the PLC single relay selection problem as a MAB problem. Let us assume a set $\mathcal{K}_r$ of available relay nodes, known as actions or arms. Each frame of data is transmitted in one episode by selecting a relay node

$$k_r \in \mathcal{K}_r, \quad k_r = \{1, 2, \ldots, N_r\}, \quad (4.18)$$

resulting in a particular total end-to-end capacity as described in the previous chapter, here and thereafter known as reward. At each episode $t$ (corresponding to one frame of data), an action $a_t^{(r)}$ is selected, yielding the instantaneous reward $X_t(a_t^{(r)})$. The rewards $\{X_t(k_r)\}_{t \geq 1}$ for each arm $k_r \in \{1, 2, \ldots, N_r\}$ is calculated according to the received signal and this information is fed back to the transmitter via a robust mode of transmission and the transmitter chooses an arm at each trial according to a policy $\pi$. The only difference between the available relay nodes is the corresponding link rate, which in turn is dependent on the channel response as well as the noise power spectral density of the PLC channel. Therefore, we use the link rates as a figure of merit for the modeling of the problem. Given the frequency response $H_{n,n+1}(f)$ for a link from node $n$ to node $n+1$, the link rates are computed as

$$C_{n,n+1} = \int_{f_1}^{f_2} \log_2 \left( 1 + \frac{S_T|H_{n,n+1}(f)|^2}{S_N \Gamma} \right) df,$$  

where $S_T$ is the transmitter-side power spectral density, $S_N$ is the receiver-side noise power spectral density, and $\Gamma$ is the margin taking into account the gap between information theoretic capacity and achievable rate using practical coding and modulation schemes.

Let us denote the expectation of the reward $X_t(k_r)$ by $\mu_r^{(r)}(k_r)$. Let $k^*_r$ denote the optimal arm at time $t$, with expected reward $u_t^{(r)}(k^*)$, where by definition

$$u_t^{(r)}(k^*) = \max_{k_r \in \mathcal{K}_r} \mu_r^{(r)}(k_r). \quad (4.20)$$

We define the instantaneous regret at time $t$ as the difference between mean rewards of the selected arm and the optimal arm. The expected regret of a decision making policy $\pi$ after $T$ episodes, therefore, can be expressed as

$$R_{\pi,T}^{(r)} = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \left( u_t^{(r)}(k^*) - u_t^{(r)}(a_t^{(r)}) \right) \right], \quad (4.21)$$

where $\mathbb{E}$ represents the mathematical expectation. The goal of a good policy is to select the optimal arm at each trial, which results in a minimum expected regret over all trials. Therefore, the goal of the MAB problem is to minimize the expected
regret with a certain decision making policy $\pi$, or equivalently

$$\minimize_{\pi} R^{(r)}_{\pi,T}. \quad (4.22)$$

Now recalling from the problem formulation, in a PLC network, our goal is to select the best relay $k^*_t$ so that the average reward is maximized or equivalently the regret is minimized. As link rates are unknown a priori, and after transmitting in any route, only the link rate of that specific route can be observed, the problem resembles a MAB, where arms are mapped to the selected relay. Furthermore, as described previously, PLC channels are time-variant, and consequently the statistical characteristics do not remain constant over time. Therefore, it can be assumed that the problem is a non-stationary bandit problem.

### 4.6.5 Spectrum Assignment Problem as MAB

In the spectrum assignment problem, as described in the previous chapter, the exploitation exploration problem is defined as exploring the available spectrum to find a profitable transmission band while taking the empirically best frequency band as often as possible. In the following, we model the PLC spectrum assignment problem as a MAB problem.

A set of seven available frequency bands $B_i, i \in \{1,2,\ldots,7\}$, as described in the previous chapter, are modeled as actions of the MAB problem. The selecting agent is the PLC transmitter and each frame of data is transmitted by selecting an action $a^{(b)}_k = B_i$ where $k$ corresponds to that particular data frame. Data transmission through the selected arm results in a particular average transmitting power $\bar{P}(Q,a^{(b)}_k)$, required to reach a particular QoS of $Q$ with an upper-bound of $P_m$ which is defined as the maximum transmitting power of the PLC transmitter as

$$\bar{P}(Q,a^{(b)}_k) \leq P_m. \quad (4.23)$$

Based on the limit of transmission power at the PLC transmitter, the achieved reward at each trial $X_k(a^{(b)}_k)$ is defined as the difference between the maximum transmission power and the observed average transmitted power and can be written as

$$X_k(a^{(b)}_k) = P_m - \bar{P}(Q,a^{(b)}_k). \quad (4.24)$$

Let us denote the expectation of the reward $X_k(a^{(b)}_k)$ by $\mu_k(a^{(b)}_k)$. Let $a^{(b)}_{k^*}$ denote the optimal action (or equivalently the best frequency band) corresponding to the $k$-th data frame, with expected reward $\mu_k(a^{(b)}_{k^*})$, where by definition

$$\mu_k(a^{(b)}_{k^*}) = \max_{a^{(b)}_k} \mu_k(a^{(b)}_k). \quad (4.25)$$

We define the regret at trial $k$ as the difference between mean rewards of the selected action and the optimal action. The expected value of the regret of a decision making
policy $\pi$ after $K_b$ trials, therefore, can be expressed as

$$R_{\pi,K_b}^{(b)} = E_{\pi} \left[ \sum_{k=1}^{K_b} \left( \mu_k \left( a_{k^*}^{(b)} \right) - \mu_k \left( a_k^{(b)} \right) \right) \right],$$

(4.26)

where $E$ represents the mathematical expectation. The goal of a good policy is to select the optimal arm at each trial, which results in a minimum expected regret over all trials. Therefore, the goal of the MAB problem is to maximize the average reward over all trials or equivalently, to minimize the expected regret with a certain decision making policy $\pi$. Formally, we aim to solve the following problem

$$\min_{\pi} R_{\pi,K_b}^{(b)}.$$

(4.27)

It can be seen that equation (4.27) is the MAB model of the spectrum assignment problem formulated as equation (4.10). Recalling from the problem formulation, in a narrowband PLC system, our goal is to select the best spectrum portion of the available spectrum so that the average reward is maximized or equivalently the regret is minimized. As rewards are unknown a priori, and after transmitting in any spectrum, only the reward of that specific spectrum can be observed, the problem resembles a MAB, where arms are mapped to the frequency bands of the total spectrum. Furthermore, as described previously, PLC channels are time-variant, and consequently the statistical characteristics do not remain constant over time. Therefore, it can be assumed that the problem is a non-stationary bandit problem.

### 4.7 Chapter Conclusion

In this chapter, the multichannel PLC has been analyzed in explored in more detail. Three multichannel transmission scenarios, namely MIMO transmission, cooperative multihop transmission, and multiband transmission have been described and discussed in detail as the options of the PLC transmitter for a better communication via exploiting the multiple communication channels available inherently in PLC infrastructures. Furthermore, the corresponding diversity of the aforementioned multichannel schemes and the generated selection problems have been described. It has been shown that each selection problem can be solved by a proper decision making strategy, which in turn can significantly increase the performance and reliability of the communication system. However, it has been shown that in the state of the art solutions, the decision making policy is based on the channel state information at the PLC transmitter. Nonetheless, the channel state information is not accessible at the PLC transmitter due to time- and frequency selectivity as well as feedback delays of the channel estimation. In order to be able to propose a machine learning strategy for obtaining a decision making policy independent of the channel state information, these selection problems have been modeled by a powerful mathematical tool called the multi-armed bandit model. The MAB modeled problems will be used
in the next chapter in order to propose a class of solutions based on reinforcement learning.
Chapter 5

Reinforcement Learning Applications in Multichannel PLC

5.1 Chapter Overview

In chapter 3 we have presented three different selection problems which normally occur in a PLC system and discussed each selection problem in detail. We have formulated each selection problem as a MAB problem in Chapter 4 with accurately defined reward functions and regret functions for each case. The MAB problem for all the selection problems is a non-stationary bandit problem which concludes in a well-defined minimization (or maximization) problem with certain constraints. In this chapter we aim to solve these minimization problems with the assumption of an unknown channel at the transmitter. This assumption is a key aspect of the problem formulation, since as described in the previous chapters, obtaining the channel state information at the PLC transmitter is a challenging task and cannot be easily performed for all the times and all the frequencies. Therefore, we propose the use of reinforcement algorithms in order to solve the MAB problems without any a priori knowledge of the channel state information.

Reinforcement learning is an area of machine learning which involves in solving the problem of decision making of a selecting agent in an unknown environment in order to maximize some notion of cumulative reward. Therefore, reinforcement learning is a proper solution to the MAB problems and can provide the optimum or near optimum decisions in an unknown environment. Reinforcement learning has been extensively used in the selection problems of the communication theory (see for instance [136]–[139]). In this thesis we describe three of the most common families of reinforcement learning algorithms in order to solve the MAB problems of PLC. Each algorithm has been chosen based on the specific needs and system design of the corresponding MAB problem. Furthermore, we propose four new algorithms based on the reinforcement learning algorithms which are further adapted to the PLC.
systems in order to achieve the optimal result. In the following we present each algorithm in detail and discuss the performance analyses. The reinforcement learning algorithms that are being discussed in this chapter are categorized as follows.

1. Upper confidence bound (UCB) algorithms
   (a) The UCB-1 algorithm
   (b) The discounted UCB algorithm
   (c) The sliding window UCB algorithm
   (d) The proposed cyclic discount UCB algorithm (novel)
   (e) The proposed cyclic window UCB algorithm (novel)

2. Probability matching technique
   (a) The seminal algorithm
   (b) The proposed algorithm (novel)

3. Greedy algorithms
   (a) The seminal algorithm
   (b) The $\varepsilon$-greedy algorithm
   (c) The proposed greedy algorithm (novel)

The rest of the chapter is structured as follows. Section 5.2 describes the upper confidence bound algorithms as well as the two proposed algorithms based on the upper confidence bound algorithms. Section 5.3 describes the probability matching technique and the proposed algorithm based on the probability matching technique. Section 5.4 describes the greedy algorithms and the proposed algorithm based on the greedy algorithms. Simulation results are presented for all the algorithms, which shows the performance improvement for the proposed algorithms. Finally, section 5.5 concludes the chapter.

5.2 Upper Confidence Bound Algorithms

5.2.1 UCB-1 Algorithm

The class of upper confidence bound (UCB) algorithms were first introduced to machine learning applications in [140] and further analyzed in [141]. These algorithms were investigated in the literature ever since in order to solve the problem of exploitation-exploration trade-off in an intuitive and efficient manner (see for instance [142], [143]). Though the stationary formulation of the MAB problem allows the UCB algorithms to address exploration versus exploitation trade-off, it may fail to be adequate to model an evolving environment where the reward
distributions undergo changes in time, same as a PLC channel. To model such situations, we need to consider non-stationary MAB problems, where distributions of rewards may change in time. Therefore, non-stationary algorithms were developed to address the problem of a changing environment [144]–[146]. Both stationary and non-stationary algorithms have been used in communication theory in order to solve the exploitation exploration trade-off problem in different scenarios (see for instance [147]–[149]). In this section the conventional UCB algorithm for stationary environments, namely the UCB-1 algorithms, as well as two of the most powerful non-stationary UCB algorithms, namely discounted UCB and sliding window UCB will be discussed in this section. Furthermore, simulation results are presented in order to evaluate the performance of the algorithms.

The first algorithm that we consider is the seminal UCB algorithm, which is known as the UCB-1 algorithm. This algorithm is mainly used in stationary scenarios where the physical characteristics of the environment does not change over time. Although the PLC channel cannot be considered as a stationary environment, but since UCB-1 is the underlying algorithm for the other non-stationary algorithms, we first investigate this algorithm.

Let us assume an environment with $N_{arm}$ arms. The algorithm runs for $N_{ep}$ times which is the number of episodes of data transmission. At each episode $i$, an arm $a_i$ is selected by the algorithm and the corresponding reward $X_i^{(UCB-1)}(a_i)$ will be observed. In order to prioritize the arms, the concept of an upper bound is defined as follows.

**Definition 1.** The upper bound of a confidence interval of an arm, here and thereafter known as the upper bound function, is denoted as a well-defined function which presents the limits of the average reward which can be expected from that arm. This function includes the obtained knowledge of the environment as well as the accuracy of this knowledge.

Therefore, the upper bound function of each arm in the UCB-1 algorithm can be expressed as the summation of two other functions:

1. The average reward function, $\bar{X}_i^{(UCB-1)}(a_i)$, which denotes the empirical mean of the observed rewards,

2. The padding function, $c_i^{(UCB-1)}(a_i)$, which denotes the accuracy of the upper bound.

and hence, the upper confidence function of the arm $a_i$ which is denoted by $U_i^{(UCB-1)}(a_i)$ can be written as [141]

$$U_i^{(UCB-1)}(a_i) = \bar{X}_i^{(UCB-1)}(a_i) + c_i^{(UCB-1)}(a_i).$$  \hspace{1cm} (5.1)

The average reward function is constructed from the past observed rewards and represents the existing knowledge of the environment. Therefore, this function becomes a more accurately representation of the exact average reward of the arm as the number of the past episodes which use that arm increases. The average
The reward of arm $a_i$ is defined as [141]

$$
\bar{X}_i^{(UCB-1)}(a_i) = \frac{1}{N_i(a_i)} \sum_{s=1}^{i} X_s^{(UCB-1)}(a_i) I\{a_s = a_i\}, \quad (5.2)
$$

where $I\{a_s = a_i\}$ returns one when the condition $a_s = a_i$ is fulfilled and returns zero otherwise, and [141]

$$
N_i(a_i) = \sum_{s=1}^{i} I\{a_s = a_i\} \quad (5.3)
$$

denotes the number of times arm $a_i$ has been played in the $i$ first episodes. Equation (5.2) denotes the superposition of the observed rewards when the arm is played which is averaged over all the instances in which that arm was played. This returns the arm’s reward in an average sense with increasing accuracies over time of operation.

The padding function is designed in a way to be able to control the inaccuracies of the average reward. In other words, the padding function is large when the arm has been played only a few amount of times and therefore the inaccuracy in the average reward is higher. After playing the arm more times, the average reward will approach its actual value and at the same time the padding function shrinks which indicates the accuracy of the average reward estimation. Hence, the bigger the padding function is, the less experienced is that arm and the more inaccuracies are involved in the estimation of the average reward. A standard choice for the padding function is [141]

$$
e_i^{(UCB-1)}(a_i) = B \sqrt{\frac{\zeta \log(i)}{N_i(a_i)}}, \quad (5.4)
$$

where $N_i(a_i)$ is defined as Equation (5.3), $B$ is an upper bound on the rewards and is selected as the maximum value of the observed reward through many trials of the algorithm, and $\zeta > 0$ is some appropriate constant and is selected based on empirical applications of the algorithm. By assigning appropriate values of $\zeta$, this function can tune the performance of the UCB-1 algorithm to better results in stationary environments.

The UCB-1 algorithm starts by the initialization phase, where all of the available arms are played successively in order to obtain the initial information of all the arms. After playing each arm, the returned reward of that arm is observed by the algorithm and the upper bound of that arm is updated according to Equation (5.1). After the initialization phase, all the arms have been played once and the upper bound of all the arms are updated. Although, due to the fact that each arm has been played only once, the padding functions are large and the average reward informations are still inaccurate.

After obtaining the initial information, the next arm is selected by algorithm. The selection policy is the selection of the arm with highest upper confidence bound among all the available arms which represents a higher reward in an average sense.
This selection policy can be formally expressed as

\[ a_i = \arg \max_{1 \leq n \leq N_{arm}} U_i^{(UCB-1)}(a_n). \]  

(5.5)

The signal transmission is then performed through the selected arm and at the end of the episode the returned reward of that arm is observed and once again the upper bound of the selected arm is updated according to Equation (5.1). This process repeats until the end of the transmission. Algorithm 1 summarizes the UCB-1 algorithm.

\begin{algorithm}
\caption{UCB-1}
\begin{algorithmic}[1]
\For {i=1 to \(N_{arm}\)}
\State play arm \(a_i = i\).
\State observe the reward \(X_i^{(UCB-1)}(a_i)\).
\State calculate the average reward of \(a_i\) by Equation (5.2).
\State calculate the padding function of \(a_i\) by Equation (5.4).
\State update the upper bound of \(a_i\) by Equation (5.1).
\EndFor
\For {i=\(N_{arm} + 1\) to \(N_{ep} \)}
\State play arm \(a_i\) selected by Equation (5.5).
\State observe the reward \(X_i^{(UCB-1)}(a_i)\).
\State calculate the average reward of \(a_i\) by Equation (5.2).
\State calculate the padding function of \(a_i\) by Equation (5.4).
\State update the upper bound of \(a_i\) by Equation (5.1).
\EndFor
\end{algorithmic}
\end{algorithm}

It has been proven [141], that the UCB-1 algorithm performs optimally in stationary environments. The following theorem formally this proposition.

**Theorem 1.** The UCB-1 algorithm is optimal in the sense that its expected regret matches the lower bound regret of all policies for stationary bandit problems [141].

### 5.2.2 Discounted UCB Algorithm

Theorem 1 denotes the optimality of the UCB-1 algorithm for stationary bandits. However, for non-stationary bandits the UCB-1 algorithm cannot be considered as an optimal policy. This is due to the fact that for non-stationary bandits, the environment is subject to the changes in the fundamental parameters of the environment, however the UCB-1 algorithm does not consider these changes and therefore is not able to react to them in a timely manner.

For non-stationary bandits the reward values are assumed to be from an unknown distribution which is also non-stationary, therefore the optimal selection policy must have the ability of adaptation to the changes of the statistical characteristics of the values of rewards. For this reason, discounted upper confidence bound (D-UCB) algorithm has been introduced in [145], where a discount factor \(\gamma \in (0, 1)\) has been introduced to the UCB algorithm to mark the affects of the time in which
the selected arm has been played. This means the older selected actions do not have equal weights in calculating the empirical mean of the rewards, whereas the more recent selected actions weigh more in the calculation of the confidence bound function. The discount factor $\gamma$ plays a major role in the outcome of the algorithm, therefore it is the most important parameter in this algorithm. Figure 5.1 illustrates the weight factor for UCB-1 algorithm and the D-UCB algorithm.

![Figure 5.1: Weight factors in confidence bound calculations for UCB-1 and D-UCB algorithms.](image)

In the D-UCB algorithm, at each episode $i$, an arm $a_i$ is selected and the corresponding reward $X_i^{(D-UCB)}(a_i)$ will be observed. The average reward function is constructed from the past observed rewards with appropriate weights and represents the existing knowledge of the environment. Therefore, the average reward of arm $a_i$ can be defined as

$$\bar{X}_i^{(D-UCB)}(a_i, \gamma) = \frac{1}{N_i(a_i, \gamma)} \sum_{s=1}^{i} \gamma^{i-s} X_s^{(D-UCB)}(a_i) \mathbb{1}_{\{a_s = a_i\}},$$  \hspace{1cm} (5.6)

where

$$N_i(a_i, \gamma) = \sum_{s=1}^{i} \gamma^{i-s} \mathbb{1}_{\{a_s = a_i\}},$$  \hspace{1cm} (5.7)

and

$$\mathbb{1}_{\{a_s = a_i\}} = \begin{cases} 1 & a_s = a_i \\ 0 & a_s \neq a_i \end{cases}$$  \hspace{1cm} (5.8)

The term $\gamma^{i-s}$ ensures that the recent results of the observed rewards become higher weights compared to the old ones. This weight reduces the influence of the outdated information and hence results in a quicker reaction of the algorithm to the changes of the environment.

The padding function on the other hand needs to be appropriately weighted so that the more recent rewards receiving a larger padding function. With a uniform weighting of the padding function, all the rewards contribute with the same weight and the information of the age of the reward is lost. In order to use this information, a proper padding function should be designed to increase the contribution of the most recent results, and at the same time, reduce the contribution of the older rewards.
rewards. A common choice of the padding function for this situation is

\[ c^{(D-UCB)}_i(a_i, \gamma) = B \sqrt{\frac{1}{ \sum_{i=1}^N n_i(\gamma, a_i) }}, \]  

where

\[ n_i(\gamma) = \sum_{i=1}^N N_i(\gamma, a_i). \]  

Therefore, from Equation (5.6) and (5.9), the upper confidence function of the arm \( a_i \) which is denoted by \( U^{(D-UCB)}_i(a_i) \) can be written as

\[ U^{(D-UCB)}_i(a_i, \gamma) = \bar{X}^{(D-UCB)}_i(a_i, \gamma) + c^{(D-UCB)}_i(a_i, \gamma). \]  

The D-UCB algorithm starts by the initialization phase same as the UCB-1 algorithm. In the initialization phase, all of the available arms are played successively in order to obtain the initial information of all the arms. After playing each arm, the returned reward of that arm is observed by the algorithm and the upper bound of that arm is updated according to Equation (5.11) which has been weighted accordingly. After the initialization phase, all the arms have been played once and the upper bound of all the arms are updated. After obtaining the initial information, the next arm is selected by the algorithm. The selection policy is the selection of the arm with highest upper confidence bound among all the available arms which represents a higher reward in an average sense. This selection policy can be formally expressed as

\[ a_i = \arg \max_{1 \leq n \leq N_{arm}} U^{(D-UCB)}_i(a_n, \gamma). \]  

The signal transmission is then performed through the selected arm and at the end of the episode the returned reward of that arm is observed and once again the upper bound of the selected arm is updated according to Equation (5.11). This process repeats until the end of the transmission. The D-UCB algorithm is similar to the UCB-1 algorithm but with the aforementioned functions.

**Theorem 2.** Discounted upper-confidence bound algorithm is almost optimal in the sense that its expected regret matches the lower bound regret of all policies for non-stationary bandit problems [144], [145].

### 5.2.3 Sliding Window UCB Algorithm

Another algorithm which deals with the abrupt changes of the environment in a non-stationary bandit is the sliding window UCB (SW-UCB) algorithm. This algorithm was proposed in [144] and presents another solution for assigning different weights on the observed rewards based on the time of occurrence. The main difference between D-UCB and SW-UCB algorithms is that in D-UCB algorithm the weight factor is distributed as an exponential function over all the rewards so that old rewards are assigned with a low weight factors and recent rewards are assigned
with a high factor, as illustrated in Figure 5.1. However, in SW-UCB algorithm the weight factor function is denoted as a sliding window function where the old rewards do not contribute to the calculation of the average reward and only the recent rewards contribute to the calculation of the average reward. Moreover, the recent rewards have the same weight in the calculation of the average reward. This has been illustrated in Figure 5.2. It can be seen that in this algorithm the size of the window has an important role in the outcome of the algorithm.

Let us assume the observed reward at the end of an episode where the action $a_i$ has been selected, as $X_i^{SW-UCB}(a_i)$. The window size is set to be $\tau$, which is selected by empirical calculations to tune the algorithm in order to retrieve best results. The average reward function in this case is constructed by averaging the past $\tau$ rewards of $a_i$ and ignoring the older rewards. Therefore, the average reward of arm $a_i$ can be defined as

$$\bar{X}_i^{SW-UCB}(a_i, \tau) = \frac{1}{N_i(a_i, \tau)} \sum_{s=i-\tau+1}^{i} X_s^{SW-UCB}(a_i) 1_{\{a_s=a_i\}}, \quad (5.13)$$

where

$$N_i(a_i, \tau) = \sum_{s=i-\tau+1}^{i} 1_{\{a_s=a_i\}}. \quad (5.14)$$

Note that the summation over the rewards is only considering the past $\tau$ elements, however with the same weight. This is as opposed to the weighting system in which all the past rewards have some weights increasing over time. This method of weighting helps to disregard the outdated information which may not be still valid due to changes of the environment.

The padding function of the algorithm follows the same logic and only the past $\tau$ elements are considered in the calculation of the padding function and the rest are disregarded. These past $\tau$ elements, however, have the same weights in the calculation of the padding function. This passing function also needs to be designed and a range of different functions can be applied to the SW-UCB algorithm.
common choice of the padding function for the SW-UCB algorithm is
\[
c_i^{(SW-UCB)}(a_i, \tau) = B\sqrt{\frac{\zeta \log(\min(i, \tau))}{N_i(a_i, \tau)}}, \tag{5.15}
\]
where \(\min(i, \tau)\) denotes the minimum of \(i\) and \(\tau\).

Therefore, from Equation (5.13) and (5.15), the upper confidence function of the arm \(a_i\) which is denoted by \(U_i^{(SW-UCB)}(a_i)\) can be written as
\[
U_i^{(SW-UCB)}(a_i, \tau) = \bar{X}_i^{(SW-UCB)}(a_i, \tau) + c_i^{(SW-UCB)}(a_i, \tau). \tag{5.16}
\]

The SW-UCB algorithm starts by the initialization phase same as the UCB-1 and D-UCB algorithms. In the initialization phase, all of the available arms are played successively in order to obtain the initial information of all the arms. After playing each arm, the returned reward of that arm is observed by the algorithm and the upper bound of that arm is updated according to Equation (5.16) which only uses the past \(\tau\) samples in the calculations. After the initialization phase, all the arms have been played once and the upper bound of all the arms are updated. After obtaining the initial information, the next arm is selected by the algorithm. The selection policy is the selection of the arm with highest upper confidence bound among all the available arms which represents a higher reward in an average sense. This selection policy can be formally expressed as
\[
a_i = \arg \max_{1 \leq n \leq N_{arm}} U_i^{(SW-UCB)}(a_n, \tau). \tag{5.17}
\]

The signal transmission is then performed through the selected arm and at the end of the episode the returned reward of that arm is observed and once again the upper bound of the selected arm is updated according to Equation (5.16) with only the last \(\tau\) samples contribute to the calculations. This process repeats until the end of the transmission. The SW-UCB algorithm is similar to the UCB-1 algorithm but with the aforementioned functions.  

**Theorem 3.** Sliding window upper-confidence bound algorithm is almost optimal in the sense that its expected regret matches the lower bound regret of all policies for non-stationary bandit problems [144].

### 5.2.4 The Proposed UCB Algorithms: Introduction

As described in Chapter 2, the PLC noise and the channel transfer function can be modeled as a cyclostationary random process. In a cyclostationary process, the statistical characteristics of the process repeat periodically, which in the PLC case, this period is matched to the mains period. Therefore, in the calculation of the empirical mean and the padding function of the UCB-1 algorithm, considering all the previous actions with the same weight, is not an optimal policy and can be
further optimized by exploiting the cyclostationary nature of the channel. Furthermore, the mere consideration of the recent past actions as major contributors to the calculation of the confidence index, as in D-UCB and SW-UCB algorithms, may result in a sub-optimal policy as well, since the far past actions in the same cycle and hence with the same statistical characteristics are neglected due to their low discount weight or even completely disregarded if they lie outside of the weight window. To overcome this problem, we propose two novel algorithms, namely

1. The cyclic discounted upper-confidence bound (CD-UCB) algorithm, and
2. The cyclic window upper-confidence bound (CW-UCB) algorithm.

Furthermore, through simulation results, we show that for a cyclostationary system like PLC, these algorithms result in a better selection policy, and therefore an overall better performance. In the following we describe in detail the proposed algorithms.

5.2.5 The Proposed CD-UCB Algorithm

Let us assume the period of the alternating current (AC) waveform of the power lines as $T_{AC}$ with the noise power and hence the rewards of each arm as a cyclostationary process with $T_{AC}$ duration of each cycle. Up to the time index $t = T$, the total number of complete cycles, denoted by $P$, can be calculated as

$$P = \left\lfloor \frac{T}{T_{AC}} \right\rfloor. \quad (5.18)$$

Furthermore, the empirical mean value of each arm at time $i$, as well as the padding function, are to be calculated in a way that all the last cycles are included in the calculations. The weighing factor should be chosen in a way that it involves the cyclostationary behavior of the reward. For this purpose, let us consider a single period of time with duration $T_{AC}$. In this period, the first samples will have lower weights and the last samples will have higher weights. In other words, we use a similar discount factor as in the D-UCB algorithm for each period. Let us assume the observed reward of the arm $a_i$ as $X_{i}^{(CD-UCB)}(a_i)$. For the last $P$ complete periods, we calculate the empirical means of of arm $a_i$ as

$$\Xi_2 = \Xi_2(a_i, T_{AC}, \gamma) = \sum_{p=1}^{P} \sum_{s=t-pT_{AC}}^{t-(p-1)T_{AC}} \gamma^{i-(p-1)T_{AC} - s} X_{s}^{(CD-UCB)}(a_i) 1_{\{a_s=a_i\}}, \quad (5.19)$$

where the first summations goes through all the periods and in the second summation the term $\gamma^{i-(p-1)T_{AC} - s}$ applies a discounted factor for each period separately. The start of the period starts with a low weight factor and the weight factor increases as time reaches the end of the period.

Equation (5.19) only accounts for the complete periods, however, as depicted in Figure 5.3, the first period may be an incomplete period. For the incomplete period
at the beginning of the time index (see Figure 5.3), we calculate the corresponding portion of the empirical mean as

\[
\Xi_1 = \Xi_1(a_t, T_{AC}, \gamma) = \sum_{s=1}^{t-PT_{AC}} \gamma^{t-PT_{AC}-s} X_s^{(CD-UCB)}(k) \mathbb{1}_{a_s=k}.
\] (5.20)

This applies a discount factor to the incomplete period. Without doing so, the information available in this incomplete period is lost, and by using this the algorithm becomes a little stronger. Therefore, for the whole time \(1 \leq t \leq T\), the average reward of the action \(a_t\) can be calculated as

\[
\bar{X}_i^{(CD-UCB)}(a_t, T_{AC}, \gamma) = \frac{1}{N_i(a_t, T_{AC}, \gamma)} (\Xi_1 + \kappa \Xi_2),
\] (5.21)

where \(\kappa = \text{sign}(P)\) returns one when the number of periods is more than one, and returns zero when the total time is less than a period. The term \(N_i(a_t, T_{AC}, \gamma)\) is described as

\[
N_i(a_t, T_{AC}, \gamma) = \sum_{s=1}^{t-PT_{AC}} \gamma^{t-PT_{AC}-s} \mathbb{1}_{a_s=a_t}
\]

\[
+ \kappa \sum_{p=1}^{P} \sum_{s=1}^{i-(p-1)T_{AC}} \gamma^{i-(p-1)T_{AC}-s} \mathbb{1}_{a_s=a_t}.
\] (5.22)

The padding function for the CD-UCB algorithm is calculated similar to the average reward calculations. This means that all the previous rewards contribute to the padding function, but with different weights and these weights are depending on the periods of the cyclostationary behavior of the noise. Therefore, each period receives separate weighing factors from the start of the episodes to the current time of operation. The padding of the proposed CD-UCB algorithm can be written as

\[
c_i^{(CD-UCB)}(a_t, T_{AC}, \gamma) = B \sqrt{\frac{\xi \log(n_i(T_{AC}, \gamma))}{N_i(a_t, T_{AC}, \gamma)}},
\] (5.23)
where

$$n_i(T_{AC}, \gamma) = \sum_{i=1}^{N} N_i(a_i, T_{AC}, \gamma).$$

(5.24)

Therefore, from Equation (5.21) and (5.23), the upper confidence function of the arm \(a_i\) which is denoted by \(U_i^{(CD-UCB)}(a_i)\) can be written as

$$U_i^{(CD-UCB)}(a_i, T_{AC}, \gamma) = \bar{X}_i^{(CD-UCB)}(a_i, T_{AC}, \gamma) + c_i^{(CD-UCB)}(a_i, T_{AC}, \gamma).$$

(5.25)

The proposed CD-UCB algorithm starts by the initialization phase same as the UCB-1, D-UCB, and SW-UCB algorithms. In the initialization phase, all of the available arms are played successively in order to obtain the initial information of all the arms. After playing each arm, the returned reward of that arm is observed by the algorithm and the upper bound of that arm is updated according to Equation (5.25) which uses the separate discounts for each period in the calculations. After the initialization phase, all the arms have been played once and the upper bound of all the arms are updated. After obtaining the initial information, the next arm is selected by the algorithm. The selection policy is the selection of the arm with highest upper confidence bound among all the available arms which represents a higher reward in an average sense. This selection policy can be formally expressed as

$$a_i = \arg \max_{1 \leq n \leq N_{arm}} U_i^{(CD-UCB)}(a_n, T_{AC}, \gamma).$$

(5.26)

The signal transmission is then performed through the selected arm and at the end of the episode the returned reward of that arm is observed and once again the upper bound of the selected arm is updated according to Equation (5.25) with discounted factors for all the periods accordingly. This process repeats until the end of the transmission. The proposed CD-UCB algorithm is similar to the UCB-1 algorithm but with the aforementioned functions.

### 5.2.6 The Proposed CW-UCB Algorithm

Similar to the approach in CD-UCB algorithm, we propose another algorithm based on UCB algorithm which its weight factor is periodic, hence adapted to the cyclo-stationary behavior of the channel. In CD-UCB algorithm, the statistical characteristics of the reward function at time \(t = T\) and \(t = T - T_{AC}\) are the same, and therefore the weight factor at these times is at its maximum. However, at time \(t = T - T_{AC} + 1\), the reward function enters the next cycle and results in a low value of weight factor. Although, the statistical characteristics of the reward function at time \(t = T - T_{AC}\) and \(t = T - T_{AC} + 1\) are not that different. This problem can be addressed with the proposed cyclic window UCB algorithm.

In CW-UCB algorithm, the empirical mean and the padding function are not discounted as in the CD-UCB algorithm, but are windowed periodically. The windowing period is chosen to be matched with the periodic behavior of the reward
and hence matched with $T_{AC}$. Therefore, the most important parameter in this algorithm is the size of the window. The window size, $W$, is selected in a way to maximize the effect of windowing according to the period of operation. Figure 5.4 illustrates the weight factors in the calculations of average reward and the padding function in CD-UCB and CW-UCB algorithms.

Figure 5.4: Weight factors in confidence bound calculations for the proposed CW-UCB and the proposed CD-UCB algorithms.

Let us assume the observed reward of arm $a_i$ as $X_i(a_i)$. The average reward is windowed periodically. Formally, the average reward can be expressed as

$$
\bar{X}^{(CW-UCB)}(a_i, W, T_{AC}) = \frac{1}{N_i(a_i, W, T_{AC})} \sum_{p=0}^{P} \sum_{s=1}^{i} w(s - i + pT_{AC})X_s(a_i)\mathbb{1}_{\{a_s = a_i\}},
$$

where $w(s)$ is the window function and is defined as

$$
w(s) = \begin{cases} 
1 & |s| < \frac{W}{2} \\
0 & \text{otherwise}
\end{cases}
$$

The term $w(s - t + pT_{AC})$ in (5.27) denotes that the windowing is performed at the current time in addition to the multiple times of the mains period before the current time (see Figure 5.4 for an illustration of this idea). This ensures that the periodicity of the PLC channel environment is considered in the calculation of the average reward. This enables the algorithm to adapt itself to the features of the PLC channel and perform better in these environments. The term $N_i(a_i, W, T_{AC})$ can be described as

$$
N_i(a_i, W, T_{AC}) = \sum_{p=0}^{P} \sum_{s=1}^{i} w(s - i + pT_{AC})\mathbb{1}_{\{a_s = a_i\}}.
$$

The padding function for the CW-UCB algorithm is calculated similar to the average reward calculations. Therefore, each period receives separate weighing factors from the start of the episodes to the current time of operation. This is also similar to the calculations of the CD-UCB algorithm. The padding of the proposed CW-UCB
algorithm can be written as

\[ c_i^{(CW-UCB)}(a_i, T_{AC}, W) = B \sqrt{\frac{\zeta \log(n_i(T_{AC}, W))}{N_i(a_i, T_{AC}, W)}}, \]  

(5.30)

where

\[ n_i(T_{AC}, W) = \sum_{i=1}^{N} N_i(a_i, T_{AC}, W). \]  

(5.31)

Therefore, from Equation (5.27) and (5.30), the upper confidence function of the arm \( a_i \) which is denoted by \( U_i^{(CW-UCB)}(a_i) \) can be written as

\[ U_i^{(CW-UCB)}(a_i, T_{AC}, W) = \bar{X}_i^{(CW-UCB)}(a_i, T_{AC}, W) + c_i^{(CW-UCB)}(a_i, T_{AC}, W). \]  

(5.32)

The proposed CW-UCB algorithm starts by the initialization phase same as the UCB-1, D-UCB, SW-UCB, and CD-UCB algorithms. In the initialization phase, all of the available arms are played successively in order to obtain the initial information of all the arms. After playing each arm, the returned reward of that arm is observed by the algorithm and the upper bound of that arm is updated according to Equation (5.32) which uses the separate windows for each period in the calculations. After the initialization phase, all the arms have been played once and the upper bound of all the arms are updated. After obtaining the initial information, the next arm is selected by the algorithm. The selection policy is the selection of the arm with highest upper confidence bound among all the available arms which represents a higher reward in an average sense. This selection policy can be formally expressed as

\[ a_i = \arg \max_{1 \leq n \leq N_{\text{arm}}} U_n^{(CW-UCB)}(a_n, T_{AC}, W). \]  

(5.33)

The signal transmission is then performed through the selected arm and at the end of the episode the returned reward of that arm is observed and once again the upper bound of the selected arm is updated according to Equation (5.32) with window factors for all the periods accordingly. This process repeats until the end of the transmission. The proposed CW-UCB algorithm is similar to the UCB-1 algorithm but with the aforementioned functions.

The proposed algorithms consist of an initialization phase which its duration is proportional to the number of relays. Then at each frame length the end-to-end capacity has to be obtained and instantaneous rewards are calculated at the transmitter. The calculation of reward for the selected arm consists of a linear calculation of the empirical mean in addition to the calculation of the padding function which consists of a square root and a logarithm function. These calculations are only done in one arm at each frame time. The algorithms are bounded in the sense that after a limited amount of time, the arm with the best rewards can be detected and selected for most of the consecutive selections. However, the amount of time needed for this convergence, denoted by \( \tau_{\text{alg}}(N) \), is directly proportional to the number of relays \( N \) (see Figure 5.14). Let us denote the time in which the relay channels remain
in a particular state as $\tau_{ch}$. In order to have a working algorithm, change of the channel in time must happen slower than the convergence time of the algorithm and $\tau_{alg}(N) < \tau_{ch}$ must hold. The exhaustive search method in the simulations, assumes the perfect CSI at transmitter and expectedly the returned reward is higher than learning algorithms. However, acquiring CSI is much more complicated than feeding back the observed reward. The reason for that is that the PLC channel is time-variant and frequency-selective. Therefore, pilot signals should be transmitted in all the subcarriers at pre-defined time intervals throughout the transmission. Moreover, the amount of overhead which this brings increases linearly by the number of available relays, since in order to react to the changes in the environment all the possible routes should be evaluated. On the other hand, feeding back the reward data can take place on the free bits of the ACK (acknowledgment) packet which is already being fed back to the transmitter and is not dependent on the number of available relays.

5.2.7 Performance Evaluation of UCB Algorithms

In this section we present numerical results to evaluate the performance of the above-mentioned UCB algorithms. For this reason we consider two selection problems in PLC, namely the PLC channel selection problem and the PLC relay selection problem as described in Chapter 4. In Chapter 4 these two selection problem have been modeled as a MAB problem with well-defined reward and regret functions. We use the reward and regret function of each case to apply the UCB algorithms. The simulation results show significant improvement when the machine learning algorithm is applied. In the following we present these simulation results as well as a discussion on the performance analysis.

5.2.7.1 UCB algorithms in PLC Channel Selection

We consider a PLC system with four channels as described in Chapter 2, however generalization to more than four channels is straightforward. Channel gains are considered to have log-normal distribution as discussed in Chapter 2. Channels are considered to be non-stationary, and we assume that the mean value of the log-normal distribution of each channel varies over time in a piece-wise stationary manner, as it is depicted in Figure 5.5. As illustrated in this figure, two of the channels are not changing over time whereas the other two change abruptly at time instances which are a priori unknown to the transmitter.
Figure 5.5: Exemplary time-variation in mean value for different PLC channels.

From the figure 5.5, it can be concluded that the optimal choice of channel on an average base yields:

\[ a_i = \begin{cases} 
1 & \text{if } t < t_1 \\
2 & \text{if } t_1 \leq t < t_2 \\
3 & \text{if } t_2 \leq t < t_3 \\
4 & \text{if } t_3 \leq t < t_4 \\
2 & \text{if } t \geq t_4 
\end{cases} \]  

(5.34)

with \( t_1 = 5 \times 10^2, t_2 = 10^3, t_3 = 5 \times 10^3 \) and \( t_4 = 5 \times 10^4 \). We evaluate the performance of the proposed model by using two selection strategies, namely the D-UCB algorithm and the SW-UCB algorithm as described previously. In doing so, we select \( T = 10^5, \zeta = 0.55, \tau = 7 \times 10^2, B = 1, \gamma = 0.9 \) based on empirical results of the algorithms. These parameters have been chosen in regard to the criteria described in [144], in which the parameters are chosen so that the optimal result is achieved for piece-wise stationary channels.

For the sake of comparison, we use two other strategies as benchmarks for performance comparison:
1. Optimal channel selection given full information, which finds the best channel with the largest mean value of channel gains by exhaustive search; and

2. Random channel selection, where at each time a channel is selected uniformly at random.

The regret growth of the two algorithms is shown in Figure 5.6. As it is clear from this figure, at change points, where the average gain of some channel, thereby the optimal choice of channel, changes, the regret increases very fast. The reason is that both algorithms require some time to detect the change and adapt their selection. However, after the best channel is selected, the regret growth slows down, thus the accumulated regret remains almost fixed. It should be also noted that if the changes occur in short time intervals, like the first and second change-points depicted in Figure 5.5, a phase, where the accumulated regret remains almost fixed cannot be observed, simply since the optimal channels changes again even before (or right after) the algorithm adapts its choice. Thus, it can be concluded that the proposed model and approach is more suitable for slowly-varying environments. Moreover, it can be observed that the performance of SW-UCB is slightly better than that of D-UCB.

Figure 5.7 depicts the average reward achieved by the proposed channel selection
model in comparison with those of exhaustive search given full information and uniformly random selection. From this figure, it can be concluded that the model exhibits acceptable performance which only slightly differs from a fully informed channel selection. Furthermore it can be observed that the two MAB channel selection algorithms result in an approximately equal performance. Also note that the average utility increases in the time periods where the average gain of the selected (optimal) channel is large, for example in the time $t_3 \leq t < t_4$, where the optimal channel (Channel 4) has an average gain equal to $\mu_t = 0.9$. Shortly after, in time $t \geq t_4$, when Channel 2 with average $\mu_t = 0.5$ becomes optimal, average decreases, and the final average yields $\approx 0.7$.

5.2.7.2 UCB Algorithms in PLC Relay Selection

We consider a two-hop cooperative communication with a PLC channel as described in Chapter 4. The number of available relays is considered to be 6 nodes, from which a single node is selected for transmission at each transmission instant. However the results for more and less number of relays are presented as well in order to observe the effects of the number of relays on the algorithms. The only difference between
the available relay nodes is the corresponding link rate, which in turn is dependent on the channel response as well as the noise power spectral density of the PLC channel as described in the previous chapter.

The impulsive noise of the power line channel is considered to be periodic and synchronous to the frequency of the mains as described in Chapter 2, with a variance determined as cyclostationary function. Figure 5.8 demonstrates the periodic impulsive noise in the power lines which is synchronous to the frequency of the mains $f_m = 50\,\text{Hz}$.

Different relay selection policies are applied to the PLC system to acquire a quantitative comparison between the existing policies in the literature and the selection policies described in the proposed algorithms. Formally, the following approached have been examined:

1. In the first method, an exhaustive search is performed to find the best available relay node for transmission with the assumption of perfect CSI. This returns the highest reward at each time instance, or equivalently the maximum achievable reward for other algorithms which is a function of the channel conditions.

2. In the second method, a fixed relay node is selected at the beginning of the transmission in a random manner and the selected node is used for the entire transmission time, regardless of the changes in the channel.

3. In the third method the relay node is selected randomly for each instant of transmission. Therefore the all the available nodes have the chance of being selected, but the changes in channel does not play a role in the selection procedure.

4. The fourth and the fifth methods of relay selection are the basic UCB and Discounted UCB algorithms described previously.

![Figure 5.8: PLC noise power.](image)
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5. Finally, the sixth and seventh selection policies are the proposed CD-UCB and CW-UCB algorithms.

Figure 5.9 and 5.10 show the average reward and the accumulated regret of the above mentioned relay selection policies, respectively. It can be seen that the best performance belongs to the exhaustive search method, as expected. The worst performance is from the random selection of the relay node and the fixed relay node, due to the fact that the changes in channel is disregarded in these methods. Basic UCB and discounted-UCB algorithms provide a significant performance gain in terms of average reward and demonstrate lower regrets throughout the transmission. It can be seen that the proposed algorithms can further improve the performance and obtain more reward and lower regret compared to the existing algorithms. Although, at the beginning of the operation, the padding functions are still large for all the arms and therefore a uniform weight as in UCB outperforms the discounted weights of the proposed algorithms.

Figure 5.11 illustrates the percentage of correct selection in different transmission policies. This percentage is calculated after the entire duration of the transmission, by comparing the selected relay nodes of each method to the selected relay nodes of the exhaustive search method as a measure of reference. It can be seen that the basic MAB algorithms result in a higher percentage of correct selection and the proposed MAB algorithms can achieve yet higher percentages. This visualization helps us to determine the accuracy and the level of success for each individual algorithm. It can be seen that both the proposed algorithms significantly improve the state of the art algorithms.

The first proposed algorithm, namely the cyclo-discounted UCB algorithm, uses
Figure 5.10: Accumulated regret comparison between different relay selection policies.

Figure 5.11: Percentage of correct selection of different transmission policies.
a weight factor as a parameter of cyclic weights for the calculation of the UCB index, whereas the second proposed algorithm, namely the cyclic-window UCB algorithm, uses a window size parameter for the calculation of the UCB index.

Figure 5.12 and 5.13 demonstrates the impact of different weight factors and window sizes, respectively. Compared with Figure 5.9 we can realize that the change in window size or weight factor can relatively affect the performance of the algorithms. These parameters can be determined beforehand by empirical results which are gathered by running the algorithm in real environments. The proper value of each parameter, i.e. the window size and the weight factors can then be implemented in the algorithms to tune them into better and more accurate results.

Figure 5.14 demonstrates the effect of the number of relays on the cyclic-window algorithm. It can be seen that in the same frame of time, with higher the number of relays it takes longer for the algorithm to adapt itself to the environment and the accumulated regret grows by the number of available relays. This is due to the fact that with a higher number of relays between the source and the destination of the cooperative communication system, the algorithm has more options to evaluate at the transmitter. Each option, i.e. relay node, must then have the possibility of being selected, which makes the probing time longer and the probability of selecting a sub-optimal relay is also higher. Therefore, with more relay nodes the probability of regret is increased and the algorithm converges with a slightly lower rate.

We have provided results of a two-hop relay selection scheme in PLC networks. However, the use of learning algorithms can be further generalized to multi-hop relay selection problems as well. In the case of $M$-hop transmission, with $N_i$, $i \in \{1, \ldots, M-1\}$ available relays at each hop, the number of available options raise to $\prod_{i=1}^{M-1} N_i$ which makes the time needed for finding the best path longer.
Finding the best strategy for multi-hop relay selection can be regarded as a future work for this problem. Moreover, a generalized version of the proposed algorithm can be developed to further increase the reliability of the transmission. In this case, a multi-relay selection approach based on the learning algorithm is applied and at the receiver an appropriate combining technique is performed to further exploit the combining diversity among the best chosen relays. This strategy can further improve the reliability and decrease the probability of transmission in a less optimal route.

5.3 Probability Matching Technique

5.3.1 Action Value Estimation

Another approach to deal with the selection problem in an environment of incomplete information with non-stationary conditions is the probability matching technique [150], [151]. The selecting agent, i.e. the PLC transmitter, is faced with the choice of maximizing the reward function based on its current knowledge of the channel, which eventually leads to a better performance, and trying to obtain more information about the PLC channel through exploration.

In this section, we consider the dynamic spectrum assignment problem, described in the previous chapter. The PLC transmitter is faced with the problem of dynamic spectrum assignment in an environment of incomplete information. The selection policy \( \pi \) is supposed to minimize its regret function based of its current knowledge
of the environment and try to learn more about its environment in order to improve its decisions. This has been traditionally called the exploitation-exploration problem. Moreover, due to the time-variant nature of the PLC channel, the transmitter has to detect the changes of the environment throughout the transmission which is referred to as a non-stationary MAB problem. In this case, the best frequency band in some time of transmission does not necessarily remain the best band throughout the transmission and therefore the spectrum assignment must be performed dynamically.

In the non-stationary MAB problem, all the expected reward values $\bar{X}_e(a_e)$ are considered to be initially unknown and furthermore, at some unknown time during the transmission they tend to attain a new value. Therefore, the transmitter aims to estimate the actual expected reward values. This estimate is called an action value estimate and is denoted by $\hat{X}_q(a_e)$, where $q$ is the number of times that action $a_e$ has been selected by the transmitter. After the $q$-th instance of selection of the action $a_e$, the action value estimate of the selected arm is updated according to the following action value estimate update rule [146]

$$\hat{X}_{q}(B_n) = (1 - \beta)^{q} \hat{X}_0 + \sum_{i=1}^{q} \beta (1 - \beta)^{q-i} X_e(a_e = B_n), \quad (5.35)$$

where $\hat{X}_0$ is the initial estimation performed randomly, $X_e(a_e = B_n)$ is the observed expected reward when the action at episode $e$ is set to be $B_n$, and $\beta$ is a constant parameter which is obtained from empirical results of the algorithm and is tuned to result in the near optimal estimations. The weight given to the observed value of expected reward decreases exponentially as the age of the observation increases, making the more recent results play a bigger role in evaluating the value of action
value estimate, through which the algorithm is enabled to follow the changes which occur in the channel conditions.

In the following sections, we describe a reinforcement learning approach in order to define the selection policy $\pi$, namely the probability matching technique (PMT). Furthermore, we have modified the PMT algorithm to match the conditions of the PLC system model in order to further improve the performance of the algorithms.

5.3.2 The PMT Algorithm

The seminal PMT algorithms tries to assign selection probabilities to the available actions. These probabilities change over time as the selecting agent gathers more information about the environment. The most intuitive way of assigning probabilities is to make the selection probability $P(B_n)$ of action $B_n$ (the selected frequency band) proportional to its current action value estimate. Therefore, we assign selection probabilities to each of the seven available actions, and the selection probability of action $B_n$ or equivalently the probability of the selection of the frequency band $B_n$ can be expressed as [150]

$$ P(B_n) = \frac{\hat{X}_q(B_n)}{\sum_n \hat{X}_q(B_n)}. \quad (5.36) $$

The conventional PMT algorithm starts with equiprobable actions. The PLC transmitter performs the selection based on the probabilities and an action will be selected. The reward of the selected action is observed and the corresponding action value estimate is updated according to (5.35). Afterwards, based on the updated action value estimate of the selected action, all the action probabilities will be updated according to the probability matching rule of (5.36). Next action will be selected with the new probabilities and the process will start again. This has been summarized in Algorithm 2.

**Algorithm 2** Conventional PMT

1: assign equal probabilities and action value estimates to all actions.
2: for $i=1$ to number of episodes do
3: select a band $B_i$ based on action probabilities.
4: observe the reward $X_e(a_e = B_i)$ of the selected action.
5: update the action value estimate of the selected action based on (5.35) to obtain $\hat{X}^{new}_q(B_i)$.
6: update all the action probabilities based on updated action value estimates and equation (5.36).
7: end for
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5.3.3 The Proposed PMT Algorithm

In PMT algorithm, we assign selection probabilities to each of the seven available actions and this probability is proportional to its current action value estimate. However, there is a possibility that at some point in time the probability of a certain action reaches a near-zero value and makes this action unavailable for the rest of the algorithm. This is not desired in a PLC system, since the channel is time-variant and an action after a long time of idleness may become of interest at some point during the transmission. To overcome this problem we introduce a minimum probability $P_{\text{min}}$ which replaces the actual probability of the action in case it falls below $P_{\text{min}}$. Formally, the replacement probability rule can be expressed as

$$Q(B_n) = \max(P_{\text{min}}, P(B_n)).$$

(5.37)

However, since the sum of all the probabilities must equal unity, we express the new probability matching rule as

$$P_{\text{new}}(B_n) = \frac{Q(B_n)}{\sum_n Q(B_n)}.$$

(5.38)

As described in the system model, some of the frequency bands include other smaller bands and vice versa, some of the frequency bands can be combined to make a larger band. This results in dependencies between the frequency bands and allows us to exploit these dependencies in order to improve the algorithm. For this reason, we propose two modifications to the conventional algorithm as follows;

5.3.3.1 Similarity Threshold

First we define grouped bands as follows.

**Definition 2.** Two frequency bands are grouped bands (GBs) if the combination of their spectrum constitutes another frequency band defined by the system, which is referred to as the upper band.

For instance, as described in the previous chapter, the GBs of $B_4$ and $B_5$ have the upper band of $B_2$. We define a similarity metric between two GBs of $B_i$ and $B_j$ as $|\hat{X}_q(B_i) - \hat{X}_q(B_j)|$ and we define the similar grouped bands as follows.

**Definition 3.** Two GBs of $B_i$ and $B_j$ are said to be similar grouped bands (SGBs) if their similarity metric falls below a certain threshold $\delta$, or equivalently

$$|\hat{X}_q(B_i) - \hat{X}_q(B_j)| < \delta.$$

(5.39)

With a proper selection of the similarity threshold $\delta$, the performances of two SGBs can be estimated to be quite close to each other and consequently the selection probabilities assigned to these two actions are also close enough for the selecting agent (PLC transmitter) to treat these frequency bands as equals. Therefore, at every $E$ episodes, if the selected band is a SGB, we force the selecting agent to
select the upper band instead which its performance is again similar to its SGBs. Doing so, enables the transmitter to achieve higher throughputs with the same performance. Although, we cannot do this for every episode and have to perform this modification only at every $E$ episode, because if at every episode an upper band is selected, the two SGBs will never get a chance to be updated.

5.3.3.2 Multiple Action Value Estimate Update

We propose to not only update the action value estimate of the selected frequency band, but to update the action value estimate of the upper and/or lower bands of the selected action as well. Formally, let us assume that $B_i$ and $B_j$ are two GBs with action value estimates of $\hat{X}_q(B_i)$ and $\hat{X}_q(B_j)$, respectively. We define $B_{up}$ as the upper frequency band with action value estimate defined as the mean value of the action value estimates of its two GBs, which can be expressed as

$$\hat{X}_q(B_{up}) = \frac{1}{2} \left( \hat{X}_q(B_i) + \hat{X}_q(B_j) \right). \quad (5.40)$$

Note that equation (5.40) is based on the empirical results of the simulated system. Let us denote the selected band by $B_{sel}$. There are two cases to consider:

- If $B_{sel} = B_i$ which is a GB (all other bands except for $B_1$), the action value estimate of $B_i$ is updated to $\hat{X}_q^{new}(B_i)$ based on (5.35) as well as the action value estimate of $B_{up}$ which will be updated to $\hat{X}_q^{new}(B_{up})$ and can be calculated as

  $$\hat{X}_q^{new}(B_{up}) = \frac{1}{2} \left( \hat{X}_q^{new}(B_i) + \hat{X}_q^{new}(B_j) \right). \quad (5.41)$$

- If $B_{sel} = B_{up}$ which is an upper action (bands $B_1$, $B_2$, and $B_3$), the action value estimate of $B_{up}$ is updated to $\hat{X}_q^{new}(B_{up})$ based on (5.35) as well as the action value estimates of its two GBs, $B_i$ and $B_j$. Since the changes in the amount of action value estimates for both $B_i$ and $B_j$ should be the same and there is no priority assigned to either one of them, we can claim

  $$\hat{X}_q^{new}(B_i) - \hat{X}_q(B_i) = \hat{X}_q^{new}(B_j) - \hat{X}_q(B_j). \quad (5.42)$$

Furthermore, from (5.40) we have

$$\hat{X}_q^{new}(B_{up}) = \frac{1}{2} \left( \hat{X}_q^{new}(B_i) + \hat{X}_q^{new}(B_j) \right). \quad (5.43)$$

From (5.42) we substitute $\hat{X}_q^{new}(B_i) = \hat{X}_q^{new}(B_j) + \hat{X}_q(B_i) - \hat{X}_q(B_j)$ in (5.43) which results in

$$\hat{X}_q^{new}(B_j) = \hat{X}_q^{new}(B_{up}) + \frac{1}{2}(\hat{X}_q(B_j) - \hat{X}_q(B_i)). \quad (5.44)$$
Similarly,
\[ \hat{X}_q^{new}(B_i) = \hat{X}_q^{new}(B_{up}) + \frac{1}{2}(\hat{X}_q(B_i) - \hat{X}_q(B_j)). \] (5.45)

Note that bands \( B_2 \) and \( B_3 \) fall into both the above-mentioned cases. Therefore, depending on the selected band, multiple action value estimates are updated instead of only one, which may result in a faster convergence of the algorithm. Algorithm 3 summarizes the proposed modified PMT algorithm.

Algorithm 3 The Proposed PMT

1: assign equal probabilities and action value estimates to all actions.
2: for \( i=1 \) to number of episodes do
3: select a band \( B_i \) based on action probabilities.
4: for every \( E \) episodes do
5: if \( B_i \) is a GB (with \( B_j \) in the same group) and \( |\hat{X}_q(B_i) - \hat{X}_q(B_j)| < \delta \) then
6: select the upper band \( B_{up} \).
7: end if
8: end for
9: observe the reward \( X_e(a_e = B_i) \) of the selected action.
10: update the action value estimate of the selected action based on (5.35) to obtain \( \hat{X}_q^{new}(B_i) \).
11: if the selected action is a GB then
12: update the action value estimate of the corresponding upper action based on (5.41).
13: end if
14: if the selected action is an upper action then
15: update the action value estimates of the corresponding GBs based on (5.44) and (5.45).
16: end if
17: update all the action probabilities based on updated action value estimates.
18: end for

5.3.4 Performance Evaluation of PMT Algorithms

We define an episode of data transmission as the duration of a data frame in the OFDM system. For every episode the PLC transmitter has to select a transmission band. This selection is based on the selection policies described in Algorithms 3 and 5. As a frame of reference, we consider a random selection policy as well, where the transmission band is selected randomly with equal probabilities of the available bands. We assume that the entire duration of the transmission is 400 episodes and the channel conditions change abruptly after the 200th episode. Therefore, the first and the second halves of the transmission are performed with completely different channel conditions. Furthermore, we assume that for the first half of the transmission, the fourth band is the best transmission band and for the second half of the transmission the sixth band is the best transmission band. However, the PLC transmitter is not aware of this information.
Figures 5.15 and 5.16 show the average reward obtained throughout the 400 episodes for conventional PMT and the modified PMT algorithms, respectively. Different values of the parameter $\beta$ has been considered to evaluate the reinforcement learning process of the algorithms. Compared to the random channel selection at the transmitter, learning algorithms are clearly advantageous in terms of the average reward. It can be seen from these two figures that the algorithm requires some time at the beginning of the deployment in order to converge and assign the right probabilities to the different actions. This convergence time, as apparent form figures 5.15 and 5.16, are dependent on the value of the parameter $\beta$. This value is determined by empirical methods, which gather the results of finite experiments and evaluates the value of $\beta$ to best fit the requirements of the system and acquire a better performance of the algorithm.

By comparing Figure 5.15 and Figure 5.16 we can observe that the modifications which have been applied to the PMT algorithm have resulted in an overall better performance of the system. This means in the modified algorithm, the convergence of the algorithm is much faster for all the values of $\beta$ which are depicted. In other words, in the modified algorithm the maximum performance is reached faster than the conventional PMT algorithm which gives the proposed algorithm the advantage of finding the best solution in a shorter times, thus increasing the overall performance of the communication system in the time of the operation. This is the direct result of the multiple action value estimate update, which was proposed in the modified version of the algorithm. Furthermore, although the abrupt change in the channel conditions did not affect the performance of the PMT dramatically as compared to the UCB algorithm family, but the performance of the modified PMT is nevertheless smoother at the time of the change. This means that the proposed
algorithm can adapt itself faster to the changes of the environment, should the environment change its characteristics during a transmission.

5.4 Greedy Algorithms

5.4.1 The ε-Greedy Algorithm

Greedy algorithms are a class of decision making algorithms which select the locally optimal choice at each stage with the hope of finding a global optimum reward. In the decision making problems of the multichannel PLC which are described previously, the greedy algorithms can provide a robust approach in establishing the selection policy at the PLC transmitters. However, since the greedy algorithms only consider the best option at the time of decision making, they are unable to follow the changes in the environment; i.e. the channel. Hence, a slight but powerful change is introduced in the greedy algorithm to enable it to follow the changes of the environment as the environment change through time. This algorithm is known as the ε-greedy algorithm.

We describe and analyze the ε-greedy algorithm in order to solve the non-stationary MAB problem. The ε-greedy algorithm is an extension of the conventional greedy algorithm which has been developed for non-stationary problems. According to the greedy action selection rule the selecting agent selects the action with the highest action value estimate at each episode, which results in an overall convergence to
the best action in a stationary environment. However, the \( \varepsilon \)-greedy action selection scheme provides a method in which the selecting agent searches the sub-optimal actions in random time intervals in order to follow the changes in the channel. In other words, the \( \varepsilon \)-greedy agent:

- with a probability of \( 1 - \varepsilon \), selects the action with highest action value estimate,
- with a probability of \( \varepsilon \), selects an action at random.

The value of \( \varepsilon \) is normally selected in the space \( \{0.01, 0.1\} \). Higher values of \( \varepsilon \) will force the selecting agent to make exploratory choices more often and as a result will prevent the selecting agent from concentrating its choices to the optimal action while giving it the ability to react rapidly to changes that take place in its environment. On the other hand, smaller values of \( \varepsilon \) provides the opportunity to exploit the existing knowledge of the environment in order to improve the transmission performance while it may cause slower reactions to the changes of the environment. Therefore, a proper value of \( \varepsilon \) is essential for a trade-off between exploitation and exploration. Algorithm 4 summarizes the \( \varepsilon \)-greedy algorithm.

**Algorithm 4 The \( \varepsilon \)-greedy**

1. assign equal action value estimates to all actions.
2. for \( i = 1 \) to number of episodes do
3. with a probability of \( 1 - \varepsilon \) return EXPLOIT = true otherwise return EXPLOIT = false.
4. if EXPLOIT then
5. select a band \( B_i \) which has the highest action value estimate.
6. else
7. select a random band \( B_i \).
8. end if
9. observe the reward \( X_e(a_e = B_i) \) of the selected action.
10. update the action value estimate of the selected action based on (5.35) to obtain \( X_{a_{new}}(B_i) \).
11. end for

### 5.4.2 The Proposed Greedy Algorithm

The \( \varepsilon \)-greedy algorithms shows promising results in a non-stationary system. However, we aim to further improve the \( \varepsilon \)-greedy algorithm by exploiting some of the unique characteristics of the multichannel PLC in order to develop a faster and better algorithm. In order to improve the \( \varepsilon \)-greedy algorithm, we have applied the same modifications described in modified PMT algorithm to the \( \varepsilon \)-greedy algorithm as well. These modifications utilize the same reasoning described in the modified PMT algorithm section with the objective of an improved performance. Algorithm 5 summarizes the proposed modified \( \varepsilon \)-greedy algorithm.
**Algorithm 5** The proposed $\varepsilon$-greedy

1: assign equal action value estimates to all actions.
2: for $i=1$ to number of episodes do
3: with a probability of $1 - \varepsilon$ return EXPLOIT = true otherwise return EXPLOIT = false.
4: if EXPLOIT then
5: select a band $B_i$ which has the highest action value estimate.
6: else
7: select a random band $B_i$.
8: end if
9: for every $E$ episodes do
10: if $B_i$ is a GB (with $B_j$ in the same group) and $|\hat{X}_q(B_i) - \hat{X}_q(B_j)| < \delta$ then
11: select the upper band $B_{up}$.
12: end if
13: end for
14: observe the reward $X_e(a_e = B_i)$ of the selected action.
15: update the action value estimate of the selected action based on (5.35) to obtain $\hat{X}_{new}(B_i)$.
16: if the selected action is a GB then
17: update the action value estimate of the corresponding upper action based on (5.41).
18: end if
19: if the selected action is an upper action then
20: update the action value estimates of the corresponding GBs based on (5.44) and (5.45).
21: end if
22: end for
5.4.3 Performance Evaluation of Greedy Algorithms

Figures 5.17 and 5.18 illustrate the average reward obtained for the conventional $\varepsilon$-greedy and the modified $\varepsilon$-greedy algorithms. By comparing Figure 5.17 with Figure 5.15, we can observe that the $\varepsilon$-greedy algorithm results in higher rewards since it exploits the highest action value estimate more often than the PMT algorithm. However, the $\varepsilon$-greedy algorithm is more sensitive to the abrupt changes in the channel condition.

As seen in Figure 5.17, the algorithm fails to maintain the average reward after the conditions of the channel change abruptly and needs more time to converge again compared to the PMT algorithm. The trade-off between higher rewards and faster response to the changes of the environment can be observed in these simulations. In other words, if a higher performance is needed, the convergence time is lower, and if a faster convergence is desired, a lower performance is observed. However, the modified $\varepsilon$-greedy algorithm solves this problem as can be seen in Figure 5.18. The modified $\varepsilon$-greedy algorithm can react faster to the changes of the environment and results in a better performance in non-stationary channels where the channel conditions are changing constantly. Therefore, with this proposed algorithm a fast convergence with a reasonably high performance is achievable. This is due to the fact that the proposed algorithm is using the unique features of the PLC channels and hence is able to reduce the regret generated by the seminal algorithm.

The effect of the similarity threshold is depicted in Figure 5.19. In this figure the number of OFDM symbols for every 100 episodes and for all the proposed
algorithms is depicted. As mentioned before, the different parts of the spectrum correspond to different number of data subcarrier for every OFDM symbol (72, 36, or 18). Therefore, for the same amount of data, the bigger bands will result in lower number of OFDM symbols and consequently smaller time of transmission which can be interpreted as higher throughput in the same amount of time. With the similarity threshold modification of the algorithm, we have selected an upper band whenever the action value estimates were close. Therefore a lower number of OFDM symbols should be achieved with the same performance. As seen in Figure 5.19, in both cases of PMT and $\varepsilon$-greedy algorithm, the modified version resulted in lower number of OFDM symbols and consequently a higher throughput.

5.5 Chapter Conclusion

In this chapter, we proposed utilizing reinforcement learning algorithms and decision making strategies in order to solve the MAB problem for the selection problems in multichannel PLC without channel knowledge at the PLC transmitter. This enables us to solve the multichannel PLC problems, described in the previous chapter, in a manner that no channel state information is needed at the transmitter. Compared to other state of the art solutions, our proposed solution has the benefit of improving the performance and reliability of the communication and at the same time avoiding the difficulties and problems introduced by obtaining the channel state information at the transmitter. Furthermore, we proposed four novel algorithms based on the
conventional reinforcement learning algorithms which accommodate the characteristics of the PLC channel. These algorithms are designed and developed to exploit the unique features of the multichannel PLC system model to further improve the performance of the communication. Simulation results have been presented which shows the improvements achieved by the proposed algorithms.
Chapter 6

Conclusion

In this thesis, we studied the multichannel power line communication and its challenges. The multichannel transmission has been categorized into three major transmission techniques as follows. The first transmission technique, namely the MIMO transmission, provides spatial diversity which can improve the performance of the transmission or the data throughput. The spatial diversity at the PLC transmitter provides the capability to select the transmission channel based on the available channel state information. This can further improve the performance of the transmission by transmitting to the channels with higher SNRs and is referred to as the transmit selection diversity. The problem of transmit selection can be defined as the problem of selecting the best transmit ports in order to optimize the selection diversity at the transmitter. However, obtaining the channel state information cause some problems to the communication system. The main problem, is the feedback delay in the PLC channel environment which is characterized as highly time-variant and frequency-selective, which leads to an out of date channel state information. Furthermore, the PLC channel is highly dependent on the connected loads of the power line networks, which any connection and disconnection dramatically changes the channel state information. Therefore, in order to nonetheless exploiting the performance improvement introduced by the transmit channel selection diversity, a method of performing intelligent decision at the transmitter without relying on the channel state information is needed.

Moreover, as another multichannel PLC technique, the cooperative multihop transmission in PLC applications has been discussed which provides cooperative diversity in the communication system. In this case, the data signal is transmitted in several channels between the source and destination by means of intermediate relay nodes in the network. These relay nodes must be selected in such way that results in the best transmission performance. Hence, the relay selection problem plays a major role in optimizing the cooperative diversity. The relay selection process is normally based on the channel state information of every hop which makes the entire communication system. For the same reasons stated above, a technique which can
provide a proper relay selection capabilities without relying on the channel state information is needed to be developed for PLC applications.

Another multichannel communication scenario is the multiband transmission in PLC applications. In this case, the available spectrum is divided into several transmission bands and the transmitter has the ability to choose from these transmission bands in order to maximize the performance of the transmission. This band selection or as referred to in these theses, spectrum assignment, must be based on the performance of the system in that particular band. The attenuation of the data signal can be different from band to band and the PLC noise can also be different in different bands. Moreover, tone masking and time-variant regulations of the use of spectrum may force the PLC transmitter to select the transmitting band constantly throughout the transmission. Selecting the proper transmit band requires the knowledge of the entire spectrum at all time. Obtaining this knowledge at the PLC transmitter requires a tremendous effort which decreases the throughput and efficiency of the communication system. Therefore, intelligent and effective spectrum assignment without relying on the knowledge of the whole spectrum is needed for PLC applications.

All the above-mentioned multichannel problems are commonly used in the state of the art PLC applications. However, to the best knowledge of the author, there are almost no solutions in the PLC literature not available in the PLC literature heavily rely on the availability of the channel state information at the PLC transmitter. This makes those solutions not implementable in real PLC applications or prevents them to fully achieve a high performance and reliable communication. The demand for solutions which do not rely on the channel state information is of utmost importance in the PLC systems. In this thesis, we contributed to the state of the art and pushed the limits of the PLC technology further, to enable it to perform high quality and reliable multichannel techniques. Our contribution to the state of the art, enables the PLC application to implement algorithms, which significantly improves the state of the art performance. These proposed algorithms are based on the machine learning principles.

Our approach to solve the aforementioned problems, is inspired by machine learning applications. We proposed a series of reinforcement learning solutions to be used in the selection problems of the multichannel PLC, which enables the PLC transmitter to perform intelligent decision in an environment of incomplete information, hence freeing the PLC transmitter from the need of acquiring the channel state information at all times and frequencies. These reinforcement learning algorithms enable the PLC transmitter to perform intelligent decision making policies, which are uniquely adapted to the PLC characteristics of the communication channel. In order to design these reinforcement learning algorithms, firstly we modeled each problem by a powerful mathematical tool known as the multi-armed bandit problem modeling approach. Then we evaluated selection policy algorithms and proposed new algorithms in order to solve the selection problems in each case with unknown channel at the transmitter. The proposed novel algorithms were designed by exploiting some specific features of the PLC channel, in order to further improve the performance of the seminal algorithms. The simulation results were provided which
indicates the improvement in performance of the transmission in all the proposed algorithms.
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