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This thesis aims to illuminate complex dynamics and performance of inhomogeneous thermoelectrics by means of a theoretical approach. For our investigations, we develop a versatile network model, which is based on the phenomenological Onsager-de Groot-Callen theory. This model allows us to study three setups related to the fabrication of a new type of thermoelectric generator.

The first setup is related to the production of the generator’s raw material. Therefore, the current-activated pressure-assisted densification technique is applied to create nanostructured bulk material. The network model is designed to account for the complex dynamics caused by the particle motion during the densification. In particular, we investigate the influence of elongated pores parallel to the electrodes, which lower the conductivity. Moreover, we investigate a self-organized assembly of particles in binary particle mixtures.

With the second setup, we scrutinize the application of the Harman method to inhomogeneous material. The Harman method is often used to determine the thermoelectric transport properties. It turns out that this method employed on inhomogeneous material, systematically overestimates the absolute value of the Seebeck coefficient. It is demonstrated that the error is caused by the temperature distribution, which memorizes the influence of the priorly applied electrical current. Related to this, we show that the electrical power of double segmented generators is usually less than expected from the electrical conductivity and the true open circuit Seebeck coefficient. Nonetheless, we prove that by choosing transport parameters from a small range, a power enhancement can be obtained.

Finally, we investigate the usage of a pn junction as a generator, where the temperature gradient is parallel to the pn interface and electrodes are attached on the cold side. The dismissal of hot side contacts facilitates the application in high temperature regimes. In a first step, the diode character of the interface is neglected. We investigate the reduction of the electrical power compared to a conventional device. Thereby, we determine a relation between power and current. Furthermore, geometrical optimizations are discussed. In a second step, diode characteristics are included into the model, which leads to a qualitative agreement to experimental results.
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INTRODUCTION

The ability of thermoelectrics to convert heat into electricity and electrical power into heating or cooling facilitates a variety of applications. Motivated by the public discourse on climate change, which has highlighted the unavoidable necessity of reducing greenhouse gas emissions, we first mention waste heat recovery as one of the applications \[1\]. Bearing in mind that almost 60% of employed energy is wasted in form of heat underlines the big potential of waste heat recovery. In particular, electricity generation, transportation and industrial manufacturing processes leave vast amounts of energy unexploited \[2, 3\]. As an example, car manufacturers are working on replacing the alternator by a thermoelectric generator attached to the exhaust pipe \[4\]. On a prototype level researchers were able to save 2.2% fuel with this technique \[5\]. Further prototypes exist in the context of self-powered residential heating systems \[6\]. On a smaller scale, distributed energy harvesting has already reached the market in form of wood burning camping stoves, which produce electricity to power a combustion improving fan and to charge small batteries \[7, 8\].

However, the only moderate conversion efficiency of thermoelectric devices has so far hindered their application on a large scale. Furthermore, research still has to solve intricate challenges related to material and system design such that thermoelectric waste heat recovery systems produce energy with competitive costs per watt \[9\]. Research also focuses on abundantly available small temperature differences and pursues micro energy harvesting to power energy autonomous embedded systems. The body temperature of human beings or animals could provide energy for sensors delivering information for medical applications or wildlife tracking. In another example, it was shown that a sensor can be operated with the temperature difference between air and wall in a tunnel \[10\]. Such a system is extremely reliable, since the generator works without moving parts. The durability has been demonstrated by deep space probes powered by thermoelectric generators, which have been working for decades \[11\]. The heat is typically provided by Pu238 heat sources \[12\].

The fact that heat can be turned into electricity was discovered by Thomas J. Seebeck in 1821. A decade later Charles A. Peltier detected that electrical current transports heat, which is called Peltier effect, enabling electrical heating and cooling. The moderate coefficient of performance restricts its usage to niche applications such as cooling of micro chips \[13\]. In the 1950s, it was A. Ioffe who pointed out the advantages of heavily doped semiconductors as thermoelectric material, which led to first applications outside of a laboratory environment. Up to the 1990s thermoelectrics barely attracted attention until two strategies to improve material properties were proposed by L. D. Hicks/M. S. Dresselhaus \[14\] and G. Slack \[15\]. Former pro-
posed to use nanostructured materials in order to increase electronic properties, while the second approach is well described by the term electron-crystal/phonon-glass material. Both mentioned paths are accompanied by the usage of material compositions. This may happen on the atomic [16], nano and/or mesoscale [17, 18]. Beside material optimization, applying novel device concepts will be another way to increase the generator performance [19]. Some of those concepts are based on assembling distinct materials, which is beneficial for the performance of thermoelectric generators under large temperature differences [20, 21] or which enable the application of larger hot side temperatures [22].

In this thesis, we approach material compositions from a classical perspective using the phenomenological Onsager-de Groot-Callen theory. We support the investigation of complex material assemblies by developing a simulation tool based on the aforementioned theory, since analytical calculations are restricted to rare special cases. Our implementation is versatile, and we tackle various issues from the nano to the macro scale.

However, all our investigations are related to the production process of a generator made of a pn junction. Such a device is built and examined in the group of G. Schierning and R. Schmechel at the University of Duisburg-Essen. Since hot side contacts are not required, temperatures up to 780 °C can be applied [23]. This is unusual, since hot side contacts tend to fail at elevated temperatures. A further beneficial effect emanates from the junction itself. Simulations showed that additional charge carries are generated in the space charge region, which may enhance electrical power and efficiency [22].

The device is made of heavily doped, nanostructured bulk silicon. One upscalable way of creating nanostructured bulk material is compressing nanoparticles by current-activated pressure-assisted densification. In order to analyze this process, we perform simulations based on the network model. Our investigations focus on complex interrelations between thermoelectric transport and structure (see chapter 4). The quality of the material is assessed by the determination of the transport parameters. A widely used technique for this evaluation is the Harman method, which measures all transport coefficients of a device or a material in one single setup. We will show in chapter 5 that its application to inhomogeneous media leads to flawed results. As examples, we consider segmented materials and random composite materials. Motivated by Harman method results, we demonstrate that material composites may deliver more power than expected from its transport parameters (see chapter 6). Eventually, in chapter 7, we investigate the aforementioned generator made of a pn junction. Beside simulations, we show experimental results and work out essential elements.

Initially, however, we present the fundamental physics of irreversible processes and thermoelectrics (see chapter 2), and subsequently explain the network model in chapter 3.
In this chapter we recap the phenomenological description of thermoelectricity by H.B. Callen [24], which is based on the thermodynamics of non-equilibrium processes, extensively presented by S. de Groot and P. Mazur [25]. It also incorporates Onsager’s reciprocal relations [26, 27], whose proof was awarded by the Nobel Prize. Owing to aforementioned researchers the theory is called Onsager-de Groot-Callen theory. Moreover, in the last section we present prominent optimization strategies for thermoelectric material.

2.1 THERMODYNAMICS OF NON-EQUILIBRIUM PROCESSES

Systems out of equilibrium are present in all aspects of nature and industry. Non-equilibrium systems evolve irreversibly into thermodynamic equilibrium while producing entropy $S$, which is maximized in equilibrium. The latter is accounted for by classical thermodynamics also acting as the foundation of non-equilibrium thermodynamics, which is based on the concept of local equilibrium [28]. Thereto a non-equilibrium system is divided into cells, which are assumed to be in equilibrium exchanging energy and particles with surrounding cells. Intensive variables like temperature $T = T(r,t)$, pressure $p = p(r,t)$ and chemical potential $\mu_c = \mu_c(r,t)$, originally established for equilibrium conditions, are defined locally within the cells, and become functions of position $r$ and time $t$. Substituting extensive variables like entropy $S$ and energy $U$ by entropy density $s = s(r,t)$ and energy density $u = u(r,t)$, the laws of classical thermodynamics can be formulated locally. In order to obtain meaningful thermodynamic variables, cells should be small enough to resolve spatial variations of those variables. However, they should be large enough to reflect proper fluctuations: In equilibrium state variables fluctuate around an average value, but the fluctuations are small compared to the average. Since the ratio between fluctuations and average value increases with decreasing particle number, the cell size should not be too small ($\gtrsim 1 \mu m$) [28].

For an open system exchanging heat and matter with its surrounding the second law of thermodynamics can be expressed in a balance equation [25, 29]

$$\frac{ds}{dt} + \nabla \cdot j_s = \nu_S,$$

(2.1)

with the entropy current density $j_s$ and the entropy production per volume $\nu_S$. Focussing on the demands necessary for the description of thermoelectric effects, we utilize the Gibbs relation, which is assumed to be valid locally, in the following form

$$Tds = du - \mu dn,$$

(2.2)
where \( n \) is the concentration of charge carriers and \( \mu \) the electrochemical potential. \( \mu \) is related to the chemical potential \( \mu_c \) and the electrical potential \( \phi \) [30] via

\[
\mu = \mu_c + q\phi, \tag{2.3}
\]

with the particle’s charge \( q \). This separation of \( \mu \) in an electrical and a non-electrical part can be made, if the electrical part does not affect non-electrical forces [29]. Combining eq. (2.2) with energy and particle conservation

\[
\frac{du}{dt} + \nabla \cdot j_e = 0 \quad \frac{dn}{dt} + \nabla \cdot j_n = 0, \tag{2.4}
\]

where \( j_e \) is the energy current density and \( j_n \) the particle current density, we get [29]

\[
\frac{ds}{dt} + \nabla \cdot \left( \frac{1}{T} (j_e - \mu j_n) \right) = j_e \cdot \nabla \left( \frac{1}{T} \right) - j_n \cdot \nabla \left( \frac{\mu}{T} \right). \tag{2.5}
\]

A comparison to eq. (2.1) lets us identify \( j_s \) and \( \nu_S \). The entropy production can be generalized to the bilinear form

\[
\nu_S = \sum_i j_i F_i \tag{2.6}
\]

containing currents \( j_i \) and their corresponding forces \( F_i \). Concerning thermoelectricity, \( \nabla \left( \frac{1}{T} \right) \) and \( \nabla \left( \frac{\mu}{T} \right) \) are the conjugated forces for energy current density \( j_e \) and particle current density \( j_n \), respectively. In general, forces and currents are adjusted to the problem under consideration, e.g. chemical reactions, heat flow in anisotropic media and diffusion in multi-species fluids [26, 25, 28].

A current itself should be a function of the corresponding force, and if a system with small deviations from equilibrium is considered, it is justified to assume a linear relation between current and force [25, 31]. Indeed, it is empirically verified that numerous irreversible phenomena are well described by linear relations between current and force. Examples are Ohm’s law for electric current, Fourier’s law for heat current and Fick’s law describing a matter flow due to concentration gradients. Astonishingly, the purely phenomenological ansatz has been affirmed in a vast range of experimental conditions [25]. Furthermore, it has been observed that \( j_i \) is not only evoked by \( F_i \), but also by additional forces \( F_j \). As an important example for such a cross effect thermoelectricity shall be discussed explicitly in section 2.2. Additional well-known cross effects occur in multi-species diffusive fluids, where the concentration gradient of one species affects the diffusion of the other species.

Summing up, the relation between flux and forces may be written as

\[
j_i = \sum_j L_{ij} F_j \tag{2.7}
\]
with constant and phenomenological transport coefficients \( L_{ij} \). Inserting eq. (2.7) into eq. (2.6) one gets

\[
\nu_S = \sum_{ij} L_{ij} F_i F_j. \tag{2.8}
\]

From \( \nu_S > 0 \) we obtain conditions for \( L_{ij} \). Assuming that one force is zero, it is directly inferred that

\[
L_{nn} > 0 \quad L_{ee} > 0. \tag{2.9}
\]

Equation (2.8) corresponds to the definition of a positive definite matrix. Since a matrix \( L \) is positive definite when its symmetric part \( L_s = (L + L^T)/2 \) is positive definite as well, and since for symmetric matrices the latter is accompanied by a positive determinant, the coefficients \( L_{ij} \) have to fulfill

\[
4L_{nn}L_{ee} > (L_{ne} + L_{en})^2. \tag{2.10}
\]

Beside eqs. (2.9) and (2.10), a further relationship concerning the off-diagonal elements was established, namely Onsager’s symmetry relation

\[
L_{en} = L_{ne}. \tag{2.11}
\]

Equation (2.11) implies the famous Kelvin relation (see section 2.2). William Thomson, also known as Lord Kelvin, calculated the relation bearing his name under the assumption that reversible effects can be treated independently from irreversible effects [29]. A proof of eq. (2.11) based on statistical arguments was achieved by Onsager [27]. Microscopic reversibility of physical processes is a necessary element of his proof. This principle is also known as detailed balance condition.

### 2.2 Onsager-de Groot-Callen Theory

#### 2.2.1 Basics

The theory of irreversible thermodynamics shall be applied to thermoelectricity. Having identified the relevant currents and forces in section 2.1, the coupled equations for the transport in a thermoelectric element read

\[
\begin{pmatrix}
  j_n \\
  j_e
\end{pmatrix} =
\begin{pmatrix}
  L_{nn} & L_{ne} \\
  L_{en} & L_{ee}
\end{pmatrix}
\begin{pmatrix}
  -\frac{\mu}{T} \\
  \frac{1}{T}
\end{pmatrix}.
\tag{2.12}
\]

For practical reasons the energy flux is usually replaced by the heat flux \( j_q \), which fulfills

\[
j_e = j_q + \mu j_n. \tag{2.13}
\]

Additionally, we use

\[
\nabla \left( -\frac{\mu}{T} \right) = -\frac{1}{T} \nabla \mu - \mu \nabla \left( \frac{1}{T} \right). \tag{2.14}
\]
to separate $\mu$ and $T$ and employ their gradients explicitly. Next, using the expansion $\nabla(1/T) = -\nabla T/T^2$, particle and heat flux are expressed by

$$
\begin{pmatrix}
j_n \\
j_q
\end{pmatrix} =
\begin{pmatrix}
L_{11} & L_{12} \\
L_{21} & L_{22}
\end{pmatrix}
\begin{pmatrix}
-\nabla \mu \\
-\nabla T
\end{pmatrix}.
$$

(2.15)

The connection between transport coefficients from eq. (2.12) and eq. (2.15) are derived straightforwardly and can be found in [32]. The transport coefficients in eq. (2.15) again satisfy the conditions eqs. (2.9) to (2.11).

At this point the transport coefficients $L_{ij}$ shall be connected to the experimentally observed quantities.

**Electric conductivity**  Under isothermal conditions the electric current $j = qj_n$ reads

$$
j = -qL_{11}T \nabla \mu.
$$

(2.16)

A comparison to Ohm’s law $j = \sigma E$, with the electric field $E = -\nabla \mu / q$, leads to an expression for the electric conductivity

$$
\sigma = \frac{q^2 L_{11}}{T},
$$

(2.17)

which is larger than zero, since $L_{11} > 0$.

**Heat conductivity**  Now, the heat flux at open circuit conditions implying zero particle flux

$$
j_n = -\frac{L_{11}}{T} \nabla \mu - \frac{L_{12}}{T^2} \nabla T = 0
$$

(2.18)

is considered to result in

$$
j_q = -\frac{L_{22}L_{11} - L_{12}^2}{L_{11}T^2} \nabla T.
$$

(2.19)

Equation (2.19) has the form of Fourier’s law $j_q = -\kappa \nabla T$ with open circuit heat conductivity

$$
\kappa_{oc} = \frac{L_{22}L_{11} - L_{12}^2}{L_{11}T^2} \equiv \kappa,
$$

(2.20)

where we have used $L_{12} = L_{21}$. Moreover, deriving the heat flux under closed circuit conditions comprising vanishing electrochemical gradient leads to

$$
j_q = -\frac{L_{22}}{T^2} \nabla T,
$$

(2.21)

with closed circuit heat conductivity $\kappa_{cc} = L_{22}/T^2$. 
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**Seebeck coefficient**  With \( j = 0 \), the electric field \( E = -\nabla \mu / q \) is related to the temperature gradient via

\[
E = \frac{L_{12}}{qT L_{11}} \nabla T. \tag{2.22}
\]

The Seebeck coefficient \( \alpha \) is defined as the quotient of the electric field and the temperature gradient leading to

\[
\alpha = \frac{L_{12}}{qT L_{11}}. \tag{2.23}
\]

**Peltier coefficient**  Regarding the heat transported by the electric current under isothermal conditions

\[
q = \frac{L_{21}}{qL_{11}} j \tag{2.24}
\]

the Peltier coefficient can be expressed as

\[
\Pi = \frac{L_{21}}{qL_{11}} = \alpha T, \tag{2.25}
\]

where the latter equality follows from Onsager’s reciprocal relations \( L_{12} = L_{21} \).

Considering the entropy current density \( j_s \) for \( \nabla T = 0 \), we find \( j_s = j_q / T = \alpha q j_n \), which emphasizes the relation of the Seebeck coefficient to the average entropy per particle \( s_n = qa \) [29, 32].

In summary, the transport equations are written in terms of the transport coefficients \( \sigma, \kappa, \alpha \) as

\[
j = -\sigma (\nabla \mu / q + \alpha \nabla T) \tag{2.26}
\]

\[
j_q = a T j - \kappa \nabla T. \tag{2.27}
\]

**Figure of merit**  All transport coefficients are condensed in the figure of merit \( zT = \alpha^2 \sigma T / \kappa \), which affects the efficiency of a thermoelectric generator and the coefficient of performance of a thermoelectric heat pump (see section 2.2.3). To emphasize its relevance we follow ideas presented in [32].

On the one hand, a generator requires a large heat flux, since \( j_q \) partly determines the power output. On the other hand, a large heat flux hinders the maintenance of a temperature difference. The latter is necessary in order to obtain a large voltage drop, which determines the power output as well. Largest heat flux is obtained with closed circuit conditions and maximized heat conductivity \( \kappa_{cc} \). However, the voltage reaches its maximum in open circuit conditions at the highest possible temperature difference, requiring low \( \kappa_{oc} \). In fact, what should be maximized for a good thermoelectric material is the quotient

\[
\frac{\kappa_{cc}}{\kappa} = \frac{\alpha^2 \sigma}{K} T + 1 = zT + 1. \tag{2.28}
\]

\( zT \) represents the quality of a thermoelectric material and most of the research aims at its improvement. Astonishingly, the temperature
$T$, an intensive quantity, appears in the definition of the quality factor, while the other quantities are material parameters. Nonetheless, the temperature has an important influence on the performance of a thermoelectric device and partly determines the working conditions.

2.2.2 Stationary state distributions

Using the coupled differential equations given by current conservation and local heat production

$$\nabla \cdot j = 0 \quad \nabla \cdot j = \nabla \cdot \left( j \cdot \frac{\mu}{q} \right) = E \cdot j, \quad (2.29)$$

where also energy conservation is taken into consideration, we are able to derive stationary state distributions of $T$ and $\mu$. Before we demonstrate the solution for constant properties, it is helpful to discuss $\nabla \cdot j$. Applying eqs. (2.26) and (2.27), the local heat production is calculated as

$$\nabla \cdot j = T \cdot \nabla \alpha + \alpha \cdot \nabla T \cdot \nabla \cdot (\kappa \nabla T)$$

$$= T \cdot \nabla \alpha + E \cdot j - \frac{\beta^2}{\sigma} - \nabla \cdot (\kappa \nabla T). \quad (2.30)$$

The term $T \cdot \nabla \alpha$ deserves a detailed explanation. For that reason the Kelvin relation $\Pi = \alpha T$ is applied resulting in [25, 33]

$$T \cdot \nabla \alpha = T \cdot \nabla \left( \frac{\Pi}{T} \right) = \nabla \cdot (\nabla \Pi - \alpha \nabla T). \quad (2.31)$$

Historically, two conditions have been distinguished: on the one hand an isothermal junction of two materials with different Peltier coefficients such that $\nabla \cdot (\nabla \Pi - \alpha \nabla T) = \nabla \Pi$ leading to Peltier heating or cooling at the interface and, on the other hand, a homogeneous thermoelectric material exposed to a temperature gradient:

$$\nabla \cdot (\nabla \Pi - \alpha \nabla T) = \nabla \Pi \left( \frac{d\Pi}{dT} - \alpha \right) = \tau j \cdot \nabla T \quad (2.32)$$

with the Thomson coefficient (e.g. [32])

$$\tau = \frac{d\Pi}{dT} - \alpha = T \frac{d\alpha}{dT}. \quad (2.33)$$

Both effects have the same origin: they are caused by a variation of the Seebeck coefficient and their nomenclature just refers to different conditions. Inserting eqs. (2.30) and (2.32) into eq. (2.29) one gets

$$\tau j \cdot \nabla T - \frac{j^2}{\sigma} - \nabla \cdot (\kappa \nabla T) = 0. \quad (2.34)$$

Equation (2.34) may be used to derive the stationary state temperature distribution. In order to calculate the transient behavior eq. (2.34) has to be extended by a time derivative of the temperature, weighted by the volumetric heat capacity $c$ [32]

$$c \frac{\partial T}{\partial t} + \nabla \cdot j = E \cdot j \quad (2.35)$$

$$c \frac{\partial T}{\partial t} = \tau \nabla T \cdot j - \frac{j^2}{\sigma} - \nabla \cdot (\kappa \nabla T). \quad (2.35)$$
Similarly, $\nabla \cdot j = 0$ could be extended to derive the transient behavior of $\mu$ \cite{34}.

For a one-dimensional device and under the assumption of constant properties $\alpha$, $\sigma$ and $\kappa$, eq. (2.29) can be solved analytically. This model is usually called constant property model (CPM), although due to the Kelvin relation the Peltier coefficient depends linear on temperature. Under CPM conditions eq. (2.34) becomes

\[
\frac{\partial^2 T(x)}{\partial x^2} = -\frac{j^2}{\sigma \kappa}. \tag{2.36}
\]

The current density $j$ is assumed to be constant along the leg and the temperatures $T(0) = T_0$ and $T(L) = T_L$ at the boundaries of the one-dimensional system of length $L$ are fixed and the solution reads

\[
T(x) = -\frac{j^2}{2\sigma \kappa} x^2 + \left( \frac{T_L - T_0}{L} + \frac{j^2 \kappa}{2\sigma} L \right) x + T_0. \tag{2.37}
\]

The electrochemical potential distribution $\mu(x)$ follows from eq. (2.26) and eq. (2.37)

\[
\frac{\mu(x)}{q} = \frac{\alpha j^2}{2\sigma \kappa} x^2 - \left( \frac{\alpha j^2}{2\sigma \kappa} L + \frac{j \sigma}{\alpha} + \frac{T_L - T_0}{L} \right) x + c_3. \tag{2.38}
\]

The remaining constant $c_3$ is either given by a further boundary condition or can be set to zero if just the voltage difference matters.

Finally, we calculate the entropy production for constant properties in a thermoelectric material as follows

\[
\nu_S = j_e \cdot \nabla \left( \frac{1}{T} \right) - j_n \cdot \nabla \left( \frac{\mu}{T} \right) \tag{2.39}
\]

\[
= \kappa (\partial_x T)^2 \frac{1}{T^2} + \frac{j^2}{\sigma T}. \tag{2.40}
\]

The first term is the entropy production per volume due to Fourier heat conduction, while the second corresponds to entropy production by Joule heating per volume.

\section{Generator and heat pumps}

Although the actual setup is more complex, considering a single leg in the framework of CPM already leads to often used and suitable expressions for power and efficiency of a generator and heat pump.
Throughout this work, the electrical current 
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Analyzing the latter equations further, we find that 
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Analyzing the latter equations further, we find that \( P \) is maximized for \( M = 1 \) or \( I = \alpha(T_0 - T_L)/(2R) \), while the maximum efficiency is reached at 

HEAT PUMP In a thermoelectric heat pump a power source drives an electrical current \( I \) transporting heat from the cold side to the hot side as depicted in fig. 2.2. If it is desired to cool the cold side, \( I \) must be chosen such that the Peltier effect on the cold side is larger than Fourier heat and Joule heating. Equations (2.41) to (2.43) still hold and, hence, the coefficient of performance (COP) for a cooler reads 

The maximum cooling power is reached at \( I_{\text{max}} = -\alpha T_L G \) leading to 

1 Throughout this work, the electrical current \( I \) flowing through the thermoelectric material is positive, if it flows from \( x = 0 \) to \( x = L \).
The maximal temperature difference and hence the lowest $T_L$ is achieved for $I_{q,L}^{\text{max}} = 0$ and reads

$$(T_0 - T_L)_{\text{max}} = zT_L^2/2. \quad (2.49)$$

If the device is operated as a heater, the hot side is of interest. Hence, the COP is given by

$$\varphi_h = \frac{I_{q,0}}{P} = \frac{\alpha T_0 I - \frac{P^2}{2G} + K(T_0 - T_L)}{\alpha(T_0 - T_L)I - \frac{P^2}{2G}}. \quad (2.50)$$

In contrast to the cooler mode, a maximal hot side temperature does not exist, but $\varphi_h$ has a maximum.

Note that some authors introduce a device figure of merit $Z = \alpha^2 G_{\text{tot}}/K_{\text{tot}}$ to account for parasitic losses in contacts.

### 2.3 Microscopic Transport Model

The Onsager-de Groot-Callen theory provides a fundamental understanding of thermoelectrics, but requires the input of phenomenological transport coefficients $\alpha, \sigma, \kappa$. Those can be understood from a microscopic point of view within the framework of the adapted Landauer approach [35, 36, 37].

S. Datta (e.g. [36]) proposed the concept of an elastic resistor, depicted in fig. 2.3. For such a device it is assumed that electrons travel through a channel, which is characterized by the density of states (DOS), without gaining or loosing energy. Elastic transport does not necessarily imply ballistic transport. A diffusive transport may also be covered by the assumption as long as scattering only changes momentum but not energy. The conductive channel is attached to two reservoirs in equilibrium with temperatures $T_1, T_2$ and electrochemical potentials $\mu_1, \mu_2$, respectively. It is assumed that strong inelastic scattering within the large contacts maintains the equilibrium conditions [37] such that the contacts can be described by the Fermi function

$$f(E) = \frac{1}{\exp\left(\frac{E - \mu}{kT}\right) + 1}. \quad (2.51)$$

Equation (2.51) denotes the probability that a state with energy $E$ is occupied in a system with temperature $T$. $k$ is the Boltzmann constant.
Assuming $\mu_1 > \mu_2$ (e.g. maintained by attaching a battery), as shown in fig. 2.3, all states below $\mu_1$ inside the channel get filled by electrons. At contact 2 electrons above $\mu_2$ flow into reservoir 2, resulting in a steady electron current. Obviously, the difference $f_1 - f_2$ is the driving force for electron flow. Assuming that electrons with different energies travel independently through the conductor and taking into account spin degeneracy, the total electron current reads$^2$

\[ I_{el} = \frac{2e}{h} \int_{-\infty}^{\infty} \frac{\lambda(E)}{\lambda(E) + L} M(E) (f_1(E) - f_2(E)) \, dE, \]  

(2.52)

where $h$ corresponds to Planck's constant, $e$ is the elementary charge$^3$, $M(E)$ is the number of modes, which is related to the DOS, and $L$ is the length of the conducting channel. The term $T_{tr} = \lambda/(L + \lambda)$ accounts for the transmission probability of an electron, where $\lambda$ is its mean free path. In the limit of very large conductors, $L \gg \lambda$, $T_{tr} \approx \lambda/L$ and the conductance eq. (2.54) vanishes with $1/L$ as expected from Ohm's law. In the ballistic regime, $L \ll \lambda$, $T_{tr}$ approaches 1 resulting in a non-vanishing conductance. For small deviations from equilibrium leading to small voltages $V = (\mu_1 - \mu_2)/e \ll kT$, the approximation

\[ f_1(E) - f_2(E) \approx (\mu_1 - \mu_2) \frac{\partial f_0}{\partial \mu} = (\mu_1 - \mu_2) \left( -\frac{\partial f_0}{\partial E} \right) \]  

(2.53)

can be used, where $f_0 \approx f_1 \approx f_2$. Hence, the conductance of the elastic resistor reads

\[ G = \frac{I_{el}}{V} = \frac{2e^2}{h} \int_{-\infty}^{\infty} T_{tr}(E) M(E) \left( -\frac{\partial f_0}{\partial E} \right) \, dE. \]  

(2.54)

---

2 Following the literature, we consider the electron current $I_{el} = -I$ instead of the technical current $I$.

3 The electron's charge is $-e$. 
Equation (2.54) makes clear that the conduction mainly takes place in the \(2kT\) window around the electrochemical potential.

It appears counterintuitive that a conductance and therefore a resistance is assigned to the channel implying that energy dissipation via Joule heating takes place, although it is assumed that the energy of an electron traveling through the channel does not change. This contradiction is resolved by the conjecture that the energy \(\mu_1 - E\) is dissipated at contact 1 and \(E - \mu_2\) at contact 2.

So far the differences between the Fermi functions in the contacts is due to differences in the electrochemical potential. Now, the consequences of temperature differences will be discussed leading to the Seebeck effect. Assuming \(\mu = \mu_1 = \mu_2\) and \(T_1 \neq T_2\), the difference \(f_1 - f_2\) changes its sign at \(E = \mu\) (see fig. 2.4) and electrons with \(E > \mu\) are flowing from contact 1 to contact 2 and electrons with energy \(E < \mu\) vice versa. Obviously, the net current depends on the DOS. If \(dD(E)/dE > 0\) around \(\mu\) as for n-type conductors, electrons flow from the hot to the cold side. In p-type conductors, where \(dD(E)/dE < 0\), a net electron current from cold to hot is observed. Starting from eq. (2.52) we derive an expression for the Seebeck coefficient. Since a small temperature difference is the driving force, the Fermi function difference is approximated by

\[
f_1(E) - f_2(E) \approx (T_1 - T_2) \frac{\partial f_0}{\partial T} = (T_1 - T_2) \frac{E - \mu}{T} \left( - \frac{\partial f_0}{\partial E} \right) \quad (2.55)
\]

resulting in

\[
I_{el} = (T_1 - T_2) \frac{2e^2}{h} \int_{-\infty}^{\infty} T_{tr}(E) M(E) \frac{E - \mu}{eT} \left( - \frac{\partial f_0}{\partial E} \right) dE + \frac{G_S}{T_1 - T_2} (T_1 - T_2).
\]

(2.56)

Considering small \(\mu_1 - \mu_2\) and small \(T_1 - T_2\) the combination of the Taylor series expansion eqs. (2.53) and (2.55) results in

\[
I_{el} = G(V_1 - V_2) + \frac{G_S}{T_1 - T_2} (T_1 - T_2).
\]

(2.57)
with $V_i = \mu_i/e$. The Seebeck coefficient is defined in open circuit conditions and given by

$$\alpha = \frac{V_1 - V_2}{T_1 - T_2} = -\frac{G_S}{G}. \quad (2.58)$$

Based on previous results, we comment on optimization of thermoelectric material within the scope of a one-level device defined by one energy level of width $dE$ [36]. Studying the power factor $\alpha^2\sigma$ corresponding to the numerator of eq. (2.28) shows that it reaches its maximum if the energy level is around $2kT$ above or below the chemical potential. Thus, adjusting $\mu$ by adequate doping is one way to optimize thermoelectric material.

The following discussion of the heat current focuses on the heat transported by the electrons. Assuming energy levels as shown in fig. 2.5, an electron flowing into the channel from contact 1 extracts the energy $E - \mu_1$ in order to reach the transport energy level in the channel. Arriving at contact 2, it drops the energy $\mu_2 - E$. Hence, contact 1 is cooled, while contact 2 is heated. Dividing eq. (2.52) by $e$ we get the number of electrons per unit time. Since each electron carries the energy $E - \mu$, the heat current reads

$$I_Q = \frac{2}{h} \int_{-\infty}^{\infty} \frac{f_1 - f_2}{\partial f/\partial E} E - \mu dE. \quad (2.59)$$

And again, the difference $f_1 - f_2$, which arises due to a temperature and/or a electrochemical potential difference, is linearized and we get

$$I_Q = G_P (V_1 - V_2) + G_Q (T_1 - T_2). \quad (2.60)$$

with

$$G_P = \frac{2e^2}{h} \int_{-\infty}^{\infty} T_{tr}(E)M(E) \left( -\frac{\partial f}{\partial E} \right) \frac{E - \mu}{e} dE \quad (2.61)$$

$$G_Q = \frac{2e^2}{h} \int_{-\infty}^{\infty} T_{tr}(E)M(E) \left( -\frac{\partial f}{\partial E} \right) \frac{(E - \mu)^2}{e^2 T} dE \quad (2.62)$$

For a better comparison with experimental conditions, eq. (2.60) is often reformulated in terms of the electric current by applying eq. (2.57), resulting in

$$I_Q = \frac{G_P}{G} I_{el} + \left( G_Q - \frac{G_P G_S}{G} \right) (T_1 - T_2), \quad (2.63)$$
with the Peltier coefficient $\Pi = G_p/G$ and the open circuit heat conductance $G_Q = G_p G_S/G$. To derive actual transport properties, it is necessary to determine $M(E)$ requiring the DOS, which can be gained, e.g., from density functional theory and the mean free path.

### 2.4 Optimization Strategies for Thermoelectric Materials

Starting in the 1950s, a lot of effort resulted in an increase of the figure of merit $zT$. A strong impact emanated from the work of A. Ioffe [38], who investigated semiconductors. Accordingly, thermoelectric materials in usage were, and still are, heavily doped semiconductors like Bi$_2$Te$_3$, Sb$_2$Te$_3$ among others, although those elements are scarce, expensive and harmful to health. Their figure of merit is limited to $zT \approx 1$ due to a strong interdependence of the transport parameters [39, 19]. In a highly degenerated semiconductor $\sigma \propto n$ and $\alpha \propto n^{-2/3}$ are intertwined by the charge carrier concentration $n$ [16]. The heat conductivity can be separated into an electronic part $\kappa_{el}$ and a phononic part $\kappa_{ph}$, where $\kappa_{el}$ is directly proportional to the electrical conductivity $\kappa_{el} = \sigma TL_L$ as stated by the Wiedemann-Franz law with the Lorenz number $L_L$ [40]. $zT$ reaches its maximum at an optimal charge carrier concentration, which is usually of the order $10^{19}$-$10^{21}$ cm$^{-3}$ [16].

At the beginning of the 1990s new ideas entered the field of thermoelectrics, which can be summarized in two approaches [41]: Creating new bulk materials following the phonon-glass electron-crystal ansatz [15] and using low dimensional structures mainly inspired by L. Hicks and M. Dresselhaus [14]. While the first approach aims to decrease the phonon contribution to heat transport, the second intended to improve electrical properties. However, it turned out that most promising results were obtained by the reduction of $\kappa_{ph}$ as well.

#### 2.4.1 Phonon-glass electron-crystal

The rather peculiar requirements expressed by the term phonon-glass electron-crystal (PGEC) originate from the fact that the heat conductivity in glasses is remarkably low and that crystalline semiconductors exhibit a fair trade-off between the contradicting needs for high Seebeck coefficient and low resistivity [16]. The reduction of $\kappa_{ph}$ in complex bulk materials can be induced by point defect scattering due to vacancies and interstitial atoms. Also, atom structures exhibiting rattlers have a low $\kappa_{ph}$. Furthermore, it has been suggested that the heat conductivity in certain complex structures scales inversely with the unit cell volume [42].

As an important example the material class of the so-called clathrates is discussed [43, 44]. Host atoms form a cage-like structure filled by guest atoms, the rattlers. A common approach for thermoelectrics is to use rather light atoms for the cage structure like Ga, Si, Ge and fill the eighth voids with heavy elements like Ba. Those materials are...
semiconductors, therefore fulfilling the electron-crystal demand and have a rather large lattice parameter of the order of 10 Å [44]. Recently, it has been shown for Ba$_8$Ga$_{16}$Ge$_{30}$ that rattlers do not provide a strong scattering mechanism [45, 46], but rather alter the phonon dispersion relation in such a way that $\kappa_{\text{ph}}$ is reduced. With this material class usually $zT$ values around 1 are reached, but even $zT = 1.35$ [47] was found in Ba$_8$Ga$_{16}$Ge$_{30}$ at high temperatures $T = 900$ K.

Filled skutterudites are another class of thermoelectric bulk material aiming in the direction of the PGEC approach [44]. Skutterudites are compositions of the form $MX_3$, where $M$ is a metal atom and $X$ stems from the pnictogen group [48]. Some of those compositions form holes, which can be filled by rattling atoms, also useful for doping. These materials are applicable in the intermediate and high temperature regime and figure of merits up to $zT = 1.7$ at $T = 850$ K have been observed in multiple filled skutterudites [49].

Recently, a very high $zT$ of 2.6 ± 0.3 at 923 K was reported for SnSe [50]. It is the highest measured value so far and mainly attributed to its exceptional low thermal conductivity. Remarkably, SnSe is not characterized by a complex crystal structure or large unit cells.

2.4.2 Low-dimensional thermoelectrics

In their original work, Hicks and Dresselhaus [14, 51] theoretically revealed a strongly enhanced electrical performance in a two-dimensional quantum-well by means of theoretical arguments.

Although hints for an increased electrical performance were found in experiments [52], Kim et al. [53] argued that reducing the dimensionality does not necessarily bear great potential for improving the electronic part of $zT$. This is because an efficient usage of low dimensional materials requires very small structures and high fill factors. However, if the fill factor becomes too large the structures might lose their low dimensional properties.

On a related note, G. Mahan showed that the optimal DOS is a $\delta$-function [54]. Sharp features of the DOS are experimentally realized in PbTe with resonant thallium impurity levels yielding $zT = 1.5$ at 773 K [55], which corresponds to a doubling of $zT$ compared to the bulk value. Nonetheless, in up to date thermoelectrics the reduced heat conductivity has a much stronger influence than any change in the power factor [56].

One example of low-dimensional material with strongly reduced $\kappa_{\text{ph}}$ are nanowires. Rough silicon nanowires were shown to have a figure of merit $zT = 0.6$ at room temperature [57, 58]. This is all the more impressive since bulk silicon has a very low room temperature $zT$ in the order of 0.01. Especially the high heat conductivity of silicon in the range of 150 W K$^{-1}$m$^{-1}$ is the reason for the bad thermoelectric performance of bulk silicon. A further example are nanostructured superlattices. In a famous work on p-type Bi$_2$Te$_3$/Sb$_2$Te$_3$ a particularly high $zT = 2.4$ at 300 K was reported, which again is attributed to a reduction of the phonon heat conductivity [17].
The above mentioned experiments demonstrated the potential, but applying those materials in commercial application is difficult, since their production is too slow and expensive [39]. Another recent approach has the advantage of being easily upscalable and inexpensive [59]. There, nanometer-sized particles of well-known materials are produced by ball milling [39] or plasma synthesis [60], which are densified afterwards by hot pressing or current-activated pressure-assisted densification (CAPAD) (see chapter 4) in order to create nanostructured bulk material. It turned out that by nanostructuring $\kappa_{\text{ph}}$ can even undercut the alloy limit, which was believed to be a lower limit for years. That is because in alloys phonons with short wavelength are preferentially scattered, while mid- to long-wavelength phonons are hardly affected and still transport heat. However, nanostructuring can introduce interfaces on those length scales, which leads to a lower heat conductivity than in alloys, if phonons with those wavelength contribute strongly to the heat transport [39].

Usually, electron flow is believed to be hardly affected by nanostructuring. In highly doped materials the mean free path of electrons is dominated by impurity scattering and of the order 2-5 nm [19]. Nonetheless, depending on fabrication details, a decreased electron mobility associated with an enhanced resistivity has been observed in nanostructured silicon [61].

One example for a successful implementation of bulk nanostructuring is Si, which is a very poor thermoelectric in its crystalline form. Nanocrystalline bulk silicon obtained from the gas phase and compacted by CAPAD reached figures of merit up to 0.6 around 1200 K [19, 62, 63]. Furthermore, nanostructured BiSbTe [59] produced by ball milling and hot pressing resulted in a 40% increased $zT$ compared to an state-of-the-art ingot of the same material, basically achieved by a reduced heat conductivity.

Another sophisticated and promising ansatz consists of scattering phonons on all length-scales, which is accomplished by alloying, implementing a matrix structure on the nanoscale and creating grain boundaries on the mesoscale by CAPAD [18].

A lot of ideas of the preceding sections are dedicated to the reduction of $\kappa_{\text{ph}}$. But only recently, D. Narducci pointed out that especially for waste heat recovery it is necessary to dissipate a certain amount of energy, which restricts the choice of the material [64]. But even in a situation without this constraint, e.g. a generator operated between two reservoirs of constant temperatures, a critical contemplation is appropriate. The efficiency can be enhanced by reducing $\kappa$ (increases $zT$). But in order to have a large power output, the heat current into the device needs to be large as well, which is aggravated by low $\kappa$. Thus, running a device at maximal efficiency guarantees that heat is converted at the highest rate, but it does not provide the highest possible power output [64].
2.4.3 Further effects

The phonon drag effect is caused by phonons giving momentum to the electron system, dragging them to low temperature regions and thus influencing the Seebeck coefficient [29]. Usually the cross-section is much larger for low energy phonons such that this effect is most pronounced at low temperatures.

The Seebeck coefficient is driven by the difference of two Fermi functions at distinct temperatures. This difference has a positive and a negative contribution to the Seebeck coefficient. Filtering out the electrons decreasing the absolute value of the Seebeck coefficient may lead to an increase of the thermopower [39]. The filtering is accomplished by introducing additional scattering mechanisms preferentially scattering unfavorable electrons. In superlattices energy filtering has been observed [65] and it could also be beneficial in nanostructured bulk materials [19]. However, it was shown using the Landauer formalism that significant effects from energy filtering require low doping concentration, which contradicts the demand for good thermoelectrics [66].
ONSAGER NETWORK MODEL

In this chapter we develop a network model, based on the phenomenological Onsager-de Groot-Callen theory.

The corresponding equations are analytically solvable in some special cases. One is the constant property model (CPM). This model has been studied extensively in one dimension and delivers a comprehensible understanding of thermoelectric devices [29, 67, 32, 68]. Another example of an analytically treatable special case is an one-dimensional thermoelectric with parameters depending linearly on the position [69]. Finding analytic solutions in two or three dimensions is not feasible.

Thus, numerical models were developed to support the description of thermoelectrics. Although based on the Onsager-de Groot-Callen theory, some of them neglect single thermoelectric effects since they do not include Joule heat and/or Peltier heat [70, 71]. Others are used to calculate either heat and electrical conductance or the Seebeck coefficient [72, 73, 74]. More complex models combined thermoelectricity with drift-diffusion models [75], which are applied to generators in intricate geometries [22]. For the investigation of complex, three-dimensional device structures including thermal coupling, radiation and convective heat flux, finite element simulation techniques are applied (e. g. [76]).

Our approach can be regarded as a finite volume method including all relevant effects and time-dependent variables as reviewed in [34]. We discretize the Onsager-de Groot-Callen theory on a network in a comprehensible and coherent way. This approach is versatile, and we will investigate bulk material represented by a square lattice, loose particle structures on lattices and continuous particle configurations. We validate the model by comparing the results to analytic expressions from CPM, one-dimensional segmented thermoelectrics and thermoelectrics with linear and temperature-dependent parameters.

Parts of this chapter have been published in [77].

3.1 MODEL DESCRIPTION

First, we recall the basic equations from the Onsager-de Groot-Callen theory as presented in chapter 2. Beside the electrical and heat cur-
rent density \( j \) and \( j_q \) respectively, their divergences are taken into account

\[
\begin{align*}
    j &= -\sigma (\nabla \mu / q + \alpha \nabla T) \\
    j_q &= \alpha T j - \kappa \nabla T
\end{align*}
\]  
(3.1)  
(3.2)

\[
\frac{c \, \partial T}{\partial t} + \nabla \cdot j_q = \mathbf{E} \cdot \mathbf{j}
\]  
(3.3)

\[
\nabla \cdot j = 0.
\]  
(3.4)

We assume that the electrical equilibration time is much shorter than the thermal equilibration time such that the electrochemical potential distribution \( \mu(x) \) immediately adapts to temperature changes or changing boundary conditions. Thereby, local charging effects are neglected. However, \( \mu \) varies with time due to temperature-dependent Seebeck voltages.

In order to discretize eqs. (3.1) to (3.4) on a network, we assign variable temperatures \( T_i \) and electrochemical potentials \( \mu_i \) to each lattice site \( i \) (see fig. 3.1). The bonds between two connected sites \( i \) and \( j \) are characterized by the electrical conductance \( G_{ij} \), the heat conductance \( K_{ij} \), the Seebeck and Peltier coefficient, \( \alpha_{ij} \) and \( \Pi_{ij} \). In the network model the electric current \( I_{ij} \) and the heat current \( I_{q,ij} \) between neighboring sites \( i \) and \( j \) read

\[
\begin{align*}
    I_{ij} &= G_{ij} \left( \frac{\mu_i - \mu_j}{q} + \alpha_{ij} (T_i - T_j) \right) \\
    I_{q,ij} &= K_{ij} (T_i - T_j) + \Pi_{ij} I_{ij}.
\end{align*}
\]  
(3.5)  
(3.6)

The material parameters \( G_{ij}, K_{ij}, \alpha_{ij}, \Pi_{ij} \) are defined by the materials at site \( i \) and \( j \). The electrical conductance of bond \( ij \), half of which is of material \( i \) or \( j \), is given by

\[
\frac{1}{G_{ij}} = \frac{1}{2G_i} + \frac{1}{2G_j} + R_{\text{inter}},
\]  
(3.7)

where an additional interface resistance \( R_{\text{inter}} \) is added. Likewise, the thermal conductance is calculated from the material properties \( i \) and \( j \) and an interface contribution \( R_{q,\text{inter}} \) as

\[
\frac{1}{K_{ij}} = \frac{1}{2K_i} + \frac{1}{2K_j} + R_{q,\text{inter}}.
\]  
(3.8)

Interface contributions become relevant if crystalline material, which is divided into grains by grain boundaries, is considered. In the following work we will neglect interface contributions, \( R_{\text{inter}} = 0, R_{q,\text{inter}} = \)
To derive the connection between the bond Seebeck coefficient $\alpha_{ij}$ and $\alpha_i, \alpha_j$ we have a closer look at the Seebeck voltage $\alpha_{ij} (T_i - T_j)$ between the sites $i$ and $j$, which is the sum of two contributions: first, the voltage between site $i$ and the interface located at the bond $ij$ at temperature $T_{ij}$ and second, the voltage between the interface and site $j$ leading to

$$\alpha_{ij} (T_i - T_j) = \alpha_i (T_i - T_{ij}) + \alpha_j (T_{ij} - T_j) = \bar{\alpha}_{ij} (T_i - T_j) + \Delta \alpha_{ij} (\bar{T}_{ij} - T_{ij}), \quad (3.9)$$

where $\bar{\alpha}_{ij} = (\alpha_i + \alpha_j)/2$, $\bar{T}_{ij} = (T_i + T_j)/2$ and $\Delta \alpha_{ij} = (\alpha_i - \alpha_j)$. Approximating $\bar{T}_{ij} = T_{ij}^{eq}$ (3.9) simplifies to

$$\alpha_{ij} = \bar{\alpha}_{ij} = \frac{\alpha_i + \alpha_j}{2}. \quad (3.10)$$

The validity of this approximation will be discussed in section 3.2.

To specify the Peltier coefficient $\Pi_{ij}$, we have to take into account the Peltier heat $\Pi_i I_{ij}$, which is transported to site $i$, and $\Pi_j I_{ij}$ leaving site $j$. If both heat currents are not equal, the difference ($\Pi_i - \Pi_j$) $I_{ij}$ is released (or consumed) at the interface, which is often referred to as the (interface) Peltier effect [78]. We assume that this heat is delivered to (or taken from) both adjacent sites in equal parts. Thus, summing up, the net Peltier heat current at site $i$ reads

$$\Pi_{ij} I_{ij} = \Pi_i I_{ij} - \frac{1}{2} (\Pi_i - \Pi_j) I_{ij} = \Pi_j I_{ij} + \frac{1}{2} (\Pi_i - \Pi_j) I_{ij} \quad (3.11)$$

with

$$\Pi_{ij} = \frac{\Pi_i + \Pi_j}{2} = \frac{\alpha_i T_i + \alpha_j T_j}{2}. \quad (3.12)$$

Due to the Kelvin relation $\Pi_i = \alpha_i T_i$ for site $i$.

In its discretized form the time evolution of the temperature at node $i$ reads

$$T_i = \frac{1}{C_i} \sum_j \left( -I_{q,ij} + I_{ij} \left( \mu_i - \mu_j \right) \frac{1}{2q} \right), \quad (3.13)$$

where $j$ runs over nearest neighbors of $i$. $C_i$ is the specific heat capacity of site $i$. Electrical power produced on the bond $ij$ is assigned to both adjacent sites in equal parts. Besides, the sum over the heat currents between $i$ and $j$ accounts for the divergence of the heat current, which contains Peltier and Thomson heat (see section 2.2). In our nomenclature a current $I_{ij}$ or $I_{q,ij}$ has a positive sign, if it flows from node $i$ to node $j$. Thus, the minus sign in $-I_{q,ij}$ ensures that the temperature increases if a heat current flows to node $i$. The electrodes are represented as nodes, which have either a fixed temperature or which have one external bond through which heat is exchanged with a heat bath of fixed temperature (see fig. 3.2). The typical time scale on which the heat current levels out temperature differences between
neighboring sites reads $C_{el,i}/K_{ij}$. For the numerical integration the time step is about one-hundredth of the time scale of the fastest heat exchanging mechanism.

As explained above, we assume that $C_{el,i}/G_{ij}$ is much shorter than $C_{i}/K_{ij}$. Therefore, we neglect the electrical heat capacitance $C_{el,i}$. As a result, the electrochemical potential distribution instantaneously adapts to a temperature change, and the $\mu_i$ are obtained by a discretization of eq. (3.4), which corresponds to Kirchhoff’s first law

$$0 = \sum_j i_{ij},$$

(3.14)

where $j$ runs over nearest neighbors of $i$. The nodes representing the electrodes have one external bond through which a fixed current $I$ is delivered, respectively extracted from the system.

Now, the simulation procedure works as follows: An initial temperature distribution and a total current $I$ entering the one electrode and leaving the other are provided. Specifying the electrical current $I$ corresponds to attaching a load resistance $R_l$ to the electrodes. Current and load are related via

$$I = \frac{U_a}{R + R_l},$$

(3.15)

where $U_a$ denotes the Seebeck voltage and $R$ the internal resistance of the thermoelectric material. The electrochemical potentials are calculated according to eq. (3.14). Several methods to solve such a system of linear equations are available, e.g. a fast node elimination algorithm [79] or a conjugate gradient method. Here, we use the latter implemented in the MTL4 library [80]. The resulting electrochemical potentials are fed into eq. (3.13) in order to calculate the temperatures for the next time step, which is done by an explicit 4th order Runge-Kutta method [81]. The temporal evolution of the temperatures requires a continuous update of the electrochemical potential distribution. Iteratively solving eq. (3.13) and eq. (3.14) gives the transient and finally the stationary state.

We aim to investigate quite different processes requiring varying setups and boundary conditions. To avoid redundancies, we implemented the solution of the thermoelectric transport as a base class.
Each modeled process is implemented in a derived class, which inherits all basic functionality from the base class and just needs to provide setup and boundary condition.

Especially for the simulation of bulk material, it is desired to use real transport parameters, and in that case bond conductances are calculated from conductivities according to the discretization lengths.

### 3.2 Model Validation

In the present section we validate the model comparing simulation results to analytic expressions. The analytic models are one-dimensional, and hence, we perform the following simulations on a one-dimensional grid.

#### 3.2.1 Constant property model

The most common approximation is the one-dimensional CPM leading to eqs. (2.37) and (2.38). In the simulation, the electrodes are characterized by the same parameters as the material in between (see table 1), fulfilling the requirements of constant properties and circumventing Peltier heating/cooling at the electrode-sample interface. Here, the electrodes are characterized by a fixed temperature. The dimensions of the setup are $L = L_x = L_y = L_z = 10^{-2}$ m, which is discretized by $N = N_x = 100$ sites. Note that two additional sites represent the electrodes, such that in total $N + 1$ bonds are present. Figure 3.3 shows the comparison for an electrical current flowing in $x$-direction, which reveals a perfect agreement between eqs. (2.37) and (2.38) and the simulation.

The approximation $\bar{T}_{ij} = T_{ij}$ applied in eq. (3.9) is exact for $\Delta \alpha = \alpha_i - \alpha_j = 0$ as well as a linear temperature distribution $T(x)$. In

<table>
<thead>
<tr>
<th>$\alpha$ [V/K]</th>
<th>$\sigma$ [S/m]</th>
<th>$\kappa$ [W/(Km)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2 \cdot 10^{-4}$</td>
<td>$10^5$</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: The parameters used for the comparison between eqs. (2.37) and (2.38) and the simulation.
general, considering position- or temperature-dependent Seebeck coefficients and non-linear $T(x)$, the accuracy increases with $N$, as shall be shown in section 3.2.2.

Usually, when used as a generator, metal electrodes are attached to the thermoelectric material. Compared to the semiconductor, metals are characterized by a vanishing Seebeck coefficient. However, we show that electrodes with fixed temperature and $\alpha = 0$ should be avoided in the simulation, since the influence of the interface Peltier effect on the temperature distribution strongly depends on the discretization length $h = L/N$ as indicated by fig. 3.5. The effect of $h$ will now be derived by means of solving the differential equation eq. (3.13) for $T_1$, the temperature of the site next to the left electrode (see fig. 3.4). Thereby, we approximate $T_2$ by $(T_0 + T_1)/2$, which is motivated by fig. 3.5. Note that $I_{10} = -I$ and $I_{12} = I$, while $I = -30\text{A}$ corresponds to the current flowing through the thermoelectric from right to left. Furthermore, we use that a bond conductance is $N + 1$ times as large as the total conductances $K, G$ and obtain

$$CT_1 = -\left(\frac{3}{2}K(N + 1) + \frac{\alpha I}{4}\right)T_1 + \frac{3}{2}K(N + 1)T_0$$

$$+ \frac{I^2}{G(N + 1)} - \frac{\alpha}{4}T_0 I.$$  \hspace{1cm} (3.16)

$$+ \frac{I^2}{G(N + 1)} - \frac{\alpha}{4}T_0 I.$$  \hspace{1cm} (3.17)

Setting $T_1(0) = T_0$ the solution of eq. (3.16) reads

$$T_1(t) = \left(T_0 + \frac{B}{A}\right)e^{\frac{At}{C}} - \frac{B}{A}$$  \hspace{1cm} (3.18)

with

$$A = -\frac{1}{C}\left(\frac{3}{2}K(N + 1) + \frac{\alpha I}{4}\right)$$ \hspace{1cm} (3.19)

$$B = \frac{1}{C}\left(\frac{3}{2}K(N + 1)T_0 + \frac{I^2}{G(N + 1)} - \frac{\alpha}{4}T_0 I\right).$$ \hspace{1cm} (3.20)

For the non-diverging stationary state $\lim_{t \to \infty} T_1(t) = -B/A$, which requires $A < 0$, we expand $-B/A$ for large $N$ to first order and get

$$\lim_{t \to \infty} T_1(t) = T_0 - \frac{IT_0\alpha}{3KN} + O(N).$$ \hspace{1cm} (3.21)

The inset of fig. 3.5 illustrates that the approximation eq. (3.21) describes the data satisfactorily. Moreover, it shows how $T_1$ approaches $T_0$ for large $N$, which implies that the effect of Peltier cooling/heating vanishes as $N$ tends towards infinity. Responsible for this unphysical behavior are the fixed electrode temperature and the diverging
Figure 3.5: The stationary state temperature of the sites close to the left side strongly depend on the number of grid points $N$. The inset shows the stationary state temperature difference $T_1 - T_0$ in dependence of $N$. The line is derived from eq. (3.21), which basically decreases as $N^{-1}$. For this simulation we choose $\alpha = 10^{-3} \text{V/K}$, $\kappa = 1 \text{W/(Km)}$ and $\sigma = 10^5 \text{S/m}$.

heat conductance between adjacent sites. The fixed electrode temperature is unrealistic, since the heating/cooling affects both sides of the interface. Moreover, it is known that the Peltier heat is not a $\delta$–function, but rather slightly spread due to electron phonon heat exchange [82, 3].

As a consequence, for the simulation of devices we avoid using electrodes with negligible Seebeck coefficient and fixed temperatures.

3.2.2 Segmented thermoelectrics

As a further verification we consider thermoelectrics consisting of two segments of different materials A and B (see fig. 3.6) connected in series along the current direction.

The calculation [83, 84] of the analytic expressions for $T(x)$ and $\mu(x)$ bases on the assumption that for each segment, which is characterized by a corresponding parameter set, eq. (2.36) holds resulting in a piecewise quadratic temperature distribution

$$T(x) = \begin{cases} T_A(x) = -\frac{j^2}{4\alpha_{\kappa_{A}}} x^2 + a_1 x + a_2 & 0 \leq x/L \leq f \\ T_B(x) = -\frac{j^2}{4\alpha_{\kappa_{B}}} x^2 + b_1 x + b_2 & f < x/L \leq 1 \end{cases}$$ (3.22)

Figure 3.6: In this section we consider a segmented thermoelectric, which is a series connection of two materials A and B. $f$ represents the fraction of material A.
as well as a piecewise quadratic potential distribution

\[
\mu(x) =\begin{cases} 
\mu_A(x)/q = \frac{\alpha A}{2 \sigma_A \kappa_A} x^2 - \left( \frac{j}{\sigma_A} + a a_1 \right) x + a_3 & 0 \leq x/L \leq f \\
\mu_B(x)/q = \frac{\alpha B}{2 \sigma_B \kappa_B} x^2 - \left( \frac{j}{\sigma_B} + a b_1 \right) x + b_3 & f < x/L \leq 1 
\end{cases}.
\]

(3.23)

\(f\) is the quotient of the interface position \(x_f\) and the system length \(L\) and corresponds to the fraction of material A. The remaining coefficients for the linear and the constant term are determined from the following conditions: the temperature, the electrochemical potential, the energy flux and therefore the heat flux are continuous at the interface. Furthermore, the boundary temperatures are fixed. The extension to \(n\) segments is straightforward [83] and is shown in appendix A.

Fig. 3.7 depicts the temperature distribution for \(I = 50\, \text{A}\) (red squares) and \(I = -50\, \text{A}\) (blue points) calculated with \(N = 100\). The effect of Peltier heating/cooling at the interface is clearly apparent and it is captured by the analytic expression (lines) and the simulation (points) in a convincing agreement. However, a closer examination reveals small deviations between simulation results and eq. (3.22). They stem from the fact that Peltier heat is introduced or withdrawn not exactly at the interface, but at the adjacent sites. The deviations vanish as \(N\) increases, since the sites constituting the interface are moved closer together.

Now, it shall be discussed in how far the total voltage \(U\) across a thermoelectric material is affected by the approximation eq. (3.9).

<table>
<thead>
<tr>
<th>(\alpha) [V/K]</th>
<th>(\sigma) [S/m]</th>
<th>(\kappa) [W/(Km)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>material A</td>
<td>(1 \cdot 10^{-4})</td>
<td>(10^5)</td>
</tr>
<tr>
<td>material B</td>
<td>(2 \cdot 10^{-4})</td>
<td>(10^4)</td>
</tr>
</tbody>
</table>

Table 2: The parameters used for the simulations of a segmented TE.
This is of particular interest, since the power and efficiency depend on \( U \). We calculate the difference between the analytic voltage \( U_{\text{theo}} = (\mu(L) - \mu(0))/q \) with \( \mu(x) \) from eq. (3.23) and the voltage obtained from the simulation \( U_{\text{sim}} \). We find that \( U_{\text{theo}} - U_{\text{sim}} \) exactly equals \((\alpha_B - \alpha_A)(\bar{T}_{ij} - T(x_f))\), with \( T(x_f) \) from eq. (3.22) and \( \bar{T}_{ij} = (T_i + T_j)/2 \), where sites \( i \) and \( j \) constitute the interface between material A and B. This difference is a direct consequence of the approximation eq. (3.9).

The deviation \( U_{\text{theo}} - U_{\text{sim}} \) vanishes as \( N^{-1} \), which can be made clear by considering the temperature difference

\[
\bar{T}_{ij} - T(x_f) = \frac{1}{2} (T_i - T(x_f) + T_j - T(x_f)).
\]  

Equation (3.24) can be regarded as the sum of a forward and backward difference. According to the Taylor expansion

\[
T(x \pm h) - T(x) = \pm T'(x)h + \frac{1}{2} T''(x)h^2 + \mathcal{O}(h^3),
\]  

forward and backward difference depend linearly on \( h \) for \( h \to 0 \). If the derivative of \( T(x) \) is continuous, the sum of forward and backward difference is quadratic in \( h \). However, a linear instead of a quadratic behavior in \( h \) is observed here, because the piecewise structure eq. (3.22) has to be taken into account. Thus, the linear term is not canceled out. In summary, each bond connecting two sites of different materials creates an error, which vanishes linearly with \( h \) or like \( N^{-1} \).

3.2.3 Linear properties model

Here, the capability of the model to capture the influence of a continuous material distribution is reviewed.

For a Seebeck coefficient and a heat conductivity depending linearly on the position an analytic solution can be found [69]. The Seebeck coefficient reads

\[
\alpha(x) = \frac{2\Delta_{\text{avg}}}{1 + \Delta_\alpha} \left( \Delta_\alpha + (1 - \Delta_\alpha) \frac{x}{L_x} \right),
\]  

Figure 3.8: Temperature distribution for a linear property model. Symbols stems from simulations, while lines are calculated as in [69].
where $\alpha_{\text{avg}}$ is the average value of the Seebeck coefficient and $\Delta_\alpha = \alpha(L)/\alpha(0)$ the ratio between maximal and minimal Seebeck coefficient. The heat conductivity is defined similarly. For the following simulations $\sigma = 10^5 \text{S/m}$, $\kappa_{\text{avg}} = 1 \text{W/(Km)}$, $\alpha_{\text{avg}} = 5 \cdot 10^{-4} \text{V/K}$ and $\Delta_\alpha = \Delta_\kappa = 0.111$.

In fig. 3.8 the temperature distribution for a cubic sample with edge length $L = 0.01 \text{m}$ discretized by $N = 100$ sites is shown. As the good agreement suggests, the additional contributions are well captured by the simulation. Depending on the current, interesting distributions may occur. I.e. if the current is flowing from low to high Seebeck coefficients ($I = 10 \text{A}$) Joule heating is overcompensated by $\nabla T_j$ such that the temperature distribution becomes concave. Also the term $\nabla \cdot (\kappa \nabla T(x))$ is responsible for a concave $T(x)$ as can be seen from the red curve ($I = -1 \text{A}$).

### 3.2.4 Temperature-dependent properties

Obtaining analytic expressions for $T(x)$ for temperature-dependent properties is a difficult task. Here, a solution for a constant Thomson coefficient $\tau = T \partial \alpha / \partial T$ and hence, a temperature-dependent Seebeck coefficient, is presented. Heat and electric conductivity are constant. Then, from the heat divergence we obtain

\[
\tau j \frac{\partial T}{\partial x} - \frac{j^2}{\sigma} - \kappa \frac{\partial^2 T}{\partial x^2} = 0 \\
\Leftrightarrow \frac{\partial^2 T}{\partial x^2} - A \frac{\partial T}{\partial x} = -B, \tag{3.27}
\]

with $A = \frac{j \tau}{\kappa}$ and $B = \frac{j^2}{\sigma \kappa}$. This inhomogeneous differential equation is solved by means of standard methods. Using the boundary conditions $T(0) = T_0$ and $T(L) = T_L$ we get

\[
T(x) = T_0 + \frac{Bx}{A} - \left( T_0 - T_L + \frac{BL}{A} \right) e^{Ax} - 1 \tag{3.28}
\]
A temperature-independent Thomson coefficient is present, if $d\alpha/dT \propto T^{-1}$, which requires a Seebeck coefficient depending logarithmically on $T$:

$$\alpha(T) = a \log(bT).$$  \hfill (3.29)

Such a dependence does usually not occur in real materials. Instead, for degenerated semiconductors the Seebeck coefficient is proportional to $T$, while it is inversely proportional to $T$ in non-degenerated semiconductors. However, we use eq. (3.28) for a comparison to simulations (see fig. 3.9). Here, $\alpha$ obeys eq. (3.29) with $a \approx 3.476 \cdot 10^{-4}$ V/K and $b = 225^{-1} 1/$K, such that $a(300 \text{ K}) = 10^{-4}$ V/K and $a(400 \text{ K}) = 2 \cdot 10^{-4}$ V/K.

From the good agreement, it is possible to conclude that the model is able to capture all possible kinds of heat production in a thermoelectric material. Let us finally remark on the error made due to the approximation of the Seebeck coefficient. As mentioned in section 3.2.2, for a continuous $T'(x)$, the deviations between the simulated voltage and the analytically calculated voltage vanishes as $N^{-2}$, which could be recovered with the presented data.

### 3.3 CONCLUSION

We presented the successful development of a thermoelectric network model based on phenomenological transport equations. Simulation results have been compared to several one-dimensional analytic treatable cases, and we showed that all relevant aspects of thermoelectricity are covered by the model. Moreover, we discussed the consequences of model approximations. From that discussion we conclude that deviations to analytic models become severe, when the number of sites is not much larger than the number of interfaces between distinct materials. This discussion will be continued in section 5.3.
The current-activated pressure-assisted densification (CAPAD) represents a method to rapidly densify powders with little grain growth, which enables the production of materials with unique properties. The technique we denote by CAPAD is known under various names, as for instance spark plasma sintering (SPS) and field-assisted sintering (FAST), which are the most common ones [85]. All these names represent the same basic setup: A low pressure in the range of 10-100 MPa is applied on an initially porous powder, while a kA current is flowing either through the powder or the sinter die (see fig. 4.1). The pressure is too weak for a significant densification, and dissipation of electrical energy is used to heat up the powder enabling a strong compression. Here, we focus on the case of conducting powder, where most of the current flows through the powder implying a strong internal Joule heating. As proposed in [86] we use the name CAPAD capturing both important aspects, which lead to the success of the process.

CAPAD is a rather old technique: First patents for a sintering machine using current and pressure date back to the beginning of the 20th century [85]. However, commercial availability of CAPAD apparatus triggered vast research in the 90s [87]. In comparison to conventional methods, like hot pressing or pressureless sintering, whose processing times are in the range of hours, CAPAD creates materials with densities near to theoretical values within minutes, while keeping small grain sizes [86]. The latter is distinctly difficult with conventional techniques, which usually cause strong grain coarsening. Nonetheless, little grain growth is observed during CAPAD as well. For example, Bor doped nanoparticles with an average particle size of 10 nm are compressed to a dense bulk with average particle size of 43 nm [88]. In general, however, the grain growths depends strongly on process details like heating rate, holding times and temperature.

In the field of thermoelectrics CAPAD has been proved successful for several materials. Poudel et al. [59] created nanostructured BiSbTe with an approximately 40% higher conversion efficiency than the microcrystalline reference sample, where the enhancement mainly originates from the reduction of the lattice thermal conductivity. Further materials were reported to obtain better thermoelectric performances like Si [61], SiG, TiO₂ [85] and ZnO-based materials [87]. Beyond thermoelectrics, nanostructuring creates additional outstanding material properties like high wear resistance or optical features combined with high strength and hardness [89].
Figure 4.1: Sketch of the setup for CAPAD. The sample, whose local temperature is color-coded from blue to red, is located in between electrodes, which are attached to a power source (gray). A slight pressure $p$ is applied to the upper movable electrode and a current $I$ is imposed.

As pointed out by J. Garay [86], possible densification mechanisms include sintering, particle rearrangement and plastic deformation. Sintering refers to a mechanism caused by a reduction of the surface curvature, where the driving force arises from a decrease of the surface energy. Several transport mechanisms are related to sintering: surface, grain boundary and volume diffusion as well as evaporation and deposition. All of them lead to the growth of the contact area, but just by volume and grain boundary diffusion particle centers are moved closer together, which corresponds to a densification.

Regardless whether conducting or non-conducting powder is densified, particle rearrangement is among the relevant densification mechanisms for the early stage of the process [85, 90, 91, 92, 93, 94, 95, 96]. Particle rearrangement is pressure-driven, but temperature and current can play a major role.

For conducting materials, it has been pointed out that the percolating network of particles implicates high local current densities, which lead to hot spots. In those, particles can melt partially enabling the viscous sliding of particles, which recrystallize once the temperature has decreased [97]. The enlarged density in hot regions and the removal of oxide layers due to melting results in higher local electrical conductivity. This in turn, may inhibit the densification of loose regions, since the percolation pattern is burned into the powder. Experimental hints in form of density fluctuations were reported in [98]. In CAPAD experiments with non-conducting ceramics, the observed little grain growth and fast densification at the beginning of the process are related to particle sliding, while at high density atomic motion prevails [90, 93]. Particle sliding can be enabled by plastic deformation, local melting and softening [91, 92]. Note that the occurrence of significant temperature differences between particle center and particle surface is controversially discussed within the literature [99, 95, 100, 101, 102]. Moreover, particle rearrangement is also important in liquid phase sintering. In a recent experiment with $\text{Al}_2\text{O}_3$, it was shown that the electrical current flowing through the liquid phase reduces the viscosity of the liquid phase, which constitutes a coupling between electrical current and particle mobility as well [103].
Note that also electromigration has been discussed to influence densification, but usual current densities in CAPAD are too low to provoke electromigration (up to several 100 kA/cm\(^2\) are necessary).

CAPAD process parameters are measured either globally, as density, current and voltage, or solely on the boundary, as the temperature, which is usually quantified by a pyrometer on the top or the bottom of the powders. However, spatial distributions of temperature and current and their effect on microstructure and material properties are of great interest. A couple of finite element and finite difference models have been developed to tackle this problem. Their complexity evolved starting from simulations focusing on temperature and electric current distribution in already densified samples. Those simulations aimed to predict temperature differences between the center of sample and pyrometer measurement [104]. Thereafter, densification was included [105]. Further finite element studies focused on the stress distribution inside the specimen [106] and the optimization of the tooling design [107]. Recently, a thermo-electrical-mechanical finite element framework was developed, taking into account grain growth and densification [108].

In the present work, we will take a different approach. We focus on the early stages of CAPAD, and using a network model, we investigate the intertwining of microstructure, current flow and densification, which has attracted little interest so far. Schwesig et al. [98] did a first theoretical study of the particle dynamics of CAPAD including the complex, inhomogeneous current pattern and the corresponding Joule heating, which influences the structure itself in an intricate way.

In this chapter we investigate two types of lattice models and eventually combine a lattice model with a molecular dynamic model to properly account for the particle motion. Parts of the following chapter have been published in [109, 110].

### 4.2 Network Model

We reconsider the model developed by Schwesig et al. [98], which will be called model S in the following.

#### 4.2.1 Model details

Model S is a network model on a hypercubic lattice. Occupied sites represent conducting particles, empty sites characterize voids and two neighboring particles are connected by a bond \( i j \), carrying the electrical conductance \( G_{ij} \). Electrodes are attached at the top and the bottom, spanning the whole grid. The upper electrode can move downwards to simulate the densification process. In the following we confine the analysis to 2d.

The basic simulation works as follows: An initial configuration is created by randomly placing particles on the grid until a predefined density is reached. If the particle configuration is not percolating, which means that both electrodes are not connected by a path of
bonds between occupied sites, it is assumed that the structure becomes mechanically instable. In that case all particles connected to the upper electrode are shifted downwards until percolation is established. Predefining a current $I$, which enters one electrode and leaves the other, we are able to derive local Joule heating as described below. If the heating of a particle exceeds a threshold, it becomes mobile and it is moved. This may lead to an interruption of percolation, which is followed by a further densification.

Let us now come to a detailed description of those processes. We assume that heat is introduced in current pulses of length $\Delta t_1$. The time between successive pulse $\Delta t_2 \gg \Delta t_1$ is much longer than the time the system needs to relax into a state with negligible spatial temperature fluctuations. We approximate particle temperatures $T_i$ by the average temperature $\langle T \rangle = \frac{1}{\Delta t} \int_0^{\Delta t} \left( \frac{1}{N} \sum_i T_i \right) \, dt$ (4.1)

with $\Delta t = \Delta t_1 + \Delta t_2$. The current pulse produces the Joule heat $I^2 G^{-1}_{ij}$ on bond $ij$, which is assigned to both adjacent particles in equal parts such that particle $i$ receives the heat

$$\Delta Q_i = \frac{1}{2} \sum_j I^2_{ij} G^{-1}_{ij} \Delta t_1,$$  \hspace{1cm} (4.2)

where $j$ runs over all occupied neighboring sites of particle $i$. Note that model S does not take into account Seebeck and Peltier effect. Regulating the process such that the average temperature is kept constant, Joule heating compensates for heat losses to the environment characterized by temperature $T_{HB}$

$$\Delta Q_{loss} = K_0 (\langle T \rangle - T_{HB}) \Delta t = \sum_i \Delta Q_i.$$  \hspace{1cm} (4.3)

A current pulse lets the temperature of particle $i$ rise to

$$T_i = \langle T \rangle + \frac{1}{C_i} \Delta Q_i.$$  \hspace{1cm} (4.4)

If the particle temperature $T_i$ reaches $T_m$, it becomes mobile. We rewrite this condition in a particularly beneficial way using eqs. (4.3) and (4.4) leading to a definition of the melting threshold $m$:

$$\frac{\Delta Q_i}{\Delta Q_{loss}} \geq \frac{C_i}{K_0 \Delta t} \left( \frac{T_m - T_{HB}}{\langle T \rangle - T_{HB}} - 1 \right) \equiv m.$$  \hspace{1cm} (4.5)

The left hand side of eq. (4.5) is independent of $I$ and as a consequence eq. (4.3) can always be fulfilled by an appropriate rescaling of $I$, which has no further effect on the simulation. The above physical interpretation is not unique and further, slightly different explanations can be found in [98, 111, 110]. However, all interpretations share a comparable dependence of $m$ on mobilization and sample temperature.

If the mobilization criterion for a particle $i$ is fulfilled, it is squeezed randomly into nearest or next nearest empty sites. If several particles
are mobile, they are moved in a random sequence. For the implementation, the physical origin of the particle mobilization is insignificant as long as it is related to a temperature threshold. The particle motion may lead to an interruption of the connection between the electrodes. Then the upper electrode and all particles connected to it are moved downwards until percolation is re-established. The process stops, if no particle gets enough heat to exceed the threshold.

As natural units we use the parameters $I = 1$, $C_i = 1$, $G_{ij} = 1$, $\Delta t$ and the particle diameter $d$.

### 4.2.2 Influence of pores on electrical conductivity

In this section, we will extend the explanation for an intricate relation between density and conductivity published in [111]. Furthermore, we show hints that former results belong to transient behavior. Therefore, we use a $100 \times 100$ grid with 100 different initial structures with density $\rho = 0.6$, which is slightly above the site percolation threshold.

In fig. 4.2 density and conductivity are depicted for varying $m$ and at different times $t = 500$ (circles), $t = 2000$ (squares) and $t = 10^4$ (triangles) and $t = 5 \cdot 10^5$ (stars). Previous investigations included simulations up to $t = 400$ [111], and in order to extrapolate to the final state, which is characterized either by full density or by a configuration without mobilized particles, fit functions were used. However, those fit functions are not sufficiently describing the presented data, making an extrapolation impossible. Nonetheless, from fig. 4.2 we recognize that for large $m$ the compression has reached a final state. Moreover, for $m \leq 1$ we can predict that always mobile particles are present, which enables, but not compels full density. Interestingly, in a fully densified state ($\rho = 1$) and for $m \leq 1$ all particles are mobile, because each particle receives the same Joule heat, but for $\rho < 1$ not all particles reach the mobilization threshold. Considering $m > 1$, full density can be reached as well, but whether a system ends up with $\rho = 1$ is difficult to foresee and depends on the details of each configuration.
Figure 4.3: The conductivity $\sigma$ and the number of mobile particles $N_m$ are shown over time for one configuration and for $m = 8$ (left) and $m = 14$ (right). Times at which a densification steps takes place are indicated by an arrow. They are usually accompanied by strong increase of $\sigma$ and a strong decrease of $N_m$, respectively.

Turning back to fig. 4.2, we recognize that $\rho$ reaches a maximum at intermediate mobilization thresholds $m \approx 8-10$. Its position depends slightly on time. Effects of system sizes and system shape on the maximum have not been considered here, but are expected. For large $m$, only in current bottlenecks Joule heating is strong enough to overcome the mobilization threshold. Since the current is distributed sufficiently after a few compaction steps, further mobilization is inhibited and compaction stops. For small $m$, whole parallel current paths are mobilized, instead of particles in low density cross-sections. Due to the high number of mobile particles, disintegrated paths are restored within a current pulse. The probability of interrupting the percolation shrinks, slowing down densification. With increasing time and density, it is observed that more time is necessary to compress the powder further, which is mainly attributed to the fact that an interruption of percolation becomes more unlikely at high densities.

The conductivity $\sigma = GL_x/L_y$, which is derived from the total conductance of the sample $G$ and the dimensions $L_x, L_y$, is as well characterized by a time-dependent maximum. In general, highest density is associated with largest conductivity, but both maxima occur at different $m$, and we always find a regime (e.g. $10 < m < 14$ at $t = 500$), in which $\sigma$ decreases while $\rho$ increases. In order to understand this counterintuitive result, we consider the subtle correlations between particle configuration and conductivity created during the process [111]. To densify a system rapidly (e.g. with $m = 8$), fast growth of pores parallel to the electrodes are favorable. However, large pores cut off current paths and force the current to flow through bottlenecks, which lowers the conductivity. And indeed, particle configurations and pores statics reveal that large, elongated pores are more likely in dense systems ($m = 8$) than in looser packages ($m = 14$). Those pore structures are also reflected by current distributions. A significantly higher probability of large currents is found in systems compacted with $m = 8$ in comparison to those compacted with $m = 14$.

The general relation between pore structure and conductivity was mentioned before [111]. In the following, we elaborate this argument and show that $m$ affects the conductivity in several ways.
Figure 4.4: The figure shows how the conductivity evolves in time for constant $L_y$ and for $m = 8$ (disks) and $m = 14$ (empty squares). It is normalized by $\sigma_0 = \sigma(L_y)$, which is the conductivity directly after a compaction step. It is plotted as a function of $(t_r - t')/t_r$, where $t_r$ is the time to rupture of percolation. We used 500 different samples. However, just 80% of the samples could be compressed to $L_y = 85$ for $m = 14$. The black line represents a power law with exponent $\alpha = 0.3$ and the black dashed line with exponent $\alpha = 0.5$.

Figure 4.3 shows a typical behavior of the conductivity and the number of mobile particles $N_m$ for $m = 8$ (left) and $m = 14$ (right). Observable in both cases, and of special interest, is the behavior strongly related to compression steps, which are indicated by arrows. Those are superimposed by smaller fluctuations. Nonetheless, we recognize that with each compression step $N_m$ decreases drastically, while $\sigma$ increases strongly. Between two compression steps $N_m$ and $\sigma$ behave inversely, which is attributed to pore growth parallel to the electrodes, lowering the conductivity and focusing the current, which leads to more mobile particles. We emphasize that at constant density the influence of the pore structure on $\sigma$ and $N_m$ is enormous. Looking closer at $\sigma$ we realize that $\sigma(m = 8) < \sigma(m = 14)$, just as indicated in fig. 4.2. Furthermore, for $m = 14$ it can be recognized that directly at or shortly after (in different cases) the last densification step $N_m$ equals zero. This is not surprising, since directly after a densification step a more homogeneous current distribution is achieved, lowering the chance to overcome the mobilization threshold. As a consequence, it is highly probable that the compression stops in a well-conducting configuration in comparison to the fluctuations induced by compression and pore growth.

Further insight is obtained by a detailed analysis of the decay of the conductivity between two compaction steps. Figure 4.4 shows the rescaled conductivity for $m = 8$ and $m = 14$ at different $L_y$ in dependence of $(t_r - t')/t_r$, where $t_r$ is the time between two compaction steps (also called breakdown time), and $t'$ is set to zero after each compaction. We averaged over 500 different initial configurations with the same density and system size. However, for $m = 14$ only 80% of the samples reached $L_y = 85$ within the simulated 4000 time steps. We derived $t_r$, which may vary strongly, individually for each
Figure 4.5: The dependency of the average conductivity $\sigma_0$ with $L_y$ is shown for $m = 8$ and $m = 14$. The black line corresponds to the conductivity of a randomly created system with the same number of particles.

sample and height $L_y$. Furthermore, we rescaled the conductivity by $\sigma_0$, which corresponds to the conductivity directly after a compaction step ($t' = 0$). Subsequently, data are binned in 10 bins and the average conductivity $\overline{\sigma}/\sigma_0$ for each bin is derived. At first, we recognize that the influence of $m$ is considerably weaker than the influence of $L_y$. As $L_y$ decreases $t_r$ increases, which is mainly attributed to the higher density. For $(t_r - t')/t_r \gtrsim 0.5$ a rapid decay of $\overline{\sigma}/\sigma_0$ is observed, which is nearly equal for $L_y = 93$ and $L_y = 85$. For $(t_r - t')/t_r \lesssim 0.5$ a different behavior occurs, which can be approximated by a power law

$$\frac{\overline{\sigma}}{\sigma_0} \sim \left( \frac{t_r - t'}{t_r} \right)^\beta. \quad (4.6)$$

Here, we find $\beta = 0.3 \pm 0.02$ (black dashed line) for $L_y = 93$ and $\beta = 0.5 \pm 0.05$ for $L_y = 85$ (black line). Although the data just span a small range on the abscissa and the ordinate, we describe the data by a power law. The usage of a power law is motivated by a similar behavior observed in the dynamic thermal fuse model [112, 113, 114]. Likewise it consists of resistors on a grid, which are warmed up by Joule heating until a temperature threshold is exceeded and the resistor is irreversibly burned through. The process terminates when percolation between the two electrodes is interrupted. Of particular interest are fracture patterns, the breakdown time and the divergence of resistance, which was found to follow the power law

$$R \sim \left( \frac{t_r - t'}{t_r} \right)^{-\beta}. \quad (4.7)$$

with $\beta = 0.28 \pm 0.05$ [114]. Although details of the model differ from model S, we find that both power laws are characterized by close exponents, especially at the beginning of the compression (large $L_y$). However, a detailed analysis of the influence of model parameters, like density and system size, is required, to make a comparison more valuable.
Next, we discuss the average conductivity $\sigma_0$ depicted in fig. 4.5 for varying $L_y$. Straight from the beginning of the process, a system compacted with $m = 8$ has a lower conductivity than a system compacted with $m = 14$, and this difference grows as $L_y$ shrinks. The reason for the difference is illustrated qualitatively using typical heat distributions occurring directly after a compaction step (see fig. 4.6). In comparison to a sample compacted with $m = 14$, the heat distribution of a sample compacted with $m = 8$ is clearly more inhomogeneous. This inhomogeneity stems from larger pores, which cut off current paths as discussed before. Since a compaction step usually densifies one pore, we conclude that with $m = 8$ several hot spots create various large cracks, where some remain after compaction. The black line in fig. 4.5 corresponds to the average conductivity $\overline{\sigma}_R(L_y)$ derived from 100 different configurations created by randomly placing particles on empty sites for given $L_y$. The number of particles $N = 6000$ and the length $L_x$ are fixed. Close to the percolation threshold (large $L_y$) we observe $\overline{\sigma}_0 > \overline{\sigma}_R$, which indicates that the selective motion of particles in current bottlenecks and the following extinction of large pores is slightly more advantageous for enhanced conductivity than using random configurations. With shrinking $L_y$, multiple pore growth for $m = 8$ lead to a weaker increase of $\overline{\sigma}_0$ than of $\overline{\sigma}_R$.

Recapping the previous argumentation, we name three mechanisms affecting the conductivity at a given time as plotted in fig. 4.2:

- The amount of samples which reached a final state, since those are very likely to be homogeneous and highly conductive. To clarify the significance of this argument we emphasize that between two compaction steps the conductivity may vary up to a factor 4 (see fig. 4.4). $\sigma_0$ increases by about the same factor while densifying from $L_y = 95$ to $L_y = 80$ (see fig. 4.5).
- The conductivity after compaction $\overline{\sigma}_0$, which is controlled by $m$ via the number of large pores (see fig. 4.5).
• The density and related to it the distance between both electrodes.

Finally, we comment on the likelihood of reaching final states. Therefore we consider the number of systems in final state \( n_f(t) \) over time. In fig. 4.7 \( n_f(t) \) is shown, whereby 100 samples have been taken into account. All curves in range \( 10 < m < 20 \) are characterized by the same steep increase. For smaller mobilization thresholds, the simulation time is not sufficient to let systems reach a final state. Note that the size of the cross section area strongly affects the time scale, due to the lower possibility of depleting a large cross section area.

4.3 **Extended Network Model**

4.3.1 **Model details**

As an improvement of model S, we include the Onsager network model as introduced in section 3.1. Most importantly, we obtain a more realistic temperature evolution in time, allowing for continuous current injection. Furthermore, additional effects beside Joule heating are introduced. On the one hand, Peltier heating/cooling occurs at interfaces of different materials, which involves astonishing consequences as presented in the following. On the other hand, heat flow smears out hot spots, and internal temperature differences lead to additional currents due to Seebeck voltages.

For a given configuration, electrochemical potential \( \mu_i \) and temperature \( T_i \) are derived for all particles \( i \), as explained in section 3.1. After each integration it is checked whether the mobilization condition \( T_i > T_m \) is fulfilled and if so, the same mechanisms as in model S are applied: particles become mobile, recrystallize, and as soon as percolation is interrupted, the upper electrode and particles connected to it are moved downwards. The temperature of a recrystallized particle is set slightly below \( T_m \). The model extension requires new boundary conditions: The electrodes are kept at fixed temperatures \( T_{HB} \) and the current is flowing constantly through the sample. In the following, this model will be called model E. So far, the only heat sinks in
the model are the electrodes. However, it will turn out to be helpful to introduce further heat sinks. Therefore, we couple each particle to the environment at temperature $T_{HB}$ via the heat conductance $K_{env}$.

In the present section, the particle diameter $d$, the heat conductance $K_{ij} = K = 1$, the specific heat $C_i = C = 1$, the electrical conductance $G_{ij} = G = 1$ and the environment temperature $T_{HB} = 1$ are used as natural units. In appendix B we show the derivation of all units necessary in this section. E.g. time is given in $[C/K]$ and the current in $[\sqrt{KGT_{HB}}]$.

Two important time scales should be mentioned: the time scale of heat exchange between neighboring sites $t_{exc} = C/K$ and the time scale on which the mobilization temperature is reached $t_{heat} = CG(T_m - T_{HB})/I^2$.

4.3.2 Comparison between model S and model E

For the following comparison we set $\alpha_i = 0$. At first we consider the temperature evolution of model E with $K_{env} = 0$ and $t_{exc}/t_{heat} = 1$ (see fig. 4.8). At the beginning, isolated hot spots are present, which are blurred with time, and finally, heat accumulates in the center. In 2d almost all particles are connected or have been connected to the percolating cluster after a few compaction steps. As a consequence, all particles inside the sample have reached a high temperature at $t = 5000$, and a notable temperature gradient occurs exclusively close to the electrodes. We find that almost all internal particles are mobile and move randomly. At this point, it is very unlikely that a cross section is depleted. Therefore, further compression is inhibited. We stress that this behavior is by no means expected to appear in an experiment. Too much heat would melt the particles completely, which
results in a loss of the nanostructure. We verified that the heat accumulation also occurs for \( t_{\text{exc}}/t_{\text{heat}} = 0.1, t_{\text{exc}}/t_{\text{heat}} = 0.01 \) and further system shapes. The cold, loose regions directly at the electrodes and the hot, loose internal region are separated by densified parts. Those emerge where heat flow and Joule heating balance each other at elevated density, such that temperatures do not exceed the threshold anymore once a certain density is reached.

With model E, the strong correlation between heat deposition and electric current, which are inherent to model S, appear just at the beginning of the process and eventually, the relation between density and conductivity becomes trivial: the larger \( \rho \), the higher \( \sigma \).

In order to compare the results of model S and model E we characterize their behavior by \( \sigma(\rho) \). The data for model S are identical to those discussed in section 4.2.2. Regarding model E, we consider a 100 × 100 grid with an initial density of 0.6 and investigate the cases \( K_{\text{env}} = 0 \) and \( K_{\text{env}} = 10 \) with the parameters taken from table 3. For both models we varied \( T_m \).

In fig. 4.9, we show \( \sigma(\rho) \) for a time at which the characteristic behavior has evolved. Considering model S (blue line and circles), each circle represents different values of \( m \), where in the lower left corner large \( m \) are located. Between \( m = 12 \) and \( m = 8 \), we recover the unexpected behavior discussed in section 4.2.2 as a region where \( \sigma \) decreases with increasing \( \rho \). In contrast, model E (yellow line and diamonds) is characterized by monotonically increasing \( \sigma(\rho) \). Each symbol (diamonds) corresponds to different mobilization temperatures.

By adding a coupling to the environment (red line and squares), the strong correlation between heat and current can be restored and model E produces a similar characteristic \( \sigma(\rho) \) as the Schwesig model. We emphasize that especially in the increasing branch both models behave equally. As a reference, \( \sigma(\rho) \) of random configurations is shown as well (black line). The configurations are created by placing \( N = 6000 \) particles on a square grid of dimensions \( L_x = 100 \) and \( L_y \), which is adjusted to the given density. We observe that model S and model E with \( K_{\text{env}} = 10 \) produce samples with enhanced conductivity at low densities \( \rho \lesssim 0.7 \) compared to random configurations. Large pores, present in the initial configuration, are amplified by the process until percolation is interrupted, which is followed by an extinction of large pores such that a configuration with reduced amount of large pores is created. However, with decreasing \( m \) or \( T_m \), respectively, the process amplifies more than one pore, while usually

<table>
<thead>
<tr>
<th></th>
<th>( K_{\text{env}} )</th>
<th>( N_{\text{samples}} )</th>
<th>( I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>setup 1</td>
<td>0</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>setup 2</td>
<td>10</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3: Parameters used in the present section for the simulation of model E. The current is given in units of \( \sqrt{KGT_{\text{HB}}} \).
Figure 4.9: Plotting the conductivity against the density as a characteristic enables a comparison between the model S and model E. Each symbol represent another mobilization threshold \( m \) in the case of the model S and \( T_m \) for model E. The black line is derived using 100 random configurations for each data point.

one is removed in the compaction step and several remain implying a reduced conductivity.

4.3.3 Self-organization in heterogeneous mixture

Combining particles of different materials with CAPAD enables the creation of products with distinguished properties [87].

A simple estimation shows that in heterogeneous mixtures the interparticle Peltier effect may play an important role during CAPAD. The total current passing a sample with radius of 0.01 m is in the order of 1 kA leading to the current density \( j \approx 3 \cdot 10^6 \, \text{A/m}^2 \). With particle diameter \( d = 50 \, \text{nm} \), contact area \( \approx d^2 \) and a specific conductivity \( \sigma = 10^5 \, \text{S/m} \), the deposited Joule heating is in the order of \( P_J \approx 10^{-14} \, \text{W} \). At a temperature of 1000 K and with a Seebeck coefficient difference of \( 10^{-4} \, \text{V/K} \) the Peltier heat at an interface amounts to \( P_P \approx 10^{-9} \, \text{W} \). We therefore expect the Peltier effect to be notable in a typical sample of good thermoelectric materials.

To visualize the impact of the Peltier effect, we simulate a binary mixture on a \( 200 \times 200 \) square lattice with initial density \( \rho = 0.6 \). We use two different types of particles, with identical properties except the Seebeck coefficient. Natural units are the same as in section 4.3.2, and we set \( T_m = 1.1 \). The current \( I = 1 \) is flowing from bottom to top electrode (for units see appendix B). Now, we estimate the values of the current \( I \) and of the Seebeck coefficient \( \alpha \). We consider a good thermoelectric material with \( \sigma = 10^5 \, \text{S/m} \) and \( \kappa = 1 \, \text{W/K} \). Neglecting interface effects, we derive the electrical and heat conductance between neighboring particles as \( G = \sigma d \) and \( K = \kappa d \), with particle diameter \( d \). For a temperature of 1000 K we conclude that the unit of the Seebeck coefficient is \([\alpha] = [K^{1/2}(T_{HB}G)^{-1/2}] = 10^{-4} \, \text{V/K} \). Similarly, we derive the unit of the electrical current \([I] = [(KGT_{HB})^{1/2}] = 10^{-3} \, \text{A} \), which corresponds to a rather high current density of \( j \approx 10^8 \, \text{A/m}^2 \). We observed the basic effects presented in the following as well with \( I = 0.1 \), although less pronounced. In-
intentionally, we applied a high current in order to highlight our observations. Note that the Peltier effect adds an additional timescale
\[ t_{\text{pelt}} = C(T_m - T_{HB})/(\Delta \alpha I), \]
representing the time to reach the mobilization temperature due to Peltier heating.

Snapshots of particle configurations are shown in fig. 4.10. Blue marked particles (B-particles) have \( \alpha_B = 1 \) and orange marked particles (O-particles) are characterized by \( \alpha_O = 0 \). The initial configuration is created by sequentially placing a particle B with probability \( p_B = \rho/2 \), a particle O with \( p_O = \rho/2 \) or a void with \( p_V = 1 - \rho \) on each site.

While in the initial configuration particles are homogeneously distributed, we recognize a slight segregation at \( t = 500 \) (see fig. 4.10b). In the center, a strong intermixing of particles is observed, and some areas exhibit a checkerboard-like pattern (CBP), which will be quantified below. At \( t = 2000 \) the strength of segregation has increased even further (see fig. 4.10c) and is clearly visible. Particles with the higher Seebeck coefficient (blue) are located above the low Seebeck coefficient particles (orange). Taking into account the current flowing from the bottom to the top, we find that Peltier cooling occurs at the interface of the segregated areas. We checked that those patterns solely arise in mixtures with distinct Seebeck coefficients (see below) and can certainly attribute them to the interface Peltier effect.

This process of self-organization is driven by higher stability of resulting patterns, where stability is strongly related to temperature and local density, since particle movement requires exceeding the mobilization temperature and empty neighboring sites. The basic mechanism of the pattern evolution can be understood as follows: Due to the Peltier effect, particles constituting a O-B-interface in current direction are cooled, while B-O-interfaces are heated. B-B- or O-O-interfaces do not experience any interface Peltier effect. As a consequence, it is more likely that particles at a B-O-interface become mobile. The following motion is undirected, but if the next position is stable, the particle does not move back. However, in fig. 4.10c we still find regions with CBP, which suggests that the CBP is stable as well. Considering a minimal CBP, a B-particle surrounded by O-particles (or vice versa), and assuming isothermal conditions, we deduce that due to current conservation the Peltier heating and cooling at the four interfaces exactly neutralize each other. In our model, temperature differences across a single particle cannot be maintained and vanish quickly. Temperature differences between adjacent particles can be maintained, because the interface heat conductivity is believed to be much smaller than the particle heat conductivity. In general, temperatures in neighboring particles differ, leading to a net cooling or heating of the center particle in a CBP. As we will show below, cooled configurations are more likely. Starting from the initial, random configuration, the creation of a CBP allows to get rid of Peltier heating or may even lead to a cooling with very little particle restructuring.

Nonetheless, we recognize from fig. 4.10 that the extend of CBP decays in favor of segregation. To understand this, we discuss the influence of the Seebeck coefficient difference \( \Delta \alpha = \alpha_B - \alpha_O = \alpha_B \) and
Figure 4.10: Configurations of a CAPAD simulation with two different particle types, type B (blue) and type O (orange). We choose $\alpha_B = 1$ and $\alpha_O = 0$, while all other transport parameters are equal. The number of particles of type B and of type O are equal. The current $I$ is flowing from the bottom to the top. Time is measured in units of [C/K].
show that depending on $\Delta \alpha$ the self-organization leads to different configurations. It is useful to characterize the structure by two quantities originally defined in spin systems. Hence, we map all particles to spins, which can take two values $s_i = \pm 1$. O-particles are assigned to up spins ($s_i = 1$), B-particles to down spins ($s_i = -1$) and voids are not taken into consideration. The CBP is the ground state of the antiferromagnetic Ising model, and it is reasonable to characterize the extent of CBP by the energy per contact of the antiferromagnetic Ising model

$$e = \frac{1}{C} \sum_{\langle ij \rangle} s_is_j,$$

where $C$ corresponds to the number of contacts of a given configuration. The sum runs over all neighboring particles, where voids and electrodes are neglected. $e$ measures the amount of contacts between different particle types, and equals $-1$, if all contacts are between distinct particle types. In contrast, $e$ approaches 1 in a completely segregated configuration. Since $e$ is not able to capture the orientation of the stripes, we introduce a second quantity to show that the orientation of the segregated areas is as indicated in fig. 4.10. Segregated configurations resemble the ground state of a driven lattice gas [115]. Hence, we use its order parameter as defined in [116]

$$m_\perp = \frac{1}{2} \sin \left( \frac{\pi}{L_y} \right) \sum_{y=1}^{L_y} e^{2\pi i y/L_y} \frac{1}{N_x(y)} \sum_{x=1}^{L_x} s_{x,y},$$

(4.9)

for characterization. $L_x$ and $L_y$ correspond to the dimensions of the sample and $N_x(y)$ is the number of particles in the row at position $y$.

In the initial configurations approximately half of the contacts are between equal and the other half between distinct particles such that $e(t = 0) \approx 0$ (see fig. 4.11, left) and $m_\perp(t = 0) \approx 0$ (see fig. 4.11, right). If both particles have the same Seebeck coefficient, here $\alpha_O = \alpha_B = 0$, none of the two patterns are created and $e(t > 0) \approx 0, m_\perp(t > 0) \approx 0$. For $\Delta \alpha \neq 0$, both quantities change significantly at $t \approx 220$ for all $\alpha_B$ except $\alpha_B = 4$, where strong Peltier heating leads to a faster decrease of $e$. Considering $\alpha_B < 4$, $e$ drops first, but increases again, which
agrees well with the observations from the snapshots in fig. 4.10 ($\alpha_B = 1$). Figures 4.10 and 4.11 suggest that segregation zones and CBP occur simultaneously for intermediate $\alpha_B$. Interestingly, the smallest and the largest Seebeck coefficient difference enable the fastest restructuring. An explanation of this observation is provided below.

Concerning the stationarity of the configurations, it is reasonable to assume that the configuration for $\alpha_B = 0.1$ does not change further, while all other cases are in non-stationary state. However, we let a simulation with $\alpha_B = 4$ run up to $t = 40000$ and did not observe any further changes in $e$ and $m_\perp$, suggesting that the CBP is stable.

In order to understand the pattern evolution, it is instructive to consider the time dependence of density $\rho$ and the amount of mobile particles $n_m$ (see fig. 4.12). In the beginning, two different behaviors are present: one strongly affected by Joule and the other by Peltier heating. For small Seebeck coefficients ($\alpha_B \lesssim 1$), $\rho$ and $n_m$ coincide with the reference simulation ($\alpha_B = 0$). Although Joule heating prevails, the Peltier effect has a non-negligible impact on the densification as can be concluded from $e$ and $m_\perp$. Considering large $\alpha_B = 4$, a Peltier-driven compaction is observed. Particles are mobilized rapidly due to the large Peltier effect, leading to a strong and fast densification at the beginning of the process. Peltier heated connections are unstable and vanish, but Peltier cooled contacts remain withdrawing heat from the sample, which keeps the total amount of mobile particles relatively small. In contrast, for small $\alpha_B$ (including $\alpha_B = 0$) the amount of mobile particles increases strongly, which inhibits a further compaction as discussed in section 4.3.2. However, low density permits high mobility allowing for rearrangement and segregation.

We underline the role of Peltier cooling by examining the mean heat per particle distinguishing between average Peltier heat $\overline{P}_p$ and average Joule heat $\overline{P}_j$. For each particle, we sum up the interface contributions, and average the results over all particles. Moreover, we take into account 10 different initial configurations. In fig. 4.13 (left), $\overline{P}_j$ and $-\overline{P}_p$ are depicted for $t = 2000$. The configuration arranges such that by averaging over all particles one obtains $\overline{P}_p < 0$. For large $\alpha_B$, $\overline{P}_j$ and $-\overline{P}_p$ are of the same magnitude, which explains the low $n_m$. In combination with the high density, this prohibits further restructuring and CBP becomes a stationary pattern.

We already pointed out that for low $\alpha_B$, rearrangement is enabled by low densities and large number of mobile particles. In order to
show that it is the Peltier effect, which triggers substantial configurational changes, we consider the relative amount of mobile particles \( \tilde{n}_m \) classified according to the sign of \( P_{p,i} \) (see fig. 4.13, right). This quantity is derived by counting the number of particles \( i \) for which \( P_{p,i} > 0 \) or \( P_{p,i} < 0 \) and dividing those by the total number of mobile particles. And indeed, even for very low \( \alpha_B = 0.1 \) there is a notable difference \( \tilde{n}_m(P_{p} > 0) - \tilde{n}_m(P_{p} < 0) > 0 \) in the time frame, where the restructuring takes place. After the strong segregation starting at \( t \approx 300 \) and accumulation of heat, the influence of Peltier heating vanishes and \( \tilde{n}_m(P_{p} > 0) \approx \tilde{n}_m(P_{p} < 0) \). For larger \( \alpha_B \) the influence of \( P_p \) remains after the slighter segregation. Although we pointed out similarities to the purely Joule-driven compaction, Peltier heating still triggers massive restructuring for low \( \alpha_B \).

To understand why CBP configurations vanish, we have to realize that high mobility leads to a variety of configurational changes, which influence the local heat production and heat currents. Those, in turn, affect particle temperatures and a cooled CBP configuration may turn into a heated one. Such a switching only ceases after segregation. For large \( \alpha_B \), CBP remains for two reasons: Configurational changes are less likely due to low \( n_m \) and the stronger cooling lead to lower temperatures such that a temporary switching to a heated CBP may not be sufficient to exceed \( T_m \).

In this section, we explained the influence of the Peltier effect on particle configurations. The question arises, in how far strong particle mixing and segregation affect further quantities like conductivity and density.

4.3.4 Peltier effect in unipolar samples

Beside the Peltier effect inside a mixture, it has been pointed out by means of simulation and experiment that the Peltier effect at the electrode sample interface can have a significant impact on the compacted powder [74]. For metallic powders this effect is negligible, but for semiconductors with large Seebeck coefficients, high temperatures (\( \approx 1000 \) K) and current densities of several kA/cm\(^2\), the Peltier effect can reach more than 10% of the total Joule heat deposited in the sample [110].
Peltier heat is withdrawn from the interface on one side and deposited on the other. This can lead to strongly inhomogeneous samples \[74\]. Usually, the process is temperature controlled, while the temperature is in most cases measured at the top or bottom of the sample. This can just give an estimation for the internal temperature, but if the Peltier effect comes into play, this temperature is even more misleading.

To avoid Peltier heating/cooling one may use ac currents or electrodes made from a material with a Seebeck coefficient similar to the powder.

4.4 Molecular Dynamics Model

The studies on CAPAD presented above revealed interesting effects, however, the underlying models incorporate several drawbacks: First of all, the unphysical motion bound to a lattice lacks any physical force and particles are allowed to diffuse through the system. Furthermore, the compaction criteria implicates that systems with large cross sections, which includes 3d systems, can hardly be simulated, because an interruption of percolation becomes unlikely.

A more realistic model shall be presented in this section. We combine the previously presented network model with a realistic particle motion based on the discrete element method (DEM), which is an accepted tool for the simulation of the behavior of nanopowders under external mechanical forces \[117, 118\].

Parts of the following work have been published in \[109\].

4.4.1 Model details

The particle motion is simulated by a modified version of the molecular dynamics code LAMMPS \[119\]. Each particle is presented by soft spheres (disks) with diameter \(d_i\), mass \(m_i\) and the position of its center of mass \(r_i\). The particles trajectory is calculated numerically by solving \(m_i\ddot{r}_i = \sum_j F_{ij}\) and \(L_i = \sum_j L_{ij}\), where \(j\) runs over all particles interacting with particle \(i\) and \(F_{ij}, M_{ij}\) are the force and torque acting on contact \(ij\). \(L_{ij}\) is the corresponding angular momentum.

A variety of complex and sophisticated contact models have been developed to account for various material properties (elastic, visco-elastic, elasto-plastic). Our aim is to study the influence of the temperature induced viscous motion of particles on the compaction of a powder. Hence, we restrict ourselves to the most basic contact model. The force \(F_{ij}\) is decomposed into a normal part \(F_n\) and a tangential part \(F_t\) with respect to the contact normal. \(F_n\) is given by a linear spring dashpot model \[120\] and a short-ranged attractive force. Being a function of the \(\xi_{ij} = (d_i + d_j)/2 - |r_i - r_j|\) the normal force reads

\[
F_n(\xi) = \begin{cases} 
-F_c(1 + \xi/d_0) & -d_0 \leq \xi < 0 \\
-F_c + \xi \gamma_n + k_n \xi & \xi \geq 0 
\end{cases}
\]  (4.10)
with the maximal adhesion force $F_c$, the normal damping constant $\gamma_n$, the normal stiffness parameter $k_n$ and the attraction range $d_0$ of the adhesion force. A finite elastic interaction enables Coulomb and rolling friction. Hence, sliding is suppressed as long as the Coulomb criterion $F_t \leq \mu_c |F_n + F_c|$ is satisfied. This is done by a linear spring dashpot as well (for details see [120]). Analogous laws hold for rolling and torsion resistance.

We consider monodisperse packings, and as natural units we use the particle diameter $d$, the mass density $\rho_{mass}$ of the particles, the maximal cohesion force $F_c$, the total current $I$ flowing through the powder and the mobilization temperature $T_m$. The units of all derived quantities are specified in appendix B and will not be given explicitly in this section. Throughout this section we use the following parameters: The attraction range is $d_0 = 10^{-4}$, $k_t/k_n = 2/7$ with $k_n = 10^6$. To suppress microscopic oscillations, we set $\gamma_{n/t} = 2\sqrt{k_n/m^*}$ with the reduced mass $m^* = m_i m_j / (m_i + m_j)$. The Coulomb friction coefficient is set to $\mu_c = 0.3$ for sticking and sliding and the rolling friction coefficient is set to $\mu_r = 0.3$.

Contacts with positive overlap are regarded as electrically and thermally conductive. Thus, we determine a network constituted by overlapping particles, where particle centers correspond to sites and contacts to bonds. Thermoelectric transport is described by the network model from section 3.1. However, in the following work we neglect Seebeck and Peltier effect by setting $\alpha_i = 0$. For simplicity, we assume that all particles have the same specific heat $C = C_i$, the same mobilization temperature $T_m$ and that the conductances, $K_i = K$ and $G_i = G$ of all contacts are equal as well. Furthermore, all parameters are temperature independent. As in section 4.3, all particles are thermally coupled to the environment via $K_{env}$.

If a particle’s temperature exceeds $T_m$ a back coupling of the thermoelectric network on the force network occurs. Mobile particles are modeled by a vanishing Coulomb, rolling and torsion friction. In contrast to the network models, in the MD simulation all particles can move. Nevertheless, for consistency the term mobile denotes particles whose temperature exceed $T_m$. Since we assume very low relative particle velocities, a contribution of viscous friction is neglected here. Note that the temperature of a mobile particle is set slightly below $T_m$. Once, a mobile particle has lost enough heat by heat transport to its neighbors, such that the temperature decreases below the threshold $T_m$ it freezes and friction mechanisms are re-established.

Uniaxial compaction is realized by a downwards moving piston (y-direction), driven by a constant stress $p$, while the position of the lower wall is fixed. The mass of the piston equals the total particle mass. The interaction law between wall and particle is the same as between particles. As walls also serve as electrode and heat bath, a cohesion force improves the coupling to the particles. Furthermore, we use periodic boundary conditions in the direction perpendicular to the piston motion (x-direction). As soon as the velocity of the piston drops below the threshold $v < v_c = 10^{-8}$ the simulation terminates.
Due to structural changes the local potentials are time-dependent and they are recalculated each time the percolating cluster changes.

Beside the timescales specifying the thermal behavior ($t_{\text{th}} = C/K$ and $t_{\text{he}} = (C T_m G)/I^2$) two more time scales connected to the particle motion become important: the inertial time $t_i = \sqrt{m^*/(dp)}$ (in 2d) and the collision time $t_c = \sqrt{m^*/k_n}$.

### 4.4.2 First results

As a proof of concept, we compare the results of two different simulation setups: On the one hand, a ballistic deposit (BD) is used as initial configuration with $K_{\text{env}} = 0$ and an initial density $\rho_i = 0.22$, and on the other hand, a cluster-cluster aggregate (CCA) [121] serves as initial configuration with $K_{\text{env}} = K$ and $\rho_i = 0.45$.

We choose parameters, such that $t_{\text{th}} = 1$ ($C = 1$, $K = 1$), while the contact time is about $t_c \approx 10^{-3}$. To point out the effect of heating and mobilization, we varied the heating time via the electrical conductance $G$. Moreover, the electrode temperature is set to $T_{\text{HB}} = 0.5$.

We start with considering particle and temperature distributions depicted in fig. 4.14 for a system consisting of $N = 4133$ particles, applied stress $p = 0.0064$ and $t_{\text{he}} = 1$ ($G = 1$) at different times of the compaction process. Especially in the beginning of the simulation, when tree-like structures of the configuration are still present, mobile particles are most likely found in bottlenecks, carrying a large part of the current, but conducting heat poorly (see fig. 4.14a). Due to missing tangential forces, mobile particles are displaced and, being monodisperse, partly arrange in a crystalline structure. Apart from that, we observe a self-regulating mechanism resulting from the fact that dense regions are characterized by a high conductance leading more heat to the electrodes and producing less Joule heat per particle.
Figure 4.15: In the limit of small heating times, the piston position can be well described by eq. (4.11) (black, dotted and dashed lines) with $p_0 = 0$, although various system properties and parameters are different.

due to lower current density. The densification starts close to the upper electrode until the density is high enough to prevent further mobilization in this region. Thus, mobile particles and the strongest rearrangement of particles are found slightly below the dense region (see fig. 4.14b).

Although low pressures are applied, the snapshots fig. 4.14 exhibit strong similarities to shock compaction, which is characterized by a dense region close to the piston and an undensified region below [122]. Here, the particles very close to the piston do not exceed $T_m$ such that a further loose region is located directly at the piston. Following the ideas presented in [122] we derive the time-dependence of the piston position (see appendix C) as

$$y(t) = L_y + \tilde{L} - \sqrt{L^2 + \frac{p - p_0}{\tilde{\rho}}t^2}$$

with (4.11)

$$\tilde{L} = L_y \frac{\rho_d}{\rho_d + \rho_0}$$

and

$$\tilde{\rho} = \left(1 + \frac{\rho_0}{\rho_d}\right)\rho_0,$$

with the initial density $\rho_0$, the density of the compacted region $\rho_d$, which is assumed to be equal to the final density, and the consolidation pressure $p_0$ up to which the lower, uncompressed region can withstand an external stress. Particles in a force chain exposed to $p$ are likely to conduct electrical current. For $t_{he} \ll t_{th}$ it is justified to assume that those particles become mobile. Having no tangential forces, mobile particles slide relative to each other even with infinitesimal external pressure as long as the density is low enough to provide space for the particle’s motion. Under those circumstances the consolidation pressure is zero. Setting $p_0 = 0$ in eq. (4.11), a convincing agreement with simulation results is achieved (see fig. 4.15). Due to the low number of current carrying paths, the description of the BD works well even for $t_{th} = t_{he}$ ($G = 1$). Since all particles of the CCA are connected to the heat bath via $K_{env}$, lower electrical conductances are required to obtain large number of mobile particles. Note that the prediction of the piston velocity eq. (C.6) describes the simulation
results nicely. However, the simulation terminates prior to the regime of constant velocity.

Let us now discuss the agglomeration of particles close to the piston by means of the dimensionless pressure \( \tilde{p} = (p - p_0)/p_0 \). For \( \tilde{p} \leq 0 \), the powder is not compacted. If \( \tilde{p} \ll 1 \) and \( \tilde{p} > 0 \) are fulfilled, quasi-static compaction is enabled, while \( \tilde{p} \gg 1 \) evokes an impact compaction. Taking into account the vanishing consolidation pressure, we suppose that in a sufficiently mobilized structure always agglomeration of particles close to the piston occurs.

Next, we consider the time evolution of the total kinetic energy \( E_{\text{kin}} \) of the particles, which describes particle motion and the acceleration process. In fig. 4.16, we compare CAPAD and normal pressure-driven densification (ND) for pressures \( p = 0.001 \) and \( p = 0.0016 \) for CCA and BD, respectively. Both pressures alone just lead to weak compaction, while in combination with current, high densities can be reached. In general, the kinetic energy increases with time until final packing fraction is reached and particle motion stops. While the curve is smooth for ND, a stepwise increase of \( E_{\text{kin}}(t) \) is found when CAPAD is applied. Steps are particularly pronounced for the BD (red), which can be identified with the onset of sliding of whole particle branches. This occurs, if mobilized particles far from the upper piston start to move and the cluster connected to it follows. In the beginning of the simulation, just a few mobile particles close to the piston are accelerated resulting in a reduced \( E_{\text{kin}} \) compared to ND, where whole branches are accelerated. For ND, the good force transmission related to the motion of particle chains, is promoted by the high rolling resistance \[118\]. In the much denser CCA configurations, steps of \( E_{\text{kin}} \) are smaller, but still notable.

Referring to the application of CAPAD to create nanostructured thermoelectric bulk material, we investigate the electrical conductivity \( \sigma \). Note that the heat conductivity just differs by a factor determined by the bond conductances. Since \( \sigma \) affects the process itself it is instructive to consider the time dependence (see fig. 4.17). As a common feature of BD and CCA, we recognize that CAPAD implies
Figure 4.17: Electrical conductivity $\sigma$ during the compaction process with CAPAD and as a comparison without mobilization (ND) for BD and CCA. For the BD we used $p = 0.0016$, $G = 0.01$ ($t_{he} = 0.01$) and for the CCA $p = 0.001$, $G = 0.001$ ($t_{he} = 0.001$).

a weaker increase of $\sigma$ with time than ND. The strongest increase is observed, when the front of the densified region reaches the lower electrode, since $\sigma$ is mainly dictated by the porous region. This general feature entails two beneficial consequences: First, for fixed current, more heat is inserted into the specimen, and second, the heat is mainly deposited in the porous region. For ND structural changes in terms of contact creations affect the whole system, leading to better interconnections, which is reflected by an elevated conductivity. Considering the final state, the higher density reached by CAPAD implies a higher conductivity compared to ND. In contrast to the network models, we found for both structures that the conductivity monotonically increases with the density.

Eventually, the influence of heat and pressure on the final configuration is studied using BD data. For this purpose, we vary the heating time by using different electrical conductances $G$. Fig. 4.18 shows the final density $\rho_f$ for a broad range of loads $p$. Applying a current and mobilizing particles strongly reduces the consolidation pressure and leads to a much lower porosity. For small heating times ($t_{he} < 0.1$), particles are mobilized quickly, and although a small porosity is accompanied by an enhanced electrical/thermal conduction, a majority of particles are still mobile in final stages of the simulation. In combination with high loads $p \approx 10^{-1}$, the final density almost reaches the closest packing of monodisperse circles $\rho_{cpd} \approx 0.9$. The dependence of $\rho_f$ on the applied load is weak for small $t_{he}$, since almost no stabilizing tangential forces act and even slight loads have a strong impact. Raising the heating time leads to enhanced final porosity as well as an enhanced influence of the applied pressure.

4.5 Conclusion

In this chapter we presented the evolution of a simulation model for current-activated pressure-assisted sintering in three steps.

The first two models provided thought-provoking impulses based on fundamental principles. In particular, we were interested in the
Figure 4.18: The final density $\rho_f$ in dependence of the piston pressure $p$ in a double-logarithmic plot for CAPAD and normal densification (ND) is shown.

effect of local heating controlled by the microstructure and on the interplay between both. A further point we worked out, is the effect of Peltier heating/cooling at particle interfaces in binary mixtures. A phenomenological model provides useful and interesting insights to the basic effects without disturbing influences. However, in doing so, we tolerate unphysical particle motion bounded to a lattice, ignore grain growth and atomic scale processes like segregation of oxides, for example. As a drawback, no direct comparison to real experiments nor the prediction of material parameters is possible.

Using model S we elaborated the intriguing effect of pores growing parallel to the electrodes implying that the highest conductivity derived from a ensemble average at a given time does not occur at the highest density. While those anticorrelations were explained before, we detected the importance of the time evolution between two compaction steps of a single sample as well as the effect of the temperature related parameter $m$. In contrast to previous results, we found out that predicting the occurrence of stationary states, meaning configurations in which current is well enough distributed, such that no mobilization occurs anymore, is not possible.

For model E, we included the Onsager network model into the CA-PAD simulation model. This allows for a continuous current injection and a proper time evolution of the particle temperatures implying Fourier heat, Joule heat, Seebeck and Peltier effect. We found that the strong correlations between current and heat responsible for the results obtained with model S are blurred by the heat current to neighboring particles. Furthermore, heat accumulation inside the sample leads to a vast amount of mobile, randomly moving particles, which represents an unphysical behavior. However, the model allows us to investigate CAPAD with binary mixtures of two different particle species. We discovered an interesting effect of mixing or segregation depending on the Peltier coefficient difference of both materials. Within our model, the Peltier heat created at particle interfaces determines the stability of a local configuration. If the Peltier effect predominantly cools a particle, its position is more likely to be stable and vice versa. This basic effect together with the total amount of
mobile particles and the density determines, whether strong particle intermixing or segregation is observed.

As a final proof of principle, we combined molecular dynamics simulations and a network model in order to provide a proper particle motion. First simulations revealed a strong influence of local heating on the mechanical properties of a nanopowder and on the process itself.
HARMAN METHOD FOR INHOMOGENEOUS MATERIALS

The Harman method [123, 124] is a sophisticated and educative measurement technique allowing the determination of all three transport parameters $\sigma, \kappa, \alpha$, and hence, the figure of merit $zT$ within one single measurement procedure. It has been successfully applied to bulk material [125, 126], but is also used for the investigation of microstructured bulk material [127], thin films and superlattices [17, 128, 129, 130, 131].

First, we introduce the basic principles of the Harman method. Then, we investigate its applicability to segmented structures and binary particle mixtures by means of an analytical treatment and simulations.

The following chapter is mainly taken from [77].

5.1 HARMAN METHOD

The sample under investigation is connected to two leads on opposing sides, and in order to reduce heat losses the sample is placed into a vacuum chamber [132]. However, the leads also act as a connection to a heat bath with ambient temperature. A known dc current $I$ is applied and the voltage across the sample $U$ as well as the electrode temperatures are monitored over time. Due to Peltier heating at one electrode-sample boundary, cooling at the other and additional Joule heating, the temperatures at the electrodes change. After reaching a steady state, the current is switched off and the slower response time of the thermally induced Seebeck voltage is used to distinguish it from the resistive voltage. A typical time dependence of $U(t)$ is depicted in fig. 5.1 (blue line). Furthermore, the slower thermal response can be seen from the electrode temperatures (red), whose time dependence evolves almost symmetrically around the ambient temperature $T = 300$ K. Asymmetry is caused by the different Peltier coefficients, which depend on temperature.

Starting with a homogeneous temperature distribution the electrical conductance and the electrical conductivity can be determined from a measurement of the voltage $U'\sigma$ (see fig. 5.1) via

$$G' = \frac{I}{U'\sigma}. \quad (5.1)$$

In the following, primed quantities represent Harman measurement results. In experiments, the measurement of $G'$ might be difficult, as the Peltier effect and Joule heating immediately affect the temperature distribution [124]. Those problems can be circumvented by applying an ac current (eg. [132]). However, during the simulations we
can avoid such a problem by recording $U_0$ before updating the temperatures. After switching off the current, the remaining temperature difference between the electrodes $\Delta T = T_L - T_0$ gives rise to a Seebeck voltage, which allows the determination of the Seebeck coefficient

$$\alpha' = -\frac{1}{q} \left( \frac{\mu_L - \mu_0}{T_L - T_0} \right) = \frac{U_0}{\Delta T},$$

where the index 0 reflects the position of the left electrode-sample interface, e.g. $T(0) = T_0$, and $L$ represents the position of the right interface. From the energy balance condition in the steady state the total heat conductance is determined as

$$K' = \frac{\alpha'T + (\bar{\mu} - \bar{\mu}_{env})/q}{T_L - T_0} I - \frac{K_{env}^2}{2},$$

where $K_{env}$ is the heat conductance between the heat bath and the electrodes. Quantities with bars are averages of the values at $x = 0$ and $x = L$, e.g. $T = (T_0 + T_L)/2$. $\mu_{env,L}$ and $\mu_{env,0}$ correspond to the electrochemical potential in the lead at the electrode-sample interface. From eqs. (5.1) and (5.3) we obtain the effective conductivities $\kappa'_{eff}, \sigma'_{eff}$ determined with the Harman method.

Following the ideas of T. C. Harman [124], we recall the derivation of eq. (5.3). In the framework of the one-dimensional CPM the energy current $I_e = \mu I/q + I_q$ inside the sample at $x = 0$ reads

$$I_e(0) = \left( \alpha T_0 + \frac{\mu_0}{q} \right) I - K (T_L - T_0) - \frac{I^2}{2G},$$

and at $x = L$

$$I_e(L) = \left( \alpha T_L + \frac{\mu_L}{q} \right) I - K (T_L - T_0) + \frac{I^2}{2G}.$$

The energy currents in the lead at the electrode-sample interfaces are

$$I_{e,env}(0) = \frac{\mu_{env,0}}{q} I - K_{env} (T_0 - T_{HB}) + \frac{I^2}{G_{env}}$$

and

$$I_{e,env}(L) = \frac{\mu_{env,L}}{q} I - K_{env} (T_{HB} - T_L) - \frac{I^2}{G_{env}}.$$
Figure 5.2: Two-dimensional example of the setup used to simulate the Harman method. The material grid is located between the electrodes, where the current $I$ is injected or withdraw. The heat conductance $K_{\text{env}}$ connects the electrodes to heat baths of temperature $T_{\text{HB}}$.

Equations (5.6) and (5.7) are obtained from CPM description of the leads assuming a vanishing Seebeck coefficient. $G_{\text{env}}$ is the electrical conductance of the leads, which are assumed to be equal, just as the heat conductances $K_{\text{env}}$. Energy conservation requires equality of eq. (5.4) and eq. (5.6) as well as eq. (5.5) and eq. (5.7), and adding the resulting equations leads to eq. (5.3). In case $K_{\text{env}}$ is unknown, the subtraction results in a second equation facilitating the derivation of $K_{\text{env}}$. $\bar{\mu} - \bar{\mu}_{\text{env}}$ represents the average contact potential differences between leads and sample, which can be neglected in the following simulations, since we do take a contact resistance into account. In experiments, additional losses via convection and heat radiation can be incorporated into eq. (5.3) via correction terms (e.g. [124, 133]).

A slow thermal relaxation time is required to properly measure the Seebeck voltage. Thus, it is useful to consider the limit $K_{\text{env}} \to 0$. Furthermore, assuming negligible contact resistance $\mu_0 - \mu_{\text{env},0} = \mu_L - \mu_{\text{env},L} = 0$, we obtain

$$\lim_{K_{\text{env}} \to 0} K' = \frac{\alpha I T}{(T_L - T_0)}.$$  \hfill (5.8)

Hence, the figure of merit can simply be expressed by the quotient of Seebeck voltage and resistive voltage:

$$z = \frac{\alpha^2 G}{K} = \frac{U_{\alpha}}{U_{\text{res}} T}.$$  \hfill (5.9)

The simulation setup consists of a sample grid with attached electrodes and heat baths of temperature $T_{\text{HB}}$ thermally connected to the electrodes via $K_{\text{env}}$ (see fig. 5.2). Their temperatures develop according to eq. (3.13), where the connection to the heat bath solely allows for Fourier heat transport. The electrodes are characterized by the same transport parameters as the adjacent material. Thus, temperatures and potentials can be read off the electrode site without being influenced by electrode properties. Applying the Harman method to a CPM we found that electric conductivity $\sigma'$, heat conductivity $k'$ and Seebeck coefficient $\alpha'$ of a homogeneous material measured with the Harman method exactly agree with the predefined values $\sigma$ and $\alpha$. 


Figure 5.3: The effective transport coefficients and the figure of merit $z_{\text{eff}}$ in dependence of the fraction $f$ of material A. $K_{\text{env}} = 0.01 \, \text{W/K}$ is used for the simulation. The dashed lines represent the corresponding effective values eqs. (5.10) to (5.12), while the dots are simulation results obtained for different currents $I$. The solid lines in the upper right figure are analytic results discussed in the text. The green triangles in fig. 5.3c stem from eq. (5.16), a corrected equation for the Harman heat conductivity of segmented thermoelectrics.

5.2 HARMAN METHOD APPLIED TO SEGMENTED MATERIALS

A segmented TE as depicted in fig. 3.6 is used to present the basic problem of the Harman method when applied to inhomogeneous media. Therefore, we compare Harman method simulation results to analytic expressions of the transport coefficients.

In isothermal conditions, the electric conductivity can be derived as a connection in series

$$\sigma_{\text{eff}} = \frac{q j L}{\mu_0 - \mu_L} = \frac{\sigma_A \sigma_B}{\sigma_A (1 - f) + \sigma_B f}, \quad (5.10)$$

where $f$ represents the fraction consisting of material A.

Imposing open circuit conditions, $j = 0$, the effective heat conductivity is derived similarly to $\sigma_{\text{eff}}$ as

$$\kappa_{\text{eff}} = \frac{j q L}{T_0 - T_L} = \frac{\kappa_A \kappa_B}{\kappa_A (1 - f) + \kappa_B f}. \quad (5.11)$$

and the Seebeck coefficient is defined as

$$\alpha_{\text{eff}} = -\frac{1}{q} \left( \frac{\mu_L - \mu_0}{T_L - T_0} \right) = \frac{\kappa_A (1 - f) \alpha_B + \kappa_B f \alpha_A}{\kappa_A (1 - f) + \kappa_B f}, \quad (5.12)$$
Figure 5.4: The figure shows the temperature distribution for $f = 0.5$, $I = -12\, \text{A}$ (blue, solid line) and $I = 12\, \text{A}$ (yellow, solid line). Additionally, the temperature distribution in open circuit conditions (dashed lines) with the same boundary temperatures are plotted.

which corresponds to a series connection of Seebeck voltages created from material A and B.

The simulation parameters are given in table 4, the dimensions of the cubic sample are $L = 0.01\, \text{m}$ and the number of sites is $N_x = N = 100$. Moreover, we choose $K_{\text{env}} = 0.01\, \text{W/K}$ and $T_{\text{HB}} = 300\, \text{K}$. Fig. 5.3 shows a comparison between eqs. (5.10) to (5.12) and simulation results. As expected, the electric conductivity obtained by the Harman method coincides perfectly with eq. (5.10) (see fig. 5.3a). However, the Seebeck coefficient $\alpha'_\text{eff}$ (see fig. 5.3b), the heat conductivity $\kappa'_\text{eff}$ (see fig. 5.3c) and $z'_\text{eff}$ (see fig. 5.3d) depend on the current applied before measuring $U_\alpha$ and deviate strongly from the open circuit calculations. Just in the limiting cases $f \to 1$ and $f \to 0$ differences vanish. The differences between $\alpha'_\text{eff}$ and $\alpha_\text{eff}$ arise from the influence of the Peltier heating/cooling at the interface on the temperature distribution (see fig. 5.4). It causes the dependence of the temperatures $T_0, T_L, T(x_f) = T_{\text{AB}}$ on the electrical current. Consequently, the thermopower

$$U_\alpha = \alpha_A (T_{\text{AB}} - T_0) + \alpha_B (T_L - T_{\text{AB}})$$

is affected by the electrical current as well. Comparing the analytic temperature distributions $T(x)$ for $f = 1/2$ created by the external current $I = 12\, \text{A}$ (yellow line) and $I = -12\, \text{A}$ (blue line) to the respective open circuit distributions (dashed lines) with the same boundary temperatures, a much better agreement, particularly of the interface

<table>
<thead>
<tr>
<th>material</th>
<th>$\alpha$ [V/K]</th>
<th>$\sigma$ [S/m]</th>
<th>$\kappa$ [W/(Km)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>material A</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$10^5$</td>
<td>2</td>
</tr>
<tr>
<td>material B</td>
<td>$2 \cdot 10^{-4}$</td>
<td>$10^4$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: The parameters used for the simulations of the Harman method applied to segmented thermoelectric material. The parameters are the same as in table 2 from chapter 3. Furthermore, we choose $K_{\text{env}} = 0.01\, \text{W/K}$ and $T_{\text{HB}} = 300\, \text{K}$.  

temperature $T_{AB}$, is found for $I = 12 \, \text{A}$. Here, Joule heating is nearly compensated by Peltier cooling. This explains why $\alpha'_{\text{eff}}$ and $\alpha_{\text{eff}}$ almost coincide for $I = 12 \, \text{A}$ at $f = 1/2$, while for $I = -12 \, \text{A}$ the Seebeck coefficient is strongly overestimated, since the larger temperature drop is across the material with the higher Seebeck coefficient.

Note that by using eq. (5.13) and applying analytically derived temperatures $T_0, T_{AB}, T_L$, we get an expression for the Seebeck coefficient measured by the Harman method (solid lines in fig. 5.3b), which coincide well with simulation results. The calculation of $T_{AB}$ for fixed boundary temperatures is shown in section 3.2.2. A detailed calculation for arbitrary number of segments and with attached heat baths implying variable temperatures $T_0$ and $T_L$ is presented in appendix A.

Although the Seebeck coefficient is measured at $I = 0$ when using the Harman method, it depends strongly on the previously applied electrical current (see fig. 5.5), since the temperature profile in inhomogeneous samples acts as a memory. Remarkably, even for arbitrarily small currents $|I|$ the Harman measurement gives a Seebeck coefficient which deviates from the true open circuit value. Note that the application of small currents correspond to the usual operation mode, which keeps the temperature difference between the electrodes small and reduces parasitic losses. In this limit, Joule heating is negligible as well as the influence of the temperature on the Peltier coefficient, such that the three interface temperatures depend linearly on the current. As a consequence, the relation between the temperature differences across material A and B becomes independent of $I$ for $I \to 0$.

We elaborate this argument by calculating $\alpha'_{\text{eff}}$ analytically. For this purpose the temperature distribution $T(x)$ is derived as shown in appendix A and then fed into eq. (5.13). We expand the temperature distribution around $j = 0$, which leads to the compact expression

$$\alpha'_{\text{eff}} - \alpha_{\text{eff}} = \frac{(\alpha_A - \alpha_B)^2(1 - f) f(k_{\text{eff}} + K_{\text{env}}L/(2S))}{\alpha_{\text{eff}}(1 - f)\kappa_A + f\kappa_B} + \mathcal{O}(j),$$

(5.14)
with the cross section area of the sample S. From eq. (5.14) we obtain that $\alpha_{\text{eff}}' = \alpha_{\text{eff}}$ for $f = 0$ and $f = 1$. Except those special cases, the numerator in eq. (5.14) is always positive, while the denominator has the same sign as $\alpha_{\text{eff}}$. We conclude that in the limit of small electrical currents the Harman method systematically overestimates the absolute value of the effective Seebeck coefficient.

This overestimation is reflected by the heat conductance, which depends linearly on the Seebeck coefficient (see eq. (5.3)). But its influence is not sufficient to explain the relative deviations $(\kappa_{\text{eff}}' - \kappa_{\text{eff}}) / \kappa_{\text{eff}}$ as indicated in fig. 5.6, where we show $\kappa_{\text{eff}}'(\alpha_{\text{eff}}')$ (filled symbols) and $\kappa_{\text{eff}}'(\alpha_{\text{eff}})$ (open symbols). For $I = -12$ A (blue) roughly a half of the deviation stems from $\alpha_{\text{eff}}'$, while the other half originates from assuming a CPM for the calculation of eq. (5.3). For $I = 1$ A (red) the error is smaller and almost vanishes when using $\alpha_{\text{eff}}$ (red empty squares).

The latter agrees well with the result of the following calculation. We present a possibility to infer the true open circuit heat conductivity eq. (5.11) from the Harman method requiring $\alpha_{\text{eff}}$, which can be obtained from Harman measurements using eq. (5.14). Therefore, we basically repeat the derivation of $K'$ from section 5.1 for a double segment structure. The energy currents are determined at $x = 0$ and $x = L$ using the temperature distribution and its derivative as presented in eq. (3.22). The resulting energy currents are expanded to first order around $j = 0$ and their average reads

$$I_e = \frac{\kappa_{\text{env}} \alpha_{\text{eff}} T_{HB} j S}{2 K + \kappa_{\text{env}}} + \frac{\mu_0 + \mu_L}{2 q} j S + \mathcal{O}(j^2)$$  \hspace{1cm} (5.15)

Following the arguments of section 5.1 this must be equal to the average of eqs. (5.6) and (5.7), which leads to

$$\kappa_{\text{eff}}' = \frac{\alpha_{\text{eff}} T_{HB} L}{T_0 - T_L} j - \frac{\kappa_{\text{env}} L}{2 S} + \mathcal{O}(j),$$  \hspace{1cm} (5.16)

where we have set $\mu_0 - \mu_{\text{env},0} = \mu_L - \mu_{\text{env},L} = 0$. Using $T_0$ and $T_L$ explicitly in eqs. (5.6) and (5.7), but not in eq. (5.15) is not inconsistent.
Figure 5.7: $\Delta z$ in dependence of $f$ for various $\alpha_B/\alpha_A$. We choose $\alpha_A = 0.0001 \text{ V/K}$, $\sigma_A = 1.1 \cdot 10^5 \text{ S/m}$, $\kappa_A = 1.2 \text{ W/(Km)}$, $\sigma_B = 7 \cdot 10^4 \text{ S/m}$ and $\kappa_B = 2 \text{ W/(Km)}$.

at all. In fact, we avoid products of the form $(T_0 - T_{HB})j$ or $(T_L - T_{HB})j$, which are of second order in $j$, since $(T_0 - T_{HB})$ and $(T_L - T_{HB})$ scale with $j$. The application of eq. (5.16) leads to a satisfying agreement as shown by the green triangles in fig. 5.3c for $I = 1 \text{ A}$.

Above discussed errors enter $z'_\text{eff}$ (see fig. 5.3d) and for large currents $z'_\text{eff}$ can be strongly over- or underestimated. We derive $z'_\text{eff}$ using eqs. (5.10) and (5.14) and the heat conductivity from eq. (5.3) with $\alpha'\text{eff}$, which results in

$$z'_\text{eff} - z_\text{eff} = \frac{\alpha'^{2}_{\text{eff}} - \alpha^{2}_{\text{eff}}}{\kappa_\text{eff} + \kappa_c} \sigma_\text{eff} + O(j),$$

(5.17)

with $\kappa_c = (\alpha'^{2}_{\text{eff}} - \alpha^{2}_{\text{eff}})T_{HB}j/(T_L - T_0)$. Considering the limit $K_{\text{env}} \rightarrow 0$ leads to

$$z'_\text{eff} - z_\text{eff} = \frac{(\alpha_A - \alpha_B)^2(1 - f)f\sigma_\text{eff}}{(1 - f)\kappa_A + f\kappa_B} + O(j) > 0.$$  

(5.18)

In the limit of vanishing current and weak heat coupling to the environment the Harman method always overestimates the figure of merit. The relative deviation

$$\frac{z'_\text{eff} - z_\text{eff}}{z_\text{eff}} = \Delta_z = \frac{(1 - f)f\kappa_A\kappa_B (\alpha_A - \alpha_B)^2}{(1 - f)\kappa_A\kappa_B + f\kappa_B\kappa_A)^2 + O(j)},$$

(5.19)

is affected by four material parameters and the ratio $f$. Figure 5.7 depicts how $\Delta_z$ depends on $f$ and the Seebeck coefficients $\alpha_A$ and $\alpha_B$. The position $f_{\text{max}}$ of the maximum $\Delta_z(f_{\text{max}})$ and its height strongly depend on $\alpha_B$. The heat conductivities $\kappa_A, \kappa_B$ just change the position $f_{\text{max}}$ and the maximal deviation

$$\Delta_z(f_{\text{max}}) = \frac{(\alpha_A - \alpha_B)^2}{4\alpha_A\alpha_B}$$

(5.20)

is independent of the heat conductivity. $\Delta_z(f_{\text{max}})$ can become very large. E.g. for $\alpha_A = 4 \cdot 10^{-4} \text{ V/K}$ and $\alpha_B = 10^{-4} \text{ V/K}$ we find that $\Delta_z(f_{\text{max}}) = 0.5625$ and the Harman method overestimates $z_\text{eff}$ by 56.25%.
Figure 5.8: Temperature distribution in a superlattice consisting of six alternating layers A and B for open circuit conditions (red) and for a small current (blue).

Experimental hints for errors produced by the Harman method were found by M. A. Korzhuev and E. S. Avilov in segmented thermoelectrics [134]. They reported a change of the Harman figure of merit, when the cross section of one of two segments is reduced and related it to the change of the heat and electrical conductance in a segment, which affects the temperature drop across the segments.

We now argue that the above discussed errors occur in the experimentally more relevant superlattice systems consisting of hundreds of layers of alternating material. It is challenging to simulate a superlattice, since the error related to the approximation for a bond Seebeck coefficient increases with the number of interfaces. However, as shown in appendix A, the calculation for a structure consisting of two segments can easily be extended to \( n \) segments. Moreover, in the limit of \( j \rightarrow 0 \) and for even number of segments \( n \), we are able to straightforwardly explain that the double segment equations are recovered. Therefore, let us first consider the temperature distribution for given \( T_0 > T_L \) in open circuit conditions (see fig. 5.8). The temperature difference across each AB double segment equals \( 2(T_0 - T_L) / n \).

This is true as well for the first order approximation around \( j = 0 \), which neglects Joule heating and temperature dependence of the interface Peltier effect. As a consequence, each double segment creates the same deviation from the open circuit Seebeck coefficient. This in turn equals the error of the whole superlattice, since the total voltage scales with the number of AB double segments, just as the total temperature difference. For odd numbers of segments, an additional correction term which vanishes as \( 1/n \) has to be taken into account.

Knowing \( \alpha'_{\text{eff}} \) of a superlattice, we consider the Harman heat conductance. A superlattice and a double segmented structure with the same dimensions and made of the same material, are characterized by the same transport parameters. Then, measuring the heat conductivity according to (5.3) delivers an identical result, since \( \alpha'_{\text{eff}} \) and the total temperature difference are equivalent. As a consequence eq. (5.20) holds for superlattices.

Superlattices attracted a lot of interest and a record \( zT \approx 2.4 \) was found in Bi₂Te₃/Sb₂Te₃ superlattices [17], which has not been repro-
duced so far. The individual segments are very thin: Bi$_2$Te$_3$ segments have a thickness of 1 nm and Sb$_2$Te$_3$ have a thickness of 5 nm implying $f = 1/6$. Neglecting quantum effects and using $\alpha_{\text{BiTe}} \approx 2.2 \times 10^{-4} \text{ V/K}$ [59], $\alpha_{\text{SbTe}} \approx 0.9 \times 10^{-4} \text{ V/K}$ [135], $\kappa_{\text{BiTe}} = 2 \text{ W/mK}$ [136] and $\kappa_{\text{SbTe}} = 1.8 \text{ W/mK}$ [136] results in $\Delta z(1/6) = 0.18$ corresponding to 18% overestimation of the figure of merit. Note that this result is obtained by a phenomenological theory neglecting quantum and interface effects. Further examples for the application of the Harman method on superlattice structures with potential overestimation of $\zeta T$ can be found in [128, 129, 131].

### 5.3 Harman Method Applied to Composite Materials

Composite materials attract attention in the field of thermoelectrics and are believed to bear a huge potential for further improvements [41]. We discuss the application of the Harman method to random particle composites consisting of two distinct materials by comparing the Harman transport coefficients to the ones obtained under open circuit conditions and from an effective medium theory.

The composites are modeled by two-dimensional square grids and its sites are randomly occupied by metal-like particles A and by semiconductor-like particles B. Interface contributions as e.g. interface resistances are neglected. The fraction $f$ of the metal-like material (A) is varied and for each $f$ at least 10 different setups were averaged. Additionally, the setups are exposed to open circuit conditions with an applied temperature difference between the opposing electrodes in order to determine open circuit values. Parameters are taken from table 5 and the dimensions of the samples are $L = 0.01 \text{ m}$. Parameters for each bond connecting the electrode site with material sites are derived individually, namely such that the bond is always regarded as bond between sites of the same material. Thereby, we avoid to introduce additional electrode properties.

In contrast to a segmented thermoelectric, the number of interfaces between different materials is large and the error produced by the approximation eq. (3.9) becomes relevant. A first approach to improve the approximation, is to weight the Seebeck coefficients $\alpha_i$ and $\alpha_j$ with $K_i$ and $K_j$ according to

$$\alpha_{ij} = \frac{K_i \alpha_j + K_j \alpha_i}{K_i + K_j},$$

(5.21)

<table>
<thead>
<tr>
<th></th>
<th>$\sigma \text{ [S/m]}$</th>
<th>$\kappa \text{ [W/K m]}$</th>
<th>$\alpha \text{ [V/T]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>material A</td>
<td>$1.3 \times 10^5$</td>
<td>3</td>
<td>0.0001</td>
</tr>
<tr>
<td>material B</td>
<td>100</td>
<td>1</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 5: The parameters used for the simulation represent a metal-like (A) and a semiconductor-like (B) material. The heat bath temperature is $T_{\text{HB}} = 300 \text{ K}$ and the applied electrical current is $I = 1 \text{ A}$. 


which is similar to eq. (5.12) with \( f = 1/2 \). By doing so, we obtain a proper bond value for open circuit conditions. However, applying a small current would require a determination of \( \alpha_{ij} \) according to eq. (5.14) or an even more complex expression to cover the case of large currents. This in turn is difficult, since we would have to solve Kirchhoff’s law and eq. (5.14) self-consistently. Nonetheless, we checked the influence of eq. (5.21) and found an increase of \( \alpha'_{\text{eff}} \) in the order of 13\% in comparison to the application of eq. (5.12). The increase is caused by the distinct heat conductivities \( \kappa_A, \kappa_B \). However, we keep eq. (3.10) for the following simulations as a lower approximation of the error.

An effective medium theory has been developed for the transport parameters in a two component composite. The effective electrical conductivity

\[
\left(1 - f\right)\frac{\sigma_{B}^{1/1} - \sigma_{\text{eff}}^{1/1}}{\sigma_{B}^{1/1}} + f\frac{\sigma_{A}^{1/1} - \sigma_{\text{eff}}^{1/1}}{\sigma_{A}^{1/1} + A\sigma_{\text{eff}}^{1/1}} = 0 \tag{5.22}
\]

and an analogous equation holds for the heat conductivity. The parameter \( A = (1 - f_c)/f_c \) is connected to the percolation threshold \( f_c \).

In another work [138], an equation for the Seebeck coefficient was derived, which reads

\[
\alpha_{\text{eff}} = \alpha_B + (\alpha_A - \alpha_B) \frac{\kappa_{\text{eff}}/\sigma_{\text{eff}} - \kappa_B/\sigma_B}{\kappa_A/\sigma_A - \kappa_B/\sigma_B}. \tag{5.23}
\]

This theory was confirmed in Al-Ge films [137] using effective medium theory eq. (5.22) for \( \sigma_{\text{eff}} \) and \( \kappa_{\text{eff}} \). Equation (5.23) holds for segmented thermoelectrics as well, and inserting eqs. (5.10) and (5.11) in eq. (5.23) we obtain eq. (5.12).

As discussed before, the electrical conductivity can be determined accurately by the Harman method. Fitting eq. (5.22) to the simulation data enables the determination of \( f_c = 0.594(2) \) and \( t = 1.315(8) \). Note that \( f_c \) is close to the expected percolation threshold 0.592764 for site percolation on a square lattice. The effective medium theory expressions for \( \sigma_{\text{eff}} \) and \( \kappa_{\text{eff}} \) with the above fitting parameters are fed into eq. (5.23) and compared to the Harman method and open circuit conditions results.

The Seebeck coefficient \( \alpha'_{\text{eff}} \) deviates strongly from open circuit conditions results and effective medium theory, especially below the percolation threshold (see fig. 5.9b). This phenomena can be understood by looking at the temperature and current distributions at the moment the Seebeck coefficient is measured. For \( f = 0.8 \), far from the percolation threshold, the temperature and current distribution appear homogeneous (see Fig. 5.10a) leading to a good match of the Harman and the open circuit measurements. In another sample at \( f = 0.5 \) (see Fig. 5.10b and 5.10c), however, a path of well conducting material A almost percolates, and thus, carries a majority of the current. In the region the path is interrupted by material B a strong

---

1 In this thesis, the index “eff” represents different composites of inhomogeneous materials.
Figure 5.9: The transport parameters in dependency of the fraction \( f \) of material A. The solid line always represents the corresponding analytic expression, while the dots are simulation results obtained by Harman method (blue) and open circuit measurements (red).

Peltier heating/cooling appears. This together with the inhomogeneous heat current generates a strongly inhomogeneous temperature and potential distribution. A big part of the temperature drop is located across material B, which is characterized by a higher \( \alpha_B > \alpha_A \) resulting in an enhanced effective Seebeck coefficient determined by the Harman method close to the percolation threshold.

The heat conductivity (see fig. 5.9c) is severely affected by the overestimated Seebeck coefficient. Around the percolation threshold the Harman method delivers results up to three times larger than the true open circuit heat conductivity. By using the effective medium theory result, eq. (5.23), instead of the measured Seebeck coefficients, a rather good agreement to the open boundary conditions measurement is found (yellow squares in fig. 5.9c). We conclude that for small currents \( (I = 1 \, \text{A}) \) a big part of the deviations \( \kappa'_\text{eff} - \kappa_\text{eff} \) are caused by \( \alpha'_\text{eff} \).

5.4 CONCLUSION AND OUTLOOK

In this chapter we demonstrated that the Harman method applied to inhomogeneous media exhibit substantial systematic errors, which may easily exceed 100%. The errors are caused by the temperature distribution created by the required current and the related interface Peltier effect.

In order to understand the effect, we discussed a one-dimensional segmented material. We found out that an interesting self-organization
of the temperature distribution takes place. In comparison to open circuit conditions the temperature difference across the material with larger absolute Seebeck coefficient is increased, while it is decreased across the other segment. The temperature distribution is memorized until the voltage measurement and leads to an enhanced Seebeck coefficient. For segmented structures including superlattices we supported our observations by an analytical treatment and its results can be used as correction terms. The calculation shows that in the relevant limit of small currents and weak heat coupling to the environment, the absolute value of Seebeck coefficient and the figure of merit are always overestimated. Motivated by this fact one might get the idea that an enhancement of the thermopower can be observed in actual devices made of inhomogeneous media. But in fact, usually quite the opposite is true, as will be shown in chapter 6. An overestimated Seebeck coefficient causes an overestimation of the heat conductivity, as well. Nonetheless, for segmented structures we obtained a corrected Harman expression leading to the true open circuit heat conductivity. The same errors are recovered in two dimensional particle mixtures, which are solely accessible by simulations. Here, we considered semiconductor-metal composites, which exhibit strong inhomogeneities around the percolation threshold. The large difference between the respective Seebeck coefficients causes the strong deviations from the open circuit value. We conclude that applying the Harman method to inhomogeneous structures as done in e.g. \[17, 128, 129, 131\] is tricky, and the inhomogeneity of the sample has to be properly accounted for.

At this point we want to stress again that our analysis has been done using the phenomenological Onsager-de Groot-Callen theory, which does not resolve quantum effects. Moreover, it neglects the influence of the structure on the phonon contribution to the heat con-
ductivity. To what extent our findings can be recovered in small structures like superlattices with nm sized segments, is an open question.

Neglecting heat losses parallel to the current directions implies that a cross section is characterized by a constant temperature, which allows a one-dimensional description. However, in the experimental setup, heat losses/gains at the surface due to heat radiation are unavoidable. Already T. C. Harman showed that this heat leak should be taken into account when deriving the heat conductance \[124\]. Here we have to ask, whether the Seebeck voltage is affected by a radial temperate gradient. We assume that the ends of the sample are at constant temperatures \( T_h \) and \( T_c \), while the environment temperate is somewhere in between (as assumed in Harman’s calculation as well).

It is clear that the Seebeck coefficient of a homogeneous sample is not affected by the heat leak at the surface. However, considering a segmented sample, we suppose that a lower surface temperature can reduce the strength of our observation: The interface temperature \( T_{AB} \) (causing the overestimation of the Seebeck coefficient) is affected by the interface Peltier effect and by heat radiation. If \( T_{AB} > T_{env} \), heat radiation lowers \( T_{AB} \) at the surface and vice versa. In both cases, the strength of the observed overestimation might be reduced. We believe that this effect is negligible, especially if the sample is short compared to the cross sectional diameter. But clearly, this point deserves further investigations.

Finally, we comment on the neglect of interface resistances. If two distinct materials are joined, imperfection at the interface give rise to an interface heat resistance. But even at atomically perfect interfaces between two materials a thermal interface resistance exists, which is also called Kapitza resistance \[139, 140\]. It arises from a mismatch of phononic properties in both constituents. To give an idea of the effect of an interface layer, we performed additional calculations. Therefore, we considered an AiB structure, where \( i \) represents the interface segment, which has a low heat conductivity \( \sigma_q \). If its thickness tends towards zero, we recover the Harman Seebeck coefficient of an AB structure eq. (5.14). However, the interface region gains influence as its thickness rises in comparison to the thickness of material A and B, respectively. Note that only the thermal boundary resistance influences the effective Seebeck coefficient, but not the electrical interface resistance.
In this chapter, we scrutinize the thermoelectric performance of two simple structures, segmented and parallel thermoelectrics. The enhanced thermopower discovered in the context of the Harman method (see chapter 5) inspires the work on segmented structures, while a new generator architecture (see chapter 7) exhibits similarities to a parallel assembly. First, we review recent accomplishments related to the efficiency improvement of inhomogeneous materials.

6.1 Overview

In a theoretical work Bergman and Levy proved that the figure of merit $z_{\text{eff}}T$ of an isotropic composite thermoelectric cannot exceed $zT$ of the single components [138], which are assumed to be constant. On the other hand, the power factor $\alpha_{\text{eff}}^2\sigma_{\text{eff}}$ can become larger than both single component power factors [141]. When changing the fraction $f$ of the material composition, it is reasonable to assume that $\alpha_{\text{eff}}(f)$ and $\sigma_{\text{eff}}(f)$ behave inversely. The product of those monotonic functions can have a maximum larger than the limiting values at $f = 0$ and $f = 1$. Neglecting interface effects, $\kappa_{\text{eff}}(f)$ and $\sigma_{\text{eff}}(f)$ change equally with $f$, such that their dependence on $f$ cancels out in $z_{\text{eff}}T$ and a monotonic function proportional to $\alpha_{\text{eff}}^2(f)$ remains.

The temperature dependence of transport properties implies that each material can be employed most efficiently in a certain temperature range. For large temperature differences it is desirable to use segmented generators with optimal material properties in each segment [142, 21]. This concept is called functional grading, which is related to the concept of compatibility. Compatibility aims to give an understanding of thermoelectric processes from a local point of view. It was developed by Snyder and Ursell [143, 142] and recently attracted interest, especially in connection with optimal thermoelectric coolers [68, 144, 145, 146]. Snyder and Ursell emphasized the importance of the compatibility factor (here for a generator)

$$s = \frac{\sqrt{1 + zT} - 1}{\alpha T}$$

(6.1)

as a second quantity, beside $zT$, to characterize thermoelectrics. $s$ follows from the local efficiency of an infinitesimal segment of length $dx$ [142, 32]

$$\eta_{\text{loc}} = \frac{dT}{T} \eta_r$$

(6.2)

with the local Carnot factor $dT/T$ and the reduced efficiency

$$\eta_r = \frac{(\alpha - u\kappa/\sigma)u}{\alpha u + 1/T}$$

(6.3)
which is written in terms of the relative current density

\[ u = -\frac{j}{\kappa \partial_x T}. \]  \hspace{1cm} (6.4)

Now, for \( u = s \) eq. (6.3) is maximized. Note that \( s \) depends on \( x \) even for constant transport parameters \( s = s(x) \). If \( u(x) \) differs significantly from \( s(x) \), then the thermoelectric material is not working efficiently at \( x \). Applying this concept to a segmented structure, it was pointed out that \( s \) of both materials should not differ by more than a factor of 2 [143]. Even for a single material leg it is desirable to run it such that \( u = s \) is fulfilled at each point, which is denoted as self-compatibility. Therefore it is mandatory to develop materials with distinct function \( \alpha(T) \), which is obtained by writing the heat production, eq. (2.34), in terms of \( u \) under the condition that \( u = s \). The resulting differential equation can be solved for \( z = \text{const} \) and \( zT = \text{const} \) [142, 68].

Subsequently, it was shown that a self-compatible cooler, for which \( s \) slightly differs from eq. (6.1), outperforms a CPM cooler with the same \( z = \text{const} \) [68]. Not only does a self-compatible cooler work much more efficiently, but it also reaches larger temperature differences. In fact, the temperature difference is not limited, since \( \varphi(u = s) > 0 \) for all \( \Delta T \). Its great performance is evoked by the Thomson effect, where the Peltier effect is responsible for cooling in a CPM device. Similar results were found for constant \( zT \) material [144].

It turns out that the efficiency of a generator does not profit from self-compatibility to the same degree as the cooler does [147]. This can be seen from optimal \( \alpha(T) \) derived for \( z = \text{const} \) and \( zT = \text{const} \), which solely exhibit weak deviations from constant transport parameters.

### 6.2 Segmented Thermoelectrics

Let us consider a double segment consisting of material A and B as depicted in fig. 3.6. Applying the Harman method to such a structure, we find that the imposed current creates a current dependent, and in comparison to open circuit conditions, enhanced Seebeck voltage. We now ask, whether this enhancement can be recovered in a generator, which would lead to an increased performance. The answer is not obvious, because of a fundamental difference between generator and Harman setup: The current in a generator is created by a temperature difference, where during the Harman method an imposed current causes a temperature gradient.

We compare the actual electric power \( P'_{\text{eff}} \) generated by a segmented single leg with the power one would expect from a generator with the effective parameters eqs. (5.10) and (5.12), which reads

\[ P_{\text{eff}} = \alpha_{\text{eff}}(T_0 - T_L)I - I^2 \frac{L}{\sigma_{\text{eff}}S}, \]  \hspace{1cm} (6.5)
with the length of the leg $L$, the cross-section area $S$ and the boundary temperatures $T(0) = T_0$ and $T(L) = T_L$. To derive $P'_{\text{eff}} = UI$, the voltage is calculated from

$$\frac{\partial_x \mu}{q} = -\frac{j}{\sigma(x)} - a(x) \partial_x T,$$

with step-wise functions $a(x)$ and $\sigma(x)$. Integrating along the leg leads to

$$U = \frac{\mu_L - \mu_0}{q} = -\frac{jfL}{\sigma_A} - a_A(T_{\text{AB}} - T_0) - \frac{jL(1-f)}{\sigma_B} - a_B(T_L - T_{\text{AB}}),$$

where the interface temperature $T_{\text{AB}}$ is derived as described in section 3.2.2. Note that due to large $\Delta T$ the first order approximation used previously, cannot be applied in the context of a generator. Exemplarily, in fig. 6.1 we show the power $P_{\text{eff}}$ and $P'_{\text{eff}}$ for $f = 0.9$ together with single material generator power $P_A$ and $P_B$ (parameters are taken from table 6). Two interesting information can be obtained from the figure. First, we recognize that $P_{\text{eff}}$ is larger than $P_A$ and $P_B$, which is due to the previously mentioned fact that the effective power factor (see inset of fig. 6.1) can be larger than those of the single materials. Second, $P'_{\text{eff}}$ is significantly smaller than $P_{\text{eff}}$. This is an important result, because $P_{\text{eff}}$ is the quantity one would expect after correctly measuring effective coefficients of the segmented material. But instead of $P_{\text{eff}}$, the much lower $P'_{\text{eff}}$ is delivered by the generator. As we will explain below, the temperature distribution, depicted for maximal power in fig. 6.2, is responsible for the power reduction. The electrical current $I$ is flowing from hot to cold and heating the AB interface due to different Peltier coefficients (blue line). As a consequence, the temperature drop across material A with $\alpha_A > \alpha_B > 0$
Figure 6.2: Temperature distribution of a segmented generator made from material A and B (see table 6) with \( f = 0.7 \) operated at maximum power output (blue). As a comparison the open circuit temperature distribution is plotted (red), which leads to \( \alpha_{\text{eff}} \).

is reduced in comparison to the open circuit temperature profile (red line) from which \( \alpha_{\text{eff}} \) is determined. Accordingly, the Seebeck voltage of the AB generator is smaller than the one of a generator made by a homogeneous material with the same effective transport coefficients. The reduction is intrinsic to the generator mode and is not simply avoided by a change of the configuration. Exchanging the order of material A and B is accompanied by a Peltier cooled interface, which again lowers the temperature difference across material A. The argumentation holds for n-type segments as well. As an example, we consider \( T_0 > T_L \) and \( 0 > \alpha_B > \alpha_A \). The electrical current is flowing from \( x = L \) to \( x = 0 \) and heats the interface such that the temperature drop across material A is decreased, which is characterized by the higher absolute Seebeck coefficient. Taking solely Peltier cooling/heating into consideration we find \( P'_{\text{eff}} < P_{\text{eff}} \).

Now, we demonstrate exemplarily for p-type material that \( P'_{\text{eff}} > P_{\text{eff}} \) can be realized in a small parameter range. Therefore we expand \( P'_{\text{eff}} - P_{\text{eff}} \) to first order around \( f \to 0 \) and \( f \to 1 \) at maximal current density, which is approximated by

\[
j_{\text{max,eff}} = \frac{\alpha_{\text{eff}}(T_0 - T_L)\sigma_{\text{eff}}}{2L},
\]

(6.8)

<table>
<thead>
<tr>
<th>( \sigma [\text{S/m}] )</th>
<th>( \kappa [\text{W/(K m)}] )</th>
<th>( \alpha [\text{V/T}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>material A</td>
<td>( 10^4 )</td>
<td>0.5</td>
</tr>
<tr>
<td>material B</td>
<td>( 10^5 )</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6: Parameter used for the simulation of segmented generators. The temperatures of the heat bathes are set to \( T_0 = 800 \text{ K} \) on the hot and \( T_L = 300 \text{ K} \) on the cold side. The dimension of the cubic generator leg is \( L = 0.01 \text{ m} \).
the maximal current density of $P_{\text{eff}}$. The expansion around $f = 1$ reads
\[
\Delta P = P'_\text{eff} - P_{\text{eff}} = (1 - f) S \sigma_A^2 \Delta \alpha \Delta T^2 \frac{4 \alpha_B T_L - \alpha_A (T_0 + 3T_L)}{16 \kappa_B L} + O((1 - f)^2) \tag{6.9}
\]
and for the expansion around $f = 0$ we get
\[
\Delta P = P'_\text{eff} - P_{\text{eff}} = f S \sigma_B^2 \Delta \alpha \Delta T^2 \frac{\alpha_B (3T_0 + T_L) - 4 \alpha_A T_0}{16 \kappa_A L} + O(f^2) \tag{6.10}
\]
with $\Delta T = T_0 - T_L$ and $\Delta \alpha = \alpha_A - \alpha_B$. Requiring $\Delta P > 0$, we obtain from eqs. (6.9) and (6.10) the conditions
\[
\frac{4T_L}{T_0 + 3T_L} \alpha_B < \alpha_A < \alpha_B \quad \text{for} \quad f \to 1 \tag{6.11}
\]
\[
\frac{3T_0 + T_L}{4T_0} \alpha_B < \alpha_A < \alpha_B \quad \text{for} \quad f \to 0. \tag{6.12}
\]
Note that for $T_0 - T_L < 0$ or n-type material the relations read slightly different. For all parameter sets leading to $\Delta P > 0$, Peltier cooling occurs at the interface, which is overcompensated by Joule heating and Fourier heat, such that $T_{AB}$ is elevated compared to open circuit conditions (see fig. 6.4). Notably, the conditions eqs. (6.11) and (6.12) are independent of the conductivities.

Choosing $\alpha_A$ according to eqs. (6.11) and (6.12) and deriving $P'_{\text{eff}}$ close to $f = 1$ or $f = 0$, small enhancements $\Delta P/P_{\text{eff}} \approx 1\%$ can be found for the parameters shown in table 7. Equations (6.9) and (6.10) elucidate that the relative enhancement can be larger for material with better thermoelectric performances (large Seebeck coefficients, large electrical conductivities and small heat conductivities).

Now, we investigate in how far the conditions hold for intermediate $f$. Therefore, we use material parameters from table 7, for
which the maximal effective power factor is larger than the maximal power factor of its constituents. If we choose $\alpha_A$ such that it obeys both, eqs. (6.11) and (6.12), the relative enhancement $\Delta P/P_{\text{eff}}$ is maximized for an intermediate $f \approx 0.7$ (see fig. 6.3, blue line). Although eqs. (6.11) and (6.12) are obtained from special cases they keep their validity for intermediate $f$ (at least for the applied parameters). We also choose $\alpha_A$ such that at $f \to 1$ an enhancement is obtained, while for $f \to 0 \Delta P < 0$ (red line).

Finally, we briefly comment on the efficiency. Detecting an improved power may also lead to a better efficiency and using parameters from table 7, we also find a slightly enhanced efficiency $\eta'_{\text{eff}} > \eta_{\text{eff}}$ (see fig. 6.5). Additionally, we derived the efficiency of self-compatible material [147]

$$\eta_{\text{sc}} = 1 - \frac{(1 + \sqrt{1 + z_{\text{eff}} T_L})^2}{(1 + \sqrt{1 + z_{\text{eff}} T_0})^2} \exp \left( \frac{2(1 - \sqrt{1 + z_{\text{eff}} T_0})}{z T_0} - \frac{2(\sqrt{1 + z_{\text{eff}} T_L} - 1)}{z_{\text{eff}} T_L} \right).$$  \hfill (6.13)

Interestingly, we find $\eta_{\text{sc}} < \eta'_{\text{eff}}$, which is caused by the fact that the electrical current in subtly arranged segmented thermoelectrics leads to $z'_{\text{eff}} > z_{\text{eff}}$.

In a recent publication, the same system was investigated by analytic means under the assumption of negligible Joule heating, which led to compact expressions of power output and figure of merit [148].

It was also stressed that the output voltage is lowered by the fact that

<table>
<thead>
<tr>
<th>$\sigma$ [S/m]</th>
<th>$\kappa$ [W/(K m)]</th>
<th>$\alpha$ [V/K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>material A</td>
<td>$1.8 \cdot 10^5$</td>
<td>1.4</td>
</tr>
<tr>
<td>material B</td>
<td>$1.2 \cdot 10^5$</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 7: Parameters, which yield an enhanced power output and efficiency in comparison to the expected open circuit values.
the temperature difference across the material with the lower Seebeck coefficient is amplified by the electric current. This is reflected by reduced power and figure of merit. A possible enhancement of power and efficiency is not observed in their model. However, an efficiency increase in a segmented system beyond the efficiencies of its constituents was report in another recent publication [149]. Their analytic model accounted for all effects, and Yang et al. derived optimally matched parameters for a given BiTe material leading to $\approx 1\%$ efficiency increase.

In the present work we added new insight to the problem in the form of a simple condition for the Seebeck coefficients and boundary temperature yielding a higher power and explained the origin of the deviations.

6.3 PARALLEL THERMOELECTRICS

Instead of stacking two segments on top of each other, here we consider a parallel arrangement shown in fig. 6.6. We are particularly interested in such a structure due to its similarities to a new generator configuration (see chapter 7), where the p- and n-type legs are directly put together. In contrast to the pn generator, electrodes are located at the hot and cold side, where in the generator configuration electrodes are solely connected to the cold side.

Similar analysis have recently been published (e.g. [150, 151, 152]). However, some new aspects are presented, which are motivated by a comparison between analytic results and simulation.

We first derive the electrical power of the structure characterized by constant properties $\alpha_i, \sigma_i, \kappa_i$ with $i = \{A, B\}$. The layers are connected in parallel to electrodes with temperatures $T_0, T_L$ and electrochemical potentials $\mu_0, \mu_L$. A two-dimensional analytic solution of the equation $\mathbf{j} = -\sigma(\nabla \mu/q + \alpha \nabla T)$ is not feasible. Instead, we assume that both parts of the parallel thermoelectric are treated independently in a one-dimensional CPM approach, where both legs have the same
boundary conditions \( T_0, T_L \) and \( \mu_0, \mu_L \). Hence, the difference \( \mu_L - \mu_0 \) is obtained by integrating along each leg:

\[
\frac{\mu_L - \mu_0}{q} = -\frac{\dot{j}_i}{\sigma_i} L - \alpha_i (T_L - T_0) = -\frac{I_i}{G_i} + \alpha_i \Delta T, \quad (6.14)
\]

where \( \Delta T = (T_0 - T_L) \) and \( G_i \) represents the total conductance of leg \( i \), which can be expressed as \( G_A = \sigma_A f S/L \) or \( G_B = \sigma_B (1 - f) S/L \) with total cross section area \( S \). \( f = S_A/S \) represents the amount of material \( A \), where \( S_A \) is the cross section area of material \( A \). Using that the voltage across both legs are equal and \( I = I_A + I_B \) we obtain

\[
I_A = \frac{IG_A}{G_A + G_B} + \frac{G_A G_B}{G_A + G_B} \Delta \alpha \Delta T, \quad (6.15)
\]

where \( \Delta \alpha = \alpha_A - \alpha_B \), from which we derive

\[
P_{\text{eff}}(I) = \alpha_{\text{eff}} \Delta T I - \frac{I^2}{G_A + G_B}, \quad (6.16)
\]

with

\[
\alpha_{\text{eff}} = \frac{G_A \alpha_A + G_B \alpha_B}{G_A + G_B} = \frac{\sigma_A \alpha_A f + \sigma_B \alpha_B (1 - f)}{\sigma_A f + \sigma_B (1 - f)}. \quad (6.17)
\]

Equation (6.16) displays similarities to the simple CPM power eq. (2.43), including Joule heating and thermovoltage due to effective Seebeck coefficient \( \alpha_{\text{eff}} \), which is always smaller than the larger of \( \alpha_A \) and \( \alpha_B \). In the parallel configuration, \( \alpha_{\text{eff}} \) is weighted by electric conductances, while it is weighted by heat conductances in the segmented structure. Note that eq. (6.17) can be derived from the previously discussed eq. (5.23) for a two component bulk system using \( \sigma_{\text{eff}} = f \sigma_A + (1 - f) \sigma_B \) and \( \kappa_{\text{eff}} = f \kappa_A + (1 - f) \kappa_B \).

From eq. (6.16) the maximum of the parabola can easily be determined as

\[
P_{\text{max}} = \Delta T^2 \left( \frac{G_A \alpha_A + G_B \alpha_B}{G_A + G_B} \right)^2. \quad (6.18)
\]

Interestingly, assuming that \( \alpha_A < \alpha_B \), the maximum power output can be increased by decreasing \( G_A \). In contrast, considering a CPM, decreasing its electrical conductance would lead to a lower maximal power output.

To derive the total heat current \( j_{q,0} S = j_{q,0,A} S + j_{q,0,B} (1 - f) S \) at the left side, we add up contributions from both parts

\[
j_{q,0} S = \alpha_{\text{eff}} T_0 I - \frac{I^2}{2(G_A + G_B)} + K_{\text{eff}} (T_0 - T_L), \quad (6.19)
\]
where we have used the CPM temperature distributions eq. (2.37). The effective heat conductance reads

\[ K_{\text{eff}} = (K_A + K_B) \left( \frac{(\alpha_A - \alpha_B)^2 G_A G_B T}{(G_A + G_B)(K_A + K_B)} + 1 \right) \]

\[ = S \left( f \kappa_A + (1 - f) \kappa_B \right) \left( \frac{(\alpha_A - \alpha_B)^2 \sigma_A \sigma_B T}{\left( \frac{\sigma_A}{T_A} + \frac{\sigma_B}{T_B} \right) \left( \frac{\kappa_A}{T_A} + \frac{\kappa_B}{T_B} \right)} + 1 \right) \]

(6.20)

with \( T = (T_0 + T_L)/2 \). Again, the similarity to the corresponding CPM result eq. (2.42) is apparent. Remarkably, with open boundary conditions, the heat current is not only governed by the Fourier heat \((K_A + K_B)(T_0 - T_L)\), but also by the sum of the Peltier heat carried by the currents \( I_A = -I_B \). The electrical currents always transport (Peltier) heat from the hot to the cold side such that \( K_{\text{eff}} > (K_A + K_B) \). Note that the effective heat conductivity eq. (6.20) bears a resemblance to the closed circuit heat conductivity eq. (2.28).

Using eqs. (6.16) and (6.19) and \( M = R_i / R \) the efficiency can be determined as

\[ \eta_{\text{eff}}(M) = \frac{\Delta T}{T_0} \frac{M}{M + 1 - \frac{\Delta T}{2T_0} + \frac{(M+1)^2}{z_{\text{eff}} I_B}}. \]

(6.21)

with the effective figure of merit

\[ z_{\text{eff}} = \frac{\alpha_{\text{eff}}^2 G_{\text{eff}}}{K_{\text{eff}}} = \frac{(G_A \alpha_A + G_B \alpha_B)^2}{(\alpha_A - \alpha_B)^2 G_A G_B T + (G_A + G_B)(K_A + K_B)} \]

\[ = \frac{(f \sigma_A \alpha_A + (1 - f) \sigma_B \alpha_B)^2}{(1 - f) f \left( (\alpha_A - \alpha_B)^2 \sigma_A \sigma_B T + \left( \frac{\sigma_A}{T_A} + \frac{\sigma_B}{T_B} \right) \left( \frac{\kappa_A}{T_A} + \frac{\kappa_B}{T_B} \right) \right)}. \]

(6.22)

In the limits \( f \to 0 \) and \( f \to 1 \) we obtain the figure of merit of material A and B, respectively. From the fact that \( \alpha_{\text{eff}} < \max(\alpha_A, \alpha_B) \) and \( \sigma_{\text{eff}} < \max(\sigma_A, \sigma_B) \), while the effective heat conductivity is larger than \( \kappa_A + \kappa_B \), which behaves just as \( \sigma_{\text{eff}} \), we conclude that \( z_{\text{eff}} < \max((\alpha_A^2 \sigma_A / \kappa_A), (\alpha_B^2 \sigma_B / \kappa_B)) \).

In a recent publication G. D. Mahan [152] also calculated the maximum efficiency based on the idea of independent legs, which are coupled via the temperatures and the potentials at the electrodes. He defines two figures of merit

\[ Z_{AB} = \frac{\sigma_A \sigma_B (\alpha_A - \alpha_B)^2}{(\kappa_A + \kappa_B)(\sigma_A + \sigma_B)} \quad \text{and} \quad Z_b = \frac{\sigma_A \alpha_A^2 + \sigma_B \alpha_B^2}{\kappa_A + \kappa_B}. \]

(6.23)

In contrast to eq. (6.22), his interpretation benefits from the temperature independent figure of merits. On the other hand, our viewpoint facilitates a direct comparison to CPM. Moreover, the temperature-dependence of \( K_{\text{eff}} \) can be well understood by taking into account the ring currents.

In the following we compare eqs. (6.16), (6.19) and (6.21) to simulation results. Therefore a cubic parallel thermoelectric with dimensions \( L = 0.01 \text{m} \) is simulated on a two-dimensional grid with parameters from table 8. As for random composites (see section 5.3), we
avoid Peltier heating/cooling at the sample-electrode interface by assigning the respective material values to the sample-electrode bonds.

The efficiency resulting from the simulation, shown in fig. 6.7, agrees well with eq. (6.21). Additionally, Mahan’s result for maximum efficiency coincides with our calculation. Apparently, the efficiency of a parallel structure is well described by the above approximation. A more detailed analysis reveals that both electrical powers coincide perfectly. This good agreement is inasmuch surprising, as the assumption of separated legs and constant current parallel to the temperature gradient are not fulfilled in the simulation. We checked this by deriving \( I_A \) and \( I_B \) by summing up the components of the current parallel to the interface. From cold to hot the current in the good conducting material \( A \), \( I_A \), increases, while \( I_B \) decreases, such that the total current is constant. As a consequence the simulated temperature and potential distribution differ from the ones derived within the analytic approach. We elucidate the good matching between the simulated power and eq. (6.16) by considering a minimal example shown in fig. 6.8a. The nodes a and d correspond to the electrodes, while the material is characterized by two nodes, b and c. Nodes are connected by a conductance \( G_{ij} \) and a voltage source \( U_{ij} = \alpha_{ij}(T_i - T_j) \). Now, we are interested, whether the properties of bond bc affect the electrical power \( P = IU_{ad} \), with the voltage between a and d. We

\[
\begin{array}{c|ccc}
\text{material} & \sigma \, [\text{S/m}] & \kappa \, [\text{W/K m}] & \alpha \, [\text{V/T}] \\
\hline
A & 10^5 & 5 & 0.0001 \\
B & 5 \cdot 10^4 & 1 & 0.0005 \\
\end{array}
\]

Table 8: Parameter used for the simulation of parallel generators. The temperatures of the heat bathes are set to \( T_0 = 600 \, \text{K} \) on the hot and \( T_L = 300 \, \text{K} \) on the cold side. The dimension of the cubic generator leg is \( L = 0.01 \, \text{m} \).
Figure 6.8: Figure 6.8a is a minimal example of a parallel thermoelectric consisting of electrode terminals a and d as well as material nodes b and c. The superposition principle allows to investigate the influence of a single voltage source in fig. 6.8b.

Assume that $G_{ab} = G_{bd} = G_A$ and $G_{ac} = G_{cd} = G_B$, and using Kirchhoff’s first law we find

$$U_{ad} = \frac{2I - G_A(U_{ab} + U_{bd}) - G_B(U_{ac} + U_{cd})}{G_A + G_B}, \quad (6.24)$$

which is independent of properties of bond bc, although $U_{bc} \neq 0$. $I$ is the external current entering node a and leaving node d, or vice versa. In order to get a better understanding of the influence of $U_{bc}$, we use the superposition principle for linear electrical circuits. The response of a system consisting of more than one independent source, is the sum of the responses provoked by each source. Hence, we remove all other voltage sources except $U_{bc}$ ending up with the network in fig. 6.8b. If conductances are chosen as above, the analysis shows that $U_{bc}$ does not affect $U_{ad}$. The reason is a symmetry between the circuits abc and bcd. In both, the relation between the conductances on the left and right side is equal. Hence, the potentials at a and d must be equal as well. However, setting $G_{ab}$ to a different value breaks the symmetry, and $U_{bc}$ and $G_{bc}$ have an influence on the voltage $U_{ad}$. As a consequence, for temperature-dependent material the bond bc cannot be neglected.

Extending the minimal example is straightforward, and using Kirchhoff’s voltage law, one can always argue that the potential difference between the electrodes due to sources at the interface is zero.

As related to the heat current, the analytical model and the simulation deviate slightly. Here, additional contributions have to be taken into account: First, Peltier and Joule heat are different, second Peltier heat at the interface occurs and third a further contribution from the divergence of the Fourier heat, which has an additional contribution due to changing of the heat conductance.

---

1 components are independent of electrical current
In this section, we examined the thermoelectric performance of two simple compounds: segmented and parallel arrangement of two different materials.

It turns out, that in most cases, the segmented thermoelectric produces less power and has a lower efficiency than expected from the effective parameters. This is caused by the influence of the current on the temperature distribution. For the generator mode, usually the temperature difference across the material with the lower absolute Seebeck coefficient is enlarged compared to open circuit conditions. This in turn, decreases Seebeck voltage, electrical power and efficiency. However, we derived conditions for a power enhancing regime. Here, Peltier cooling occurs at the interface, but Joule heating and Fourier heat elevate the interface temperature such that the temperature difference across the material with the higher absolute Seebeck coefficient is enhanced.

The application of segmented material in a cooling device has not been explored in this thesis. But, it has been shown that a staircase Seebeck profile leads to better cooling performances [153]. A generalization of the presented ideas leads to the Thomson cooler, which is characterized by a continuously increasing Seebeck coefficient from cold to hot [68].

The investigation of the parallel arrangement of two materials was motivated by its similarities to a new generator configuration discussed in chapter 7. Placing both electrodes at the cold side, the generator can not be treated analytically, while the parallel thermoelectric can. Therefore, we, and before us further authors, approximated that both materials are just coupled via the electrodes. We showed by comparison to simulations that the approximation is sufficient to describe the electrical power exactly if materials A and B are constant. In contrast to the segmented structure, the parallel arrangement is less performant than the better of its constituents. Moreover, we indicated an enhanced heat transport due to ring currents even in open circuit conditions. We will recover this enhanced effective heat conductivity in the new generator setup, where it is clearly a disadvantage.
SIMULATION OF A NOVEL GENERATOR CONCEPT

After the discovery of thermoelectric effects, it took approximately a century until the first thermoelectric generator (TEG) was employed outside of a laboratory environment in 1948 [154]. As explained before, due to the low efficiency TEGs remained reserved for niche applications requiring low maintenance. Just recently, new fields of applications emerged. Especially recovering waste heat is of high interest, enhancing the efficiency of engines or power plants and thereby shrinking the fossil energy consumption and pollution. Already a $zT$ of 2 enables a worthwhile application of TEG in industrial applications like cement production and aluminum smelting [1].

New fields of application may not only be opened by novel or improved materials, but also device research can do its part [155]. With this in mind we support the exploration of a new device concept, which is realized experimentally by A. Becker [156] and R. Chavez [23]. As a basis we use the Onsager network model from chapter 3 and extend it in order to approach experimental results. Initially, we present the basics of the conventional TEG.

7.1 CONVENTIONAL THERMOELECTRIC GENERATOR

A TEG is depicted in fig. 7.1. Alternating p- and n-type material legs are connected by metal bridges such that they are electrically in series. Thermally, however, all legs are in parallel, since heat is flowing from the top to the bottom.

The power $P$ and the efficiency $\eta$ of a single leg in the framework of the CPM are given by eqs. (2.45) and (2.46), respectively. Extending the efficiency for a whole device is straightforward. For this purpose the material figure of merit $z$ is replaced by the device figure of merit $Z$ including geometry and contact resistances. The dependence of $P$ and $\eta$ on the the ratio $M = R_l/R$ is depicted in fig. 7.2. As discussed in section 2.2.3, impedance matching is obtained by $M = 1$, while the efficiency is maximized by $M = \sqrt{1 + zT}$ with $T = (T_h + T_c)/2$. Due

![Figure 7.1: A conventional device is constructed by placing p- and n-type legs in an alternating sequence and connecting them such that they are electrically in series and thermally in parallel.](image-url)
to irreversible effects stemming from heat leakage and Joule heating \( \eta \) is way below the Carnot efficiency.

Besides, Carnot described an idealized cyclic heat engine, which has to work infinitely slowly to avoid all sources of irreversibility. As a consequence, it does not produce power at all. More realistic approaches are comprised in the framework of finite-time thermodynamics. Coupling a heat engine to a cold and a hot reservoir via heat conductances \( K_{\text{hot}}, K_{\text{cold}} \) a finite-rate heat transfer is ensured. Even if we assume that the working medium does not produce entropy, the heat flow from the reservoirs does. For such a machine, which is denoted as endoreversible, Curzon and Ahlborn [157] derived the efficiency at maximum power output

\[
\eta_{\text{CA}} = 1 - \sqrt{\frac{T_c}{T_h}}, \tag{7.1}
\]

Interestingly, eq. (7.1) is independent of the heat conductances \( K_{\text{hot}} \) and \( K_{\text{cold}} \), and solely depends on the heat bath temperatures, although the working medium does not reach the heat bath temperatures \( T_h \) and \( T_c \).

Now, let us regard a TEG as an endoreversible and a non-endoreversible (\( K \neq 0, G \neq 0 \)) thermodynamic engine. We consider the heat flux in CPM approximation at the interface between the thermoelectric material and the connections to the heat conductances \( K_{\text{hot}} \) and \( K_{\text{cold}} \), respectively [158, 159, 160]:

\[
K_{\text{hot}} (T_h - T_{h,1}) = \alpha T_{h,1} I - \frac{I^2}{2G} + K(T_{h,1} - T_{c,1}) \tag{7.2}
\]

\[
K_{\text{cold}} (T_c - T_{c,1}) = \alpha T_{c,1} I + \frac{I^2}{2G} + K(T_{h,1} - T_{c,1}). \tag{7.3}
\]

Equations (7.2) and (7.3) are solved for the interface temperatures \( T_{h,1} \) and \( T_{c,1} \), which are subsequently used to derive expressions for \( P = I q_{\text{h}} - I q_{\text{c}} \) and \( \eta = P/I q_{\text{h}} \) independent of \( T_{h,1} \) and \( T_{c,1} \).

First, we discuss an endoreversible engine requiring reversible TE material with \( K = 0 \) and \( G = 0 \). A meaningful characterization of a heat engine is delivered by its power versus efficiency curve: \( P \) and

```
Figure 7.2: Power and efficiency in dependence of \( M \) for \( T_h = 600 \) K, \( T_c = 300 \) K, \( Z = 0.002 \) K\(^{-1} \), \( G = 1000 \) S and \( K = 0.02 \) W/K.
```
Figure 7.3: Power versus efficiency characteristics for an endoreversible TEG (blue) and for a non-endoreversible TEG (red). For both cases reasonable values are chosen: \( T_h = 600 \text{K} \), \( T_c = 300 \text{K} \), \( \alpha = 0.0002 \text{V/K} \) and \( K_{\text{hot}} = K_{\text{cold}} = 1 \text{W/K} \). Additionally, the non-endoreversible TEG is characterize by \( G = 1000 \text{S} \) and \( K = 0.01 \text{W/K} \).

\( \eta \) are parameterized by another variable, here the current \( I \), and then plotted against each other. The power versus efficiency curve for the endoreversible machine is depicted in blue in fig. 7.3. For \( I = 0 \), which correspond to infinitely slowly working cyclic heat engines, we find \( \eta = \eta_c \), but \( P = 0 \). With increasing current the maximum power output is passed at \( \eta_{\text{CA}} \). Letting \( I \) rise further the Peltier effect cools down the hot and heats up the cold side until \( T_{h1} = T_{c1} \) and \( \eta = 0 \), \( P = 0 \). If even higher currents are applied, the engine starts to consume power. Furthermore, it has been pointed out that the power output of an endoreversible TEG is larger than the one produced by the Curzon-Ahlborg engine, since the latter works in steps, while a TEG works continuously [159].

Let us now take into account internal dissipation due to electrical and heat resistance (non-endoreversible TEG). Similar derivations, although within approximations, can be found in [158, 160]. Starting from eqs. (7.2) and (7.3) we perform the same calculation as for the endoreversible TEG, but with finite \( K \) and \( G \). As a result we obtain the red colored power versus efficiency curve in fig. 7.3. Note that, although \( z = 0.004 \text{K}^{-1} \) is a high value, the efficiency stays way below \( \eta_c \). The shape of the characteristic is influenced by all occurring conductances \( G, K, K_{\text{hot}}, K_{\text{cold}} \) and by \( z \).

For the non-endoreversible TEG further interesting properties are derived by Apertet et al. [160]. They assumed that \( T_h - T_c \) is small enough to neglect the produced power in comparison to the heat flow. First, it is shown that electric impedance matching is not obtained at \( M = 1 \), but rather by an expression larger than unity depending on \( K_{\text{hot}}, K_{\text{cold}} \). Furthermore, the importance of thermal impedance matching is emphasized. The latter targets a proper adjustment of thermal contact conductance and internal heat conductance.
7.2 A NEW CONCEPT: PN-GENERATOR

7.2.1 Basic idea

Instead of separated p- and n-type legs, a pn junction, whose interface is aligned to the temperature gradient is used as a generator element (see fig. 7.4). We denote this type of generator as PNG. Originally, the idea was proposed by G. Span and M. Wagner, who studied pn junctions as thin film devices in a series of publications [161, 162, 163, 22, 164]. Their research aimed to increase the efficiency due to additional charge carriers gained from the space charge region (SCR) as explained below. However, our priority is to simulate bulk-like devices fabricated from nanostructured bulk silicon, while neglecting effects of charge carrier separation. Nevertheless, the usage of a pn junction has substantial advantages: electrical contacts on the hot side are needless. In a conventional TEG $T_h$ is limited by the stability of the hot side contacts, but by their dismissal higher temperature regimes are made available and new fields of application open up. The missing hot side metal bridge may also be a benefit for power and efficiency, since a temperature drop across the substrate is avoided and the thermoelectric material experiences an enhanced hot side temperature.

7.2.2 Literature overview

First, we present the method and some basic results from G. Span and M. Wagner, who inspired our research. They performed simulations based on a drift-diffusion model with the MINIMOS NT software package [165]. Their simulation solves iteratively continuity equations including generation and recombination, Poisson’s equation and an equation describing the electric current according to the Onsager-de Groot-Callen theory. The temperature is derived from a differential equation, similar to eq. (2.35), but taking into account generation and recombination [75].

Their simulations of pn and pin structures, a pn junction separated by an intrinsic layer, showed an enhancement of power and efficiency, if thermally generated charge carriers are taken into account [22]. An
explanation emanates from the temperature gradient, which drives charge carriers from hot to cold disturbing the local carrier balance. In the depleted SCR on the hot side, an enhanced charge carrier generation is observed, while on the cold side stronger recombination takes place [163, 166]. If not recombining, charge carrier pairs produced in the SCR are separated by the built-in potential such that electrons flow towards the n-type and holes towards the p-type semiconductor. Moreover, there is also the possibility that charge carriers generated inside the neutral region diffuse into the depletion zone, are separated by the SCR and become additional majority charge carriers [166, chap. 13.9]. To some extent the production of additional charge carriers exhibit a similarity to solar cells, but instead photonic energy, thermal energy is exciting charge carriers. It is assumed that the additional charge carriers superimpose those driven by the Seebeck effect resulting in a better overall performance.

In subsequent investigations it has been shown that especially small devices with a length smaller than 1 mm profit from missing hot side contacts, because the temperature drop across the active material decreases with the length, which can be counterbalanced by removing the hot side contacts [22]. The temperature distribution has been optimized by using Si/SiGe structure leading to a shallow slope in the hot regime and a steep one at the cold side. Indeed, this leads to an amplified carrier generation and subsequently to better performances [161, 164]. Furthermore, tailoring the SCR and the existence of trapping states were found to be important parameters for device optimization.

Beside the above mentioned investigations there are a few further publications on pn junctions in relation to thermoelectricity. Effects of a temperature gradient parallel to a pn interface have been studied by Fu et al. [167] employing a drift-diffusion model, where position dependent transport parameters were derived from Boltzmann transport equation. For open circuit conditions they found two current vortices, one in the p- and one in the n-type layer, which are separated by a highly resistive SCR. Close to and within the SCR current is flowing in the direction predefined by the Seebeck voltage and far away from the junction the direction is reversed. According to their explanation, the low carrier concentrations in the SCR results in a high Seebeck coefficient driving the current in the expected direction. Regarding the SCR as one layer and the neutral zone as another we recognize that the situation is similar to a parallel thermoelectric (see section 6.3). Concerning the heat conductance, it is argued that the Joule heating produced by current loops, which is assumed to be redistributed in equal parts to hot and cold side lowers the effective heat conductivity. This consideration does not take into account the Peltier heat $\alpha T I$ transported by the charge carriers. For parallel TE, it was pointed out by Apertet et al. [151], and similarly shown in this work, that the heat conductance is actually enhanced by an electric current flow (see eq. (6.19) and the following explanation).
The influence of a cut along the interface of a PNG was investigated in [168]. A similar experiment shall be presented in this work and details are discussed in the corresponding section 7.3.7.

An investigation of a diode like structure with a large (∼mm) intrinsic layer revealed enhanced conversion efficiency [169, 170]. Particularly, it was observed that a thin (∼µm), heavily doped emitter layer increases the open circuit voltage and the short circuit current by a factor 2-3 above the corresponding values of the intrinsic layer alone, which are of thermoelectric nature. Nonetheless, it is believed that the physics of such a structure are not well understood [56].

In another work it was shown that the current voltage characteristics of a pn junctions made of BiSbTe and created by sintering behave diode-like in the forward direction, while reversed bias is not accompanied by blocking behavior [171]. A comparable behavior is found in nanostructured silicon [172, 23] and an explanation follows in section 7.4.

7.2.3 Experimental realization

Experimental realizations of the PNG were produced by A. Becker [172, 156] and R. Chavez [23, 173]. Their samples were built in a bottom-up approach from highly doped silicon. In a first step the respective raw material, highly doped nanopowder, is fabricated. The n-type material is manufactured by plasma synthesis [60]. A microwave reactor creates a plasma, which is fed by silane (SiH₄) and phosphine (PH₃). The p-type powder is synthesized in a hot-wall reactor, which uses silane and diborane (B₂H₆) as precursors. Silane is split into silicon and hydrogen and subsequently, Si particles grow due to nucleation, condensation and sinter processes. Therefore a supersaturated vapor is required, which is thermodynamically instable such that nucleation and condensation take place. It is possible to produce spherical, highly crystalline, soft-agglomerated particles with small diameters between 4-50 nm. The particles are just connected via point-like contacts.

The highly porous powder is densified by current-activated pressure-assisted densification to which chapter 4 is devoted. It is worth mentioning that processing under air allows oxygen to react with the silicon before densification. From the sinter pellet pn junction samples are cut into the desired shape and electrodes are attached in a multi-stage process [174].

7.3 Simulation of the PN-generator

We start our investigations with simulation of a PNG neglecting the influence of the diode structure at the interface, and different doping is solely reflected by the sign of the Seebeck coefficient, which is chosen such that it has the same absolute value in p- and n-type material \( \alpha = \alpha_p = -\alpha_n \).

Ideas presented in this section have been published in [173].
7.3.1 Simulation setup

The general appearance of the simulation setup is depicted in fig. 7.4 (left). Due to translation invariance in z-direction, which is pointing out of plane, a two dimensional simulation setup is sufficient, and we discretize the generator by a square lattice. If not stated differently, we take the parameters from table 9.

The electrodes are located at the cold side and their height is $L_y/5$. They are characterized by the same parameters as the adjacent material and their temperatures develop according to

$$
\dot{\bar{T}}_i = \frac{1}{C} \sum_j \left( -I_{q,ij} + I_{ij} \frac{(\mu_i - \mu_j)}{2q} \right) - \frac{\kappa_b L_y L_z}{5} \frac{5}{5} (T_i - T_c), \tag{7.4}
$$

taking into account thermoelectric heat production as discussed in section 3.1. Additionally, a coupling via the boundary heat conductivity $\kappa_b$ to a heat reservoir with temperature $T_c$, to which all sites at the bottom are contacted as well. Sites at the top are connected to a heat reservoir with $T_h$. The corresponding heat conductance is derived as $K_b = \kappa_b L_x L_z / N_x$. Hence, the heat current flowing into the PNG is derived from

$$
I_{q,h} = \sum_j K_b (T_h - T_j), \tag{7.5}
$$

where $j$ runs over all sites connected to the hot side heat bath. On the cold side we have to take into account the heat flowing from the electrodes into the heat bath resulting in

$$
I_{q,c} = \sum_j \left( K_b (T_j - T_c) \right) + \frac{\kappa_b L_y L_z}{5} (T_{e1} - T_c) + \frac{\kappa_b L_y L_z}{5} (T_{e2} - T_c). \tag{7.6}
$$

Here $j$ runs over all sites connected to the cold side heat bath and $T_{e1}$ and $T_{e2}$ represent the electrode temperatures. In the following we choose $\kappa_b = 10^5 \text{W} / (\text{Km})$, which assures a small temperature drop between reservoirs and device.

7.3.2 Finite size behavior

We investigate the finite size behavior of the PNG simulations. Therefore the maximum power $P_{\text{max}} = P(I_{\text{max}})$ and the heat current into the system $I_{q,h} (I_{\text{max}})$ are derived for different number of supporting

<table>
<thead>
<tr>
<th>$L_x = L_y = L_z [\text{m}]$</th>
<th>$\sigma [\text{S/m}]$</th>
<th>$\kappa [\text{W/(Km)}]$</th>
<th>$\alpha_{p/n} [\text{V/K}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>$10^5$</td>
<td>$2$</td>
<td>$\pm 2 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 9: If not stated otherwise, we use this simulation parameters in the present chapter. A positive Seebeck coefficient represents p-type material and a negative Seebeck coefficient stands for n-type material. Moreover, the temperature difference is set to $\Delta T = 700 \text{K}$. 
Figure 7.5: The maximum Power output \( P_{\text{max}} = P(I_{\text{max}}) \) (blue) and the heat current from the hot heat bath into the PNG at maximum current \( Q_h(I_{\text{max}}) \) are shown in dependence of the number of supporting sites \( N = N_x = N_y \)

sites \( N = N_x = N_y \) of the square grid, while all other parameters are fixed (see fig. 7.5). \( P_{\text{max}} \) exhibits a dependence on \( N \), which we partly refer to an effect observed and investigated in 1d segmented thermo-electric(see section 3.2.2): due to the approximated interface temperature the voltage and consequently the power contain errors, which vanish as \( N^{-1} \). A further finite size effect is caused by the curved electrical current flow approximated by the grid. Fitting \( P_{\text{max}}(N) \) to

\[
f_{P/Q}(N) = \frac{a}{b \pm N} + c
\]

and using the minus sign, we get the blue line in fig. 7.5, which is an adequate description. From the fit we derive \( \lim_{N \to \infty} f_P(N) = 0.951 \).

Using the plus sign in eq. (7.7), we find that the heat current \( I_{q,h}(I_{\text{max}}) \) approaches \( \lim_{N \to \infty} f_Q(N) = 22.162 \). Again, grid effects influencing the heat current vanish for large \( N \).

In the following, simulations are performed with \( 60 \times 60 \) grids, which is a good trade-off between simulation time and accuracy.

### 7.3.3 Power and efficiency

At first, we compare power and efficiency of a PNG and a TEG, which allows us to assess PNG’s applicability. The TEG consists of two legs, and each of them is described in the framework of a 1d CPM connected by perfect electrical contacts with vanishing resistance. Transport parameters, which are equal for both generators, are defined in section 7.3.2, and for a proper comparison the dimensions of PNG and TEG have to be equal (see fig. 7.4). Those conditions are fulfilled for each following comparison between TEG and PNG.

Power and efficiency of the PNG (points and lines in fig. 7.6) are strongly reduced compared to corresponding TEG quantities (dashed lines). The origin of this difference can be understood by considering the electrochemical potential distribution \( \mu(r)/q \), which is shown in fig. 7.7. In order to understand \( \mu(r)/q \), imagine a TEG as described above. In open circuit conditions \( \mu/q \) increases from hot to cold for

Figure 7.6: Power (blue) and efficiency (red) of a PNG (dots and lines) and a TEG (dashed lines) for $\Delta T = 700$ K. A basic PNG performs significantly worse than a TEG.

p-type and vice versa for n-type material, while the electrochemical potentials coincide at the top due to the perfect electrical contacts. Removing the latter and uniting both legs we obtain a PNG. Here, the potential has to change. Otherwise a strong current would flow on the cold side from p- to n-type. To counterbalance this current the line of equal potential shifts from the hot side to $y \approx L_y/2$. Without a detailed investigation, which is presented below, we directly realize that this leads to a lower output voltage reducing $P$ and $\eta$. Even if we assume that the potential difference between top and bottom on each side is the same as in a TEG, the voltage between the PNG-electrodes will at most be half of the TEG voltage.

Such a potential distribution gives rise to current vortices as depicted in fig. 7.7 (black arrows, technical current direction is used), which are even present in open circuit conditions. A similar effect occurs in the parallel configuration discussed in section 6.3. Of course, this current distribution strongly affects Joule heating and Peltier heating at the interface. In open circuit conditions cooling occurs at the hot side, while the cold side is heated.

Figure 7.7: Electrical current (black arrows) and potential distribution $\mu(r)/q$ in a PNG with $\alpha = 1.28 \cdot 10^{-4}$ V/K. $\mu/q$ increases from green to pink. Strength of current is indicated by arrow size. The current entering and leaving the electrodes amounts to $I = 12.8$ A.
Further insight can be obtained by a detailed analysis of the power $P$. It is quantified by effective parameters according to

$$ P(I) = U_{oc}I - R_{eff}I^2. \quad (7.8) $$

Indeed, eq. (7.8) is derived in a 1d CPM, but we validated that it yields an excellent description of $P$ in the interesting, power producing regime $P > 0$ for all chosen parameters. Just as an example, the blue line in fig. 7.6 stems from a fit with $U_{oc} = 0.1042(3)$ V and $R_{eff} = 0.00293(5)$ Ω, while for the TEG $U_{oc,TEG} = \alpha \Delta T = 2 \cdot \alpha \Delta T = 0.28$ V and $R_{TEG} = 0.004$ Ω. In the present example, the slight reduction of resistance is not able to compensate for the losses of the open circuit voltage.

### 7.3.4 Analysis of $U_{oc}$

In eq. (7.8) $U_{oc}$ represents a fitting parameter, however, we verified that it corresponds to the open circuit voltage. We will work out by which parameters it is affected and in how far $U_{oc}$ bears potential for improvement.

As expected, the Seebeck coefficient influences $U_{oc}$. We vary $\alpha$ such that $\alpha = \alpha_p = -\alpha_n$ and show its effect in fig. 7.8. For small $\alpha$ the open circuit voltage increases as

$$ U_{oc} = \Delta T_{eff} \cdot \alpha, \quad (7.9) $$

where the constant $\Delta T_{eff}$ is regarded as an effective temperature difference. For the exemplarily data, $\Delta T_{eff} = 440$ K, which is much smaller than the real temperature difference $\Delta T = 700$ K between hot and cold side. For large $\alpha$, deviations occur, which are caused by strong Peltier heating at the interface close to the cold side. With increasing $\alpha$ the strength of the Peltier heating/cooling rises, and in addition to it more current is flowing in circular way through the PNG, which is crossing the interface and enhances the heating/cooling even further. Thereby a temperature gradient increasing from the electrodes.

![Graph showing the open circuit voltage $U_{oc}$ in dependence of $\alpha$. The black line represents the function $f(\alpha) = 440 \cdot \alpha$, which perfectly characterize $U_{oc}$ for small $\alpha$. For $\alpha \gtrsim 10^{-4}$ V/K deviations from the linear behavior are found. The insets depict the spatial temperature distribution for two values of $\alpha$.](image)

Figure 7.8: The open circuit voltage $U_{oc}$ in dependence of $\alpha$. The black line represents the function $f(\alpha) = 440 \cdot \alpha$, which perfectly characterize $U_{oc}$ for small $\alpha$. For $\alpha \gtrsim 10^{-4}$ V/K deviations from the linear behavior are found. The insets depict the spatial temperature distribution for two values of $\alpha$. 

Further insight can be obtained by a detailed analysis of the power $P$. It is quantified by effective parameters according to

$$ P(I) = U_{oc}I - R_{eff}I^2. \quad (7.8) $$

Indeed, eq. (7.8) is derived in a 1d CPM, but we validated that it yields an excellent description of $P$ in the interesting, power producing regime $P > 0$ for all chosen parameters. Just as an example, the blue line in fig. 7.6 stems from a fit with $U_{oc} = 0.1042(3)$ V and $R_{eff} = 0.00293(5)$ Ω, while for the TEG $U_{oc,TEG} = \alpha \Delta T = 2 \cdot \alpha \Delta T = 0.28$ V and $R_{TEG} = 0.004$ Ω. In the present example, the slight reduction of resistance is not able to compensate for the losses of the open circuit voltage.

### 7.3.4 Analysis of $U_{oc}$

In eq. (7.8) $U_{oc}$ represents a fitting parameter, however, we verified that it corresponds to the open circuit voltage. We will work out by which parameters it is affected and in how far $U_{oc}$ bears potential for improvement.

As expected, the Seebeck coefficient influences $U_{oc}$. We vary $\alpha$ such that $\alpha = \alpha_p = -\alpha_n$ and show its effect in fig. 7.8. For small $\alpha$ the open circuit voltage increases as

$$ U_{oc} = \Delta T_{eff} \cdot \alpha, \quad (7.9) $$

where the constant $\Delta T_{eff}$ is regarded as an effective temperature difference. For the exemplarily data, $\Delta T_{eff} = 440$ K, which is much smaller than the real temperature difference $\Delta T = 700$ K between hot and cold side. For large $\alpha$, deviations occur, which are caused by strong Peltier heating at the interface close to the cold side. With increasing $\alpha$ the strength of the Peltier heating/cooling rises, and in addition to it more current is flowing in circular way through the PNG, which is crossing the interface and enhances the heating/cooling even further. Thereby a temperature gradient increasing from the electrodes.
Figure 7.9: The effective temperature \( \Delta T_{\text{eff}} \) in dependency of the ratio \( L_y/L_x \) for total temperature drop \( \Delta T = 700 \) K (blue points) and \( \Delta T = 200 \) K (red squares). The dashed line is produced by a fit further described in the text.

towards the interface is created (see insets of fig. 7.8) and the corresponding Seebeck voltage enhances \( U_{\text{oc}} \). Details of this effect shall be discussed below.

Now, we examine which parameters affect \( \Delta T_{\text{eff}} \). It turns out that device shape has a strong influence on \( \Delta T_{\text{eff}} \). In order to analyze this, we change \( L_y \), while keeping \( L_x = L_z = 0.01 \) m constant. Furthermore, electrode sizes are always \( L_y/5 \). For each shape, \( \alpha \) is varied and \( \Delta T_{\text{eff}} \) determined. We choose \( \alpha \lesssim 10^{-4} \) V/K to avoid non-linear behavior. We checked that the simulation of a non-cubic device is not affected by the number of sites in x- and y-direction, and subsequent simulations are performed with a 60 \( \times \) 60 grid.

The results are summarized in fig. 7.9. For broad PNGs, \( L_y \ll L_x \), \( \Delta T_{\text{eff}} \) saturates and tends towards \( \Delta T \), while it decreases for elongated devices, \( L_y \gg L_x \). A fit with

\[
f(L_y/L_x) = 1 - \frac{1}{1 + a(L_y/L_x)^{-b}}
\]  

leads to a convincing description using \( a = 2.0(1) \) and \( b = 1.80(5) \). In the following, we try to clarify the limit \( (L_y/L_x) \to 0 \). Given a \( \Delta T \), a TEG delivers \( U_{\text{oc,TEG}} = 2\Delta T\alpha \), since each of the two separated legs produce the voltage \( |\alpha \Delta T| \). However, the voltage generated by a broad PNG is a factor 2 less. It is helpful to look at the potential distribution \( \mu(r)/q \) in a PNG depicted in fig. 7.10 (upper, left). Although fig. 7.10 shows \( \mu(r)/q \) for varying length \( L_y \), we choose the aspect ratio to be one, which allows for a compact presentation. For reasons discussed before, the interconnection of p- and n-type material entails that the line of equal potential is shifted away from the hot side. In open circuit conditions and for sufficiently small \( \alpha \), the temperature distribution \( T(r) \approx T(y) \) (see inset of fig. 7.8). Moreover, the temperature gradient is approximately constant implying \( T(L_y/2) = (T_h + T_c)/2 \). Looking at \( \mu(r)/q \) for \( L_y/L_x = 0.125 \), we recognize that inside the single materials, \( \mu(r)/q \) is hardly affected by the interface. Therefore, the voltage is built up from \( y \approx L_y/2 \)
over $\Delta T/2$ yielding $U_{oc} = 2\alpha(T_h - T_c)/2 = \alpha(T_h - T_c)$, such that
$\Delta T = \Delta T_{eff}$ in this limit.

From the fit we learned that for $L_y/L_x > 1$ the effective temperature difference decreases significantly faster than $(L_y/L_x)^{-1}$. As a main cause we identified that the temperature gradient and hence the potential gradient in $y$-direction shrink as $L_y/L_x$ is enlarged. This is irrelevant for the quasi one-dimensional TEG, because the open circuit voltage is determined by $\Delta T$. Here however, decreasing $\partial_y T$ is accompanied by an increase of the transitional zone around the interface leading to a convergence of the potentials in both parts. Thereby a region of very small potential gradient forms and extends further towards the cold side.

Without going into more detail, we comment on the influence of the electrical conductivity. By performing simulations with different conductivities, we found $U_{oc}(\sigma = 10^5 \text{S/m}) - U_{oc}(\sigma = 10^4 \text{S/m}) \propto \alpha^3$.

### 7.3.5 Analysis of $R_{eff}$

Now, the second fit parameter $R_{eff}$ shall be discussed. Figure 7.11 shows that for a large range $10^{-6} \text{V/K} < \alpha < 10^{-3} \text{V/K}$, $R_{eff}$ can be expressed as

$$R_{eff} = R_{PNG} + c_I \alpha^2$$

(7.11)

with the isothermal PNG resistance $R_{PNG}$ and a coefficient $c_I$, which is independent of $(L_y/L_x)$.

In order to understand the quadratic dependence on $\alpha$ we consider a one-dimensional segmented thermoelectric with $\alpha_A = -\alpha_B = \alpha$ and a very large $\sigma = 10^8 \text{S/m}$ suppressing Joule heating. The interface between p- and n-type material is located in the center. The electrodes are at fixed temperature $T_e = 300 \text{K}$, and a fixed current $I$
Figure 7.11: The fitting parameter $R_{\text{eff}}$ from eq. (7.8) shows a quadratic dependence on $\alpha$. $R_{\text{PNG}}$ is the resistance measured at isothermal conditions.

is forced through the structure. For a large range of $I$ and $\alpha$, Joule heating is negligible and the temperature distribution is mainly affected by the interface Peltier effect as shown in fig. 7.13. Such a triangle distribution creates Seebeck voltages in series adding up to $U_{\text{if}} = 2\alpha(T_{\text{if}} - T_e) = 2\alpha \Delta T_{\text{if}}$, with the interface temperature $T_{\text{if}}$. The current direction determines, whether heating or cooling takes place at the interface. Thereby the current also causes the sign of $U_{\text{if}}$, which is such that it always adds up to the resistive voltage as indicated by the Thévenin equivalent of the segmented thermoelectric (see fig. 7.12). But most importantly, $U_{\text{if}}$ is proportional to $I$, since $\Delta T_{\text{if}} \propto I$ as shown in fig. 7.14. Since the strength of Peltier effect scales linearly with $\alpha$, also $\Delta T_{\text{if}} \propto \alpha$ such that the total voltage reads

$$U = U_{\text{if}} + RI = (c\alpha^2 + R)I$$

(7.12)

with a constant $c$. Equation (7.12) clearly implies eq. (7.11). In summary, since the temperature induced voltage $U_{\text{if}} \propto \alpha^2$ is also proportional to $I$ we observe a linear relationship between voltage and current, just as for the resistance.

Now, we state that an equivalent situation, although more complex, is present in a PNG. Again, a temperature difference $\Delta T_{\text{if}}$ between electrodes and interface and the related Seebeck voltage $U_{\text{if}}$ are responsible for the behavior of $R_{\text{eff}}$. We distinguish between open circuit conditions and the case of an attached load. Even in the former case, internal current vortices occur, entailing Peltier heating at the cold side and cooling at the hot side. In contrast to the seg-

Figure 7.12: Thévenin equivalent of the segmented thermoelectric with an external current source. The induced Seebeck voltage and the resistive voltage are characterized by the same polarity.
Figure 7.13: The Peltier effect at the interface creates the shown temperature distribution, if Joule heating is negligible. The current direction determines, whether the interface is cooled or heated.

Figure 7.14: The temperature difference $\Delta T_{if} = T_{if} - T_e$ is proportional to the current $I$ and to $\alpha$.

mented thermoelectric, we find that the difference between interface temperature at the cold side $T_{if,c}$ and electrode temperature $T_e$ scales as $\Delta T_{if} = T_{if,c} - T_e \propto \alpha J_{oc} \propto \alpha^2$. This is because the internal open circuit current density $J_{oc}$ is proportional to $\alpha$, which we confirmed for each bond at the interface. Note that the same relationship results from eq. (6.15) for the current circling in parallel thermoelectrics with open circuit conditions and $\alpha_A = -\alpha_B$. The relation between the voltage evoked by $\Delta T_{if}$ and $\alpha$ in open circuit conditions reads $U_{if,oc} \propto \alpha \Delta T_{if} \propto c_{oc} \alpha^3$. For small $\alpha$, the effect of $U_{if,oc}$ on the total open circuit voltage $U_{oc}$ is hardly notable. Just for $\alpha \gtrsim 10^{-4}$ V/K deviations from the linear behavior are large enough to be recognized (see fig. 7.8), and we confirmed the influence of $U_{if,oc}$ on $U_{oc}$ by scrutinizing $U_{oc} - \alpha \Delta T_{eff}$. Presumably, the previously mentioned dependence of $U_{oc}$ on $\sigma$ enters via $U_{if,oc}$, because a larger electrical conductivity enhances the electrical currents, which in turn enhances $\Delta T_{if}$.

By attaching a load, the current passing the interface at the cold side is reduced. We observe that the temperature difference between interface and electrodes decreases linearly with the load current $I$. Accordingly,

$$U_{if} = U_{if,oc} + U_{if,I} = c_{oc} \alpha^3 - c_I \alpha^2 I$$  \hspace{1cm} (7.13)
Figure 7.15: Thévenin equivalent of the PNG attached to a load $R_I$. Seebeck voltage $U_{\text{see}}$ and the open circuit interface voltage $U_{i\text{f,oc}}$ have the same sign. The voltage across the internal resistance $R_{\text{PNG}}$ and the part of interface voltage depending on the external current, $U_{i\text{f,I}}$, point in the opposite direction.

has two counteracting contributions depicted in fig. 7.15. Additionally, the Seebeck voltage $U_{\text{see}}$ created from the temperature difference $T_h - T_c$ is superimposed and has the same sign as $U_{i\text{f,oc}}$. The voltage across the internal resistance points in the opposite direction, as well as $U_{i\text{f,I}}$. Note that $U_{i\text{f,oc}}$, which is independent of $I$, affects $U_{\text{oc}}$, while $U_{i\text{f,I}}$ is responsible for the quadratic increase of $R_{\text{eff}}$ with $\alpha$.

In summary, we can write the open circuit voltage as

$$U_{\text{oc}} = \alpha \Delta T_{\text{eff}} + c_{\text{oc}} \alpha^3, \quad (7.14)$$

where the second term is negligible for $\alpha \lesssim 10^{-4}$ and $\Delta T_{\text{eff}}$ depends on $(L_y/L_x)$ (see eq. (7.10)). The effective resistance depends on the Seebeck coefficient as

$$R_{\text{eff}} = R_{\text{PNG}} + c_I \alpha^2. \quad (7.15)$$

Eventually, the power output of a PNG reads

$$P = (\alpha \Delta T_{\text{eff}} + c_{\text{oc}} \alpha^3) I - (R_{\text{PNG}} + c_I \alpha^2) I^2. \quad (7.16)$$

Deriving $P_{\text{max}}$ based on eq. (7.16) leads to

$$\frac{P_{\text{max}}}{\alpha^2} = \frac{(\Delta T_{\text{eff}} + c_{\text{oc}} \alpha^2)^2}{4(R_{\text{PNG}} + c_I \alpha^2)}, \quad (7.17)$$

which elucidates the fact that $P_{\text{max}}/\alpha^2$ depends on $\alpha$.

Let us finally remark on the heat dissipation. In a 1d CPM $R I^2$ (see eq. (2.43)) can be derived by integrating $j^2/\sigma$ over the volume. Here, summing up $I_{ij}/G_{ij}$ over all bonds, we find

$$\sum_{ij} I_{ij}/G_{ij} = c_I \alpha^2 + R_{\text{PNG}} I^2. \quad (7.18)$$

Due to internal current vortices even for $I = 0$ heat is produced. The strength of internal currents is proportional to $\alpha$, which is also found in parallel thermoelectric (see eq. (6.15)), leading to $c_I \alpha^2$. The current dependent term is proportional to the resistance $R_{\text{PNG}}$ and not to $R_{\text{eff}}$. 


7.3.6 Shape optimization

Figure 7.10 indicates the influence of the shape on the open circuit voltage. Now, our aim is to find an optimal ratio \( (L_y/L_x)_{opt} \) with highest power output. Therefore, we consider the maximum power obtained by impedance matching

\[
P_{max} = \frac{U_{oc}^2}{4R_{eff}}. \tag{7.19}
\]

In fig. 7.16, we rescaled \( P_{max} \) by \( \alpha^{-2} \), which leads to a data collapse signifying that the optimal ratio \( (L_y/L_x)_{opt} \approx 0.5 \) is independent of \( \alpha \) for \( \alpha \leq 1.28 \cdot 10^{-4} \text{V/K} \). For small \( (L_y/L_x) \) the open circuit voltage reaches its maximum, but the resistance \( R_{eff} \) becomes larger as well, while in the opposing limit \( U_{oc} \) vanishes and \( R_{eff} \) saturates. Increasing \( (L_y/L_x) \) in an comparable TEG leads to the red line in fig. 7.16, which follows \( (L_y/L_x)^{-1} \) due to the dependence of the resistance on \( L_y \) and is considerably higher than the PNG power \( P_{max}^{(PNG)} \). One could ask, with which aspect ratio the power comes closest to the TEG performance. We find that \( P_{max}^{(TEG)}/P_{max}^{(PNG)} = 5.5(1) \) for \( L_y/L_x = 1 \) is the smallest quotient.

For large Seebeck coefficients corrections discussed in sections 7.3.4 and 7.3.5 become relevant, and whether it has a positive impact on \( P_{max}^{(PNG)} \) might depend on further parameters like heat conductivity and temperature, partly determining the interface temperature.

7.3.7 Cut along the interface

An apparent improvement is achieved by introducing a cut along the pn junction increasing \( U_{oc} \) and suppressing current vortices. We expect an optimal cutting length \( h_{opt} \) and are interested in how far it depends on system parameters. Beside simulation results experimental findings are presented.

To simulate the cut, we disconnect adjacent sites at the pn junction up to cutting height \( h \) (see inset of fig. 7.17). Considering \( P_{max}(h) \) (see fig. 7.17), we find that it is characterized by a maximum, which can
be understood as a trade-off between rising resistance and increasing $U_{oc}$. The resistance tends towards infinity for $h/L_y \to 1$, while the Seebeck voltage almost reaches $2|\alpha|\Delta T$ as also identified in [168]. The open circuit voltage for $h = 0$, intensely discussed in section 7.3.2, is $U_{oc} \approx 0.7\alpha\Delta T$.

The Seebeck coefficient weakly influences the optimal cutting length $h_{opt}$. We also observe that $\alpha$ affects $P_{\text{max}}(h_{opt})/P_{\text{max}}(0)$, which reaches values between 2.4 and 2.9. Note that we detected a slight dependence of $c_I$ and $c_0$ on $h$, which is not analyzed further in this thesis.

We also examined, whether further parameters affect position and height of maximum and found that $\Delta T$ and $\sigma$ are insignificant. However, it turns out that the system shape is relevant. Due to the unfavorable electrochemical potential distributions for large $(L_y/L_x)$ (see fig. 7.10), the performance of elongated PNGs can be improved strongly by cutting. Consequently, the power of a cut PNG with large $(L_y/L_x)$ comes closer to the one of a comparable TEG. E.g. with $(L_y/L_x) = 2$ and optimal cut $h_{opt}$ we find $P_{\text{max}}^{\text{PNG}}/P_{\text{max}}^{\text{TEG}} = 1.2(1)$. However, in terms of power long devices are unpreferable, and the highest power is obtained by optimizing a PNG with $(L_y/L_x) = 1$ yielding $P_{\text{max}}^{\text{PNG}}/P_{\text{max}}^{\text{TEG}} = 1.8(1)$.

We checked that the maximum efficiency does not show any significant differences compared to $P_{\text{max}}(h)$ and the optimal cutting height for largest efficiency gain is $h \approx 0.8$ just as for the electrical power.

R. Chavez and J. Hall did the corresponding experiment [175, 23] by iteratively measuring and cutting a PNG. The experimental data show a maximum power output as well, where the peak position has a strong dependence on $\Delta T$ (see fig. 7.18). We attribute this to diode-like behavior of the interface, which will be discussed in the context of an extended simulation model (see section 7.5). A significant enhancement of the power output up to a factor of 3.5 is observed due to cutting in the experiment, where $L_y/L_x \approx 3$. Performing simulations with a similar shape, we almost find the same enhancement, although not all physics are covered by the underlying simulation model.
Figure 7.18: Experimental data of $\frac{P_{\text{max}}(h/L_y)}{P_{\text{max}}(0)}$ rescaled by the maximum power output of a uncut device for different temperatures. Lines serve as a guide to the eye.

7.3.8 Heat current and efficiency

For the sake of completeness, heat currents into and out of the PNG are discussed. Figure 7.19 shows the heat current at hot and cold side of a PNG and a TEG. As in the parallel structure, even for $I = 0$ internal currents are present, which flow such that they raise $I_{q,\text{hot}}$ and $I_{q,\text{cold}}$ in a PNG in comparison to a TEG. In a TEG with open circuit conditions, just Fourier heat is transported hot to cold. Compared to a TEG, the heat currents in the PNG hardly depend on $I$, which is due to the internal currents already apparent for $I = 0$.

The efficiency is further reduced by the larger heat flow. However, for some applications, larger heat currents may be desirable. E.g. in situations, where a certain amount of heat has to be dissipated as pointed out in [64].

For a thermoelectric cooler and heater, the electrical current has to transport heat from cold to hot. Since internal currents in a PNG counteract this endeavor, a PNG does not have potential as cooler or heater.

Figure 7.19: Heat current at hot (red) and cold side (blue) are shown for PNG (points and lines) and TEG (dashed lines) at $\Delta T = 700$ K.
A more realistic description of a PNG shall be achieved by taking into account pn junction characteristics. Before presenting an extended model, experimental results are summarized.

Parts of this section have been published in [175, 110].

### 7.4.1 Experimental findings

Experimental investigations of the pn junctions revealed a complex interface structure influenced by particle structure and current-activated pressure-assisted sintering process.

Analysis of the spatially resolved Seebeck coefficient across the interface showed that p- and n-type particles form an intermixed region instead of a sharp interface [176]. Within this region, extending over approximately 100 µm, both particle types are present. In contrast, a sharp interface described by the Shottky model leads to small SCR in the order of ~ 10 nm. The observed broader pn region is due to an intermixing of particles on a micrometer range. The intermixing may happen during the filling of the sinter die as well as during the sinter process itself as has been pointed out in section 4.3.3. Furthermore, overshoots of the Seebeck coefficient at the border of the interface region have been observed. Their occurrence is explained by (partially) melting of particles during CAPAD. If p- and n-doped particles coalesce, their dopants can partially compensate each other, creating regions with very low charge carrier concentration. Low carrier concentrations are related to high Seebeck coefficients observed in the experiment.

Moreover, an Optically Beam Induced Voltage (OBIV) technique was used to characterize the interface on a microscale. For an OBIV measurement the surface of a structure is excited by a light beam, typically a laser, and the voltage across the sample is measured. If the energy of the light exceeds the band gap, electron hole pairs are produced. They may recombine or, if they are created close to the SCR, can be separated, leading to an optically induced voltage. Hence, the OBIV measurement enables us to envision the pn junction, which is by no means a sharp interface, but its position varies over a couple of ≈ 10 µm. Additionally, the strength of the voltage indicates that the quality of the diode is strongly position dependent.

We emphasize that handling at atmospheric conditions engender a variety of impurities, which are accompanied by intraband states controlling the overall electrical behavior. The measurement of current-voltage characteristics reveals that diode and ohmic behavior are superimposed [177, 172, 23]. This is expressed by the equivalent circuit fig. 7.20 containing a diode and a shunt conductance. The appearance of a shunt conductance in non-ideal devices is attributed to leak currents, which appear scattered across the interface [178]. Centralizing them in a single conductance is a quite practical and helpful approach. The shunt originates from surface currents, grain bound-
ary effects and high number of gap states created by morphology defects and impurities [178, 177].

Different extensions to the equivalent circuit fig. 7.20 were proposed. As an example, a current source parallel to diode and shunt can be introduced to reflect contributions of charge carriers separated by the SCR. Such an equivalent circuit almost corresponds to those used for the description of solar cells, where charge carriers are excited by photons. Usually, a series resistance is added accounting for material beyond the SCR and metallic contacts. R. Chavez [23] suggested an extension by an additional non-linear shunt conductance, which implies a better description of his data.

7.4.2 Model details

For simplicity, we do not take into account the spatial distribution of the interface region and assume all diodes are of the same quality. In order to model a pn junction, we replace a bond connecting p- and n-type material by the structure shown in fig. 7.20. The static diode conductance is derived from the Shockley equation [166, 40]

\[ j_d = j_0 \left( \exp \left( \frac{eU}{kT} \right) - 1 \right), \]  
(7.20)

where \( U \) is the voltage across the SCR, \( k \) is the Boltzmann constant and \( e \) the elementary charge. We assume that the voltage between two sites constituting an interface, is completely dropped across the SCR. Of high importance is the temperature dependence of the saturation current \( j_0 \). Within the framework of the Shockley model it reads [166]

\[ j_0 = aT^{3+\gamma/2} \exp \left( -\frac{E_g}{kT} \right), \]  
(7.21)

where \( E_g \) is the band gap. In eq. (7.21) the exponential term is most significant, and we choose \( \gamma = 2 \) and \( a = 0.01 \text{ A/K}^4 \). With those values as well as with reasonable temperature differences and band gaps, \( G_{pn} \) vanishes on the cold side, while it is in the order of the

![Figure 7.20: Each bond at the interface is replaced by the depicted shunt-diode structure, which is characterized by \( \sigma_{sh} \), which is constant, and \( \sigma_{pn} \), which depends on temperature and voltage.](image-url)
Figure 7.21: The current-voltage characteristic and the power $P(I)$ for $E_g = 0.6 \text{eV}$. In the power producing regime $P(I) > 0$, $I(U)$ is in most cases linear and the power is well described by a quadratic function. Parameters are taken from table 9. Moreover, we choose $\sigma_{sh} = 10^6 \text{S/m}^2$, $T_h = 1000 \text{K}$ and $T_c = 300 \text{K}$.

bulk conductance on the hot side (see fig. 7.22). Now, the static conductance of the diode reads

$$G_{pn} = aT_{ij}^{3+\gamma/2} \exp\left(-\frac{E_g}{kT_{ij}}\right) \left(\exp\left(\frac{eU_{ij}}{kT_{ij}}\right) - 1\right) \frac{S_{pn}}{U_{ij}} \quad (7.22)$$

where $T_{ij} = (T_i + T_j)/2$ and $U_{ij} = (\mu_i - \mu_j)/q$. $S_{pn} = (L_y/N_y)(L_z/N_z)$ corresponds to the cross section area determined by the discretization. For simplicity, $G_{sh} = \sigma_{sh}S_{pn}$ scales with the cross section area as well. Note that an additional series resistance is not taken into account.

Taking into account voltage dependent conductances implies that a system of non-linear equations has to be solved. We rely on the method on hand, and we solve the system iteratively. In the first iteration step, the potential distribution $\mu_i$ ($i$ running over all nodes) is derived neglecting the diode. Subsequently, we solve the system eqs. (3.13) and (3.14) and update $\mu_i$ and $G_{pn}$. This process is repeated until the solution becomes stable. Thereby, the evolution of the variables should not to be misinterpreted as a time evolution.

7.4.3 Influence of band gap and shunt conductance

At first, we investigate the influence of the newly introduced parameters, band gap $E_g$ and shunt conductivity $\sigma_{sh}$, on the electrical power. Further parameters are taken from table 9.

Again, we focus on $P_{\text{max}}$ and its determination requires $P(I)$. Due to the diodes, $P(I)$ can not be a quadratic function of $I$. However, in the power producing regime $P > 0$, an almost linear current-voltage characteristic is observed as shown exemplarily in fig. 7.21. R. Chavez [23] and A. Becker [172] obtained the same result in their experiments. The occurrence of the linear behavior is surprising, since voltages across the diodes are quite large and approximating the current-voltage characteristic of the diodes by a linear function is not feasible.

In order to understand of the device, we consider the conductances $G_{pn}$ along the interface for fixed $G_{sh}$ and different $E_g$ and $I$ (see
Figure 7.22: The conductance $G_{\text{pn}}$ is plotted along the interface. The cold side is located at $y/L_y = 0$ and the hot side at $y/L_y = 1$. Furthermore, the shunt conductance $G_{\text{sh}}$ (black) used in fig. 7.21 and the bulk bond conductance $G$ (red) are shown. In the right figure, the dependence of $G_{\text{pn}}$ on the current is indicated for $E_g = 0.6 \text{ eV}$ (dashed lines) and $E_g = 1.0 \text{ eV}$ (solid lines). The heat bath temperatures are $T_h = 1000 \text{ K}$ and $T_c = 300 \text{ K}$.

It is derived along the interface, where the cold side is located at $y/L_y = 0$ and the hot side at $y/L_y = 1$. We notice that the temperature increases the saturation current to such extent that diodes on the hot side conduct much better than diodes on the cold side, although diodes are reverse biased on the hot side. Considering the influence of the band gap (fig. 7.22, left), we recognize that for $E_g = 0.2 \text{ eV}$ diodes are active ($G_{\text{pn}} > G_{\text{sh}}$) along the whole interface, while for large $E_g = 1.0 \text{ eV}$ diodes are mainly bypassed. For intermediate band gaps, diodes on the cold side are inactive, while on the hot side $G_{\text{pn}} > G_{\text{sh}}$. This leads to an advantageous effect on $P_{\text{max}}$ as discussed below. The effect of the electrical current $I$ on $G_{\text{pn}}$, shown in fig. 7.22 (right) for $E_g = 0.6 \text{ eV}$ (dashed lines) and $E_g = 1.0 \text{ eV}$ (solid lines), is quite weak. In general, $G_{\text{pn}}$ decreases with the electrical current, which is attributed to the fact that on the cold side more charge carriers flow out of the device lowering the forward biased voltage across the interface. Although $G_{\text{pn}}$ for $E_g = 0.6 \text{ eV}$ changes significantly with $I$, the position-dependent relation to $G_{\text{sh}}$ and $G$ is hardly affected. As a consequence, the current distribution for $I = 4 \text{ A}$ and $I = 40 \text{ A}$ are very similar and the total conductance of the PNG is almost independent of $I$.

In the following investigation of $P_{\text{max}}$, we use an interpolation to describe $P(I)$ and subsequently perform a numerical search for the maximum. Figure 7.23 displays $P_{\text{max}}$ in dependence of $E_g$ for different $\sigma_{\text{sh}}$. Three regions are recognized. First, for small $E_g$ the diode is highly conductive, the current bypasses the shunt and hence, $P_{\text{max}}$ becomes independent of $\sigma_{\text{sh}}$. Even though $\sigma_{\text{pn}}$ decreases with $E_g$, the maximum power should saturate, since the total conductance is limited by the bulk conductance. For large $E_g \gtrsim 1 \text{ eV}$ we observe that $P_{\text{max}}$ is constant as well, because the diodes block across the whole interface, such that all current passes the shunt. Here, $P_{\text{max}}$ is strongly influenced by $\sigma_{\text{sh}}$. In between, a complex interplay between $\sigma_{\text{pn}}$ and $\sigma_{\text{sh}}$ causes the shape of $P_{\text{max}}(E_g)$, which is characterized by a maximum. With increasing $E_g$, the diode elements become less conductive, most notably on the cold side (see fig. 7.22). Consequently, the poten-
Figure 7.23: The influence of $E_g$ and $\sigma_{sh}$ on $P_{\text{max}}$ is shown for $T_h = 1000 \, \text{K}$ and $T_c = 300 \, \text{K}$.

potential distribution evolves such that more current is flowing across the interface on the hot side, which is similar to the situation created by a cut. The mechanism leading to an enhancement by cutting is explained in section 7.3.7, and the same arguments apply here. For even larger $E_g$, $\sigma_{pn}$ on the hot side is affected as well and $P_{\text{max}}$ enters the regime, where $\sigma_{sh}$ is relevant. The maximum is less pronounced for large $\sigma_{sh}$, since the cut like effect of the temperature dependence of $\sigma_{pn}$ just works if $\sigma_{sh}$ is small.

A comparable TEG with perfect electrical contacts delivers $P_{\text{max}} = 4.9 \, \text{W}$, which is about a factor two larger than the best PNG in fig. 7.23. Thus, engineering the pn junction bears as much potential as introducing a cut.

7.4.4 Influence of temperature difference

Of great interest is the influence of the temperature difference $\Delta T$ on $P_{\text{max}}$. As shown before, for a TEG in CPM approximation the maximum power scales with $\Delta T$. Even for real parameters, usually exhibiting moderate temperature dependence, just slight deviations from the quadratic behavior are observed. However, for the extended PNG model substantial differences are anticipated due to the exponential nature of the diode. As in the previous section, $P_{\text{max}}$ is determined from an interpolating function. In subsequent investigations, we vary $E_g$ and investigate the influence of the shunt.

The maximum power for three combinations of $E_g$ and $\sigma_{sh}$ is depicted in fig. 7.24. Each curve is characterized by three regimes. For low $\Delta T$, $P_{\text{max}}$ increases quadratically. The diode is highly resistive and all current is passing the shunt. That is why $\sigma_{sh}$ strongly affects $P_{\text{max}}$. Here, $\sigma_{sh}$ is significantly smaller than the bulk conductivity such that the PNG performs orders of magnitude worse than a TEG (black dashed line). Additionally, unfavorable effects caused by the geometry of the PNG as discussed in section 7.3 reduce the power. In an intermediate temperature regime, the diode is activated and the PNG substantially increases its power. This region is more pronounced for low $\sigma_{sh}$ carrying more potential for improvement. Re-
Figure 7.24: $P_{\text{max}}$ is derived in dependence of $\Delta T$ and for $E_g = 0.4 \text{ eV}$, $E_g = 0.5 \text{ eV}$ as well as two shunt conductivities $\sigma_{\text{sh}} = 10^4 \text{ S/m}^2$ and $\sigma_{\text{sh}} = 10^5 \text{ S/m}^2$. Furthermore, experimental results are presented (red symbols). Note that experimental data are multiplied by 30 such that the same axis can be used. The black dashed line corresponds to $P_{\text{max}}$ derived for a comparable TEG in the framework of a CPM.

sponsible for the location of this transition region is the band gap $E_g$ and the shunt $\sigma_{\text{sh}}$: raising $E_g$ or $\sigma_{\text{sh}}$ shifts the onset of the strong increase to higher temperatures. However, despite the strong increase, $P_{\text{max}}$ still undercuts the TEG power by a factor of 2-3. At higher temperatures $\Delta T > 400 \text{ K}$, both disperse even further, since a closer investigation reveals that $P_{\text{max}}$ of the PNG rises weaker than $\Delta T^2$. This observation is ascribed to the fact that diodes further away from the hot side become conductive with increasing $T_h$. This allows for a growth of unfavorable current vortices. The situation is similar to reducing the cut below the optimal cut length (see section 7.3.7). This explanation is illustrated by the the potential distribution $\mu(\vec{r})/q$ shown in fig. 7.25 for $E_g = 0.5 \text{ eV}$ and $\sigma_{\text{sh}} = 10^5 \text{ S/m}^2$. In the regime $200 \text{ K} \lesssim \Delta T \lesssim 350 \text{ K}$ ($T_h = 500 \text{ K}$ to $T_h = 750 \text{ K}$), we observe that the line of equal potential (dashed line) is shifted towards the hot side. There, diodes are conductive, while they are still blocked on the cold side. Note, that the potential distribution in fig. 7.25 (upper left to upper right) develops such that it becomes similar to a cut PNG. In the high temperature regime with $350 \text{ K} \lesssim \Delta T$, we recognize that with increasing $T_h$ the interface part with well conducting $\sigma_{\text{pn}}$ shifts towards the cold side and $\mu(\vec{r})/q$ diverge from its optimal distribution.

In fig. 7.24 we also show experimentally measured maximum power from two different samples (red squares and points) and find a qualitative agreement between simulation and experiment. Note that experimental data are multiplied by 30 such that the same axis can be used. Although at low temperatures differences, only few data points are available, the three regimes can be recognized in experimental data as well. Due to different transport parameters, device dimensions and shape, experimental and simulational values deviate. Further differences, especially in the intermediate temperature regime, may also arise due to differing $E_g$ and $\sigma_{\text{sh}}$. 
Figure 7.25: Potential distribution $\mu(r)/q$ and current distribution for various temperatures. $\mu(r)/q$ increases from green to pink and black arrows indicate current strength and direction. Note that the color coding for the potential reflects the relative potential variation in each figure and does not represent absolute values. The same is true for the size of the arrows. The dashed lines denote the height at which the potentials in p- and n-type legs are equal.

7.5 PN-GENERATOR VS. CONVENTIONAL DEVICE

Finally, we present a comparison between an experimental TEG and a PNG with nearly optimal cut length. As a reference we use a TEG built from the same source material as the PNG [174]. Since elevated temperatures were not accessible with the TEG, we show complementary simulation results. Therefore, we used temperature dependent parameters $\sigma(T), \alpha(T), \kappa(T)$ [62, 179], which were obtained from the same material as the TEG. Note that the simulations were performed at the same hot and cold side temperatures as the experiment with the PNG.

Both experimental generators have different geometries. To be comparable, we have to rescale $P_{\text{max}}$ adequately. Often, $P_{\text{max}}/S$ with cross section area $S$ is used, instead of $P_{\text{max}}$ itself. But this quantity still depends on $L_y$. Therefore, we propose a further quantity, which is independent of the geometry. It is defined as

$$p_{\text{max}} := \frac{P_{\text{max}} L_y}{S}. \quad (7.23)$$

For the CPM, eq. (7.23) corresponds to the power factor $a^2 \sigma$. This is not the case for the PNG as the conductance is not proportional to $L_y^{-1}$.

Fig. 7.26 shows $P_{\text{max}}$ of the said generators. The experimental TEG and the simulated TEG are separated by an offset that results from parasitic losses in the experimental TEG, which are neglected in the simulation. Note that the experimental TEG contains the parasitic losses of 32 legs. For small $\Delta T$ the PNG performs about two orders of magnitude worse than the perfect TEG. A strong reduction
Figure 7.26: Comparison of the power output density of the cut PNG and TEG. Since experimental data available (blue points) just reach to $\Delta T \approx 180^\circ C$ an ideal device (red line) is simulated covering the high temperature regime.

is also found in simulations of the PNG and are attributed to non-conducting diodes and low shunt conductivity (see section 7.4.4). Moreover, the unfavorable geometry of the PNG contribute to the bad performance. However, with increasing $\Delta T$, the diode becomes more conductive and exceeds the extrapolated power of the experimental TEG (thin blue line). The extrapolation is obtained by fitting a quadratic function to the experimental TEG data. For large $\Delta T$ the PNG provides merely half of the power produced by the perfect simulated TEG. We want to stress, that the experimental accessible hot side temperature and hence $\Delta T$ are bounded for technical reasons, and in principle higher $T_h$ can be applied to the PNG before degradation sets in.

Up to now, the presumably best performing generator is built from half-Heusler material and provides approximately 23000 W/m$^2$ at $\Delta T \approx 460 K$ [180], which translates into $p_{\text{max}} = 69 W/m$ just slightly more than the PNG built from nanostructured silicon with $p_{\text{max}} = 60 W/m$ at $\Delta T = 463^\circ C$.

7.6 Conclusion and Outlook

In this chapter, we presented an investigation of a new thermoelectric device geometry. The advantage of the new setup consists of the dismissal of hot side electrical contacts, which usually limit the application range of today’s TEGs.

Our analysis was done in two steps: First, we used the basic Onsager network model to discretize a two-dimensional pn junction with attached electrodes. Interface effects are neglected, and the doping is just reflected by the Seebeck coefficients. We focused on the electrical power and showed that it can be described by a quadratic equation (see eq. (7.16)). Moreover, we explained the physical origin of its coefficients. Unfortunately, those coefficients are such that the PNG performs significantly worse than a TEG. A way to improve the performance consists of introducing a cut along the interface. We derived the optimal cutting length and understood its origin.
Table 10: Comparison of $P_{\text{max}}$ between PNG and TEG with perfect electric contacts on the hot side. For all cases we choose $T_h = 1000 \text{ K}$ and $T_c = 300 \text{ K}$. Results obtained with optimal cutting height are used. Concerning the advanced model we applied $E_g = 0.5 \text{ eV}$ and $\sigma_{\text{sh}} = 1000 \text{ S/m}^2$.

<table>
<thead>
<tr>
<th></th>
<th>$P_{\text{max}}^{(\text{TEG})}/P_{\text{max}}^{(\text{PNG})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>5.4</td>
</tr>
<tr>
<td>cut</td>
<td>1.8</td>
</tr>
<tr>
<td>diode</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Second, an extended model was developed by replacing each pn interface bond by a diode-shunt structure. This model is able to reproduce experimental results qualitatively, especially the temperature dependence.

Throughout this chapter, we compared the maximum power output of the PNG to the CPM TEG with perfect contacts. We summarize them in table 10.

The model still lacks a lot of physics. The most interesting feature are the additional charge carriers, which are separated by the SCR as proposed by G. Span. They can be implemented phenomenologically by an additional current source at the interface, similarly to the solar cell description. But the strength of the current includes processes, which are out of the scope of the presented model. However, the importance of the additional current for systems based on nanostructuring has not been experimentally validated.

Another important aspect is the temperature dependence of the transport parameters. Especially the electrical conductivity can have a beneficial effect. By appropriate doping, solely extrinsic charge carriers are available on the cold side, while on the hot side additional intrinsic charge carriers implicate considerably higher electrical conductivity. This in turn leads to a metallic-like hot side, similar to a TEG structure, but without metal-semiconductor contact issues. The here presented model already offers the possibility to assign any temperature dependence to transport properties, but this possibility has not been explored yet.

Since the model used by G. Span takes into account more physics than the model presented in this work, one may ask what advantages are offered by a simpler model. We are not yet able to simulate and predict real devices properties. However, as we have shown in the present chapter, a lot of general aspects can be investigated separately of each other, which are not as clearly exposed when using a more detailed description. By increasing the complexity of the model step-wise, we are able to distinguish relevant features and already reached an qualitative agreement to experiments.
In this thesis we studied complex dynamics and performance of inhomogeneous thermoelectrics in various contexts using the phenomenological Onsager-de Groot-Callen theory. To carry out our research beyond the analytically accessible regime, we developed a network model on the basis of the aforementioned theory. The fruitful collaboration with an engineering group, building thermoelectric generators from scratch, motivated the application of our approach to distinct problems. We demonstrated that our network model is suitable to describe and support the development and investigation of inhomogeneous thermoelectrics.

In addition to the conclusions and summaries at the end of each chapter, here, we condense the main results.

At first we considered the current-activated pressure-assisted densification (CAPAD). We focused on the initial stage of the process, where partial melting and the related particle motion have a huge impact. With the lattice model, we elaborated on the influence of elongated pores on density and conductivity. Moreover, we indicated the similarities between our CAPAD model and the random fuse model. In binary mixtures consisting of particles with distinct Seebeck coefficients, we discovered self-organized structure formation. For small Seebeck coefficient differences segregation of particle types is observed, while for large Seebeck coefficient differences the occurrence of a checkerboard-like pattern occurs. Nonetheless, the segregation is partly enabled by somewhat unphysical low densities, which are caused by a large number of mobilized particles. Whether those effects can be found in the MD model or in an experiment is an open question.

Furthermore, we showed that the application of the Harman method to inhomogeneous media has substantial systematic errors. As a first example, we investigated segmented material and compared true open circuit values to Harman measurement results. We focused on the relevant limit of small currents and weak heat coupling to the environment, which enables an analytical description. The influence of the current, indispensable to the method, is memorized by the temperature distribution, which is self-organized such that the absolute value of the Seebeck coefficient is always overestimated. This in turn, leads to an overestimation of heat conductivity as well as figure of merit, which reaches up to 56% if the Seebeck coefficients differ by a factor 4. For segmented material, including superlattices, we were able to find correction terms. In two-dimensional random particle mixtures, we detected the same error around the percolation threshold.

For double segmented structures, we demonstrated that the temperature distribution, affected by the current, may either enhance or
decrease the electrical power of a generator in comparison to the power expected from open circuit transport coefficients. In most cases, the interface Peltier effect leads to a temperature distribution with decreased temperature drop across the material with the higher Seebeck coefficient, which results in a reduced electrical power. However, we calculated a parameter regime, in which superposition of Joule heating and Peltier cooling causes an enhancement of the power.

Eventually, we investigated a novel generator geometry, consisting basically of a pn junction, which facilitates its employment at high temperatures. We showed that this type of generator suffers from internal losses due to current vortices. For an ohmic interface, we were able to determine a phenomenological equation describing the dependency of the electrical power on the current, material properties and system dimensions. Moreover, we detected that a geometric optimization consisting of a cut along the interface lowers the internal losses to a large extent. In a next step, we introduced diode-shunt structures at the pn interface, which facilitated a qualitative description of experimental data. Finally, it was shown by an experiment that an optimized pn generator performs almost as good as a simulated conventional device, characterized by the same transport parameters. This is all the more promising, since the simulated conventional device does not suffer any parasitic losses.
Here, we show the calculation of the temperature distribution of a one-dimensional segmented thermoelectric. A similar calculation has been presented in [83].

The basic idea entails that in each segment $i$ the temperature follows a parabolic function

$$T_i(x) = a_i x^2 + b_i x + c_i \quad \text{with} \quad a_i = -\frac{j^2}{2\sigma_i \kappa_i}. \quad (A.1)$$

The unknown $b_i, c_i$ are derived from the requirement for continuous temperatures and heat currents at the interfaces:

$$T_i(x_i) = T_{i+1}(x_i) \quad \text{and} \quad j_{q,i}(x_i) = j_{q,i+1}(x_i). \quad (A.2)$$

Besides, we apply a constant electrical current density $j$. In section 3.2.2 we provide temperatures at $x_1$ and $x_{n+1}$. However, in order to mimic the Harman method, here we couple the segmented structure to a heat bath of temperature $T_{HB}$ via the heat conductance $K_{env} = \kappa_{env} S / d$ with the cross section area $S$. Note that just Fourier heat is flowing through those connections. Figure A.1 depicts a superlattice setup with $n = 4$ layers of material A and B. The material/electrode interface is located at $x_1$ and $x_{n+1}$. Let the length of each segment A be $d_A = 2fL/n$, while each segment of material B has the length $d_B = 2(1-f)L/n$, where $0 \leq f \leq 1$ represents the amount of material A. Now, the interfaces are located at

$$x_i = \begin{cases} \frac{i}{2}d_A + \left(\frac{i}{2} - 1\right)d_B & \text{if } i \text{ is even} \\ \frac{i-1}{2}(d_A + d_B) & \text{if } i \text{ is odd} \end{cases}. \quad (A.3)$$

Considering $n$ layers, eq. (A.2) delivers $2(n+1)$ equations. Further conditions result from the boundary conditions $T(-d) = T_{HB}$ and $T(L+d) = T_{HB}$. 

Figure A.1: An example of a superlattice with $n = 4$ layers consisting of material A and B. Furthermore, we consider a Fourier heat coupling of the segmented structure to the heat bath temperature $T_{HB}$. 

113
\[ T(L + d) = T_{\text{HB}}. \] Applying a matrix formalism, the system of linear equations for the \(2(n + 2)\) unknowns \(b_i, c_i\) reads

\[
\begin{pmatrix}
-d & 1 & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
-x_1 & 1 & -x_1 & -1 & 0 & \cdots & \cdots & 0 \\
M_1(x_1) & 0 & -M_2(x_1) & -p_2 & 0 & \cdots & \cdots & 0 \\
0 & 0 & x_2 & 1 & -x_2 & -1 & 0 & \cdots & 0 \\
0 & 0 & M_3(x_2) & p_2 & -M_4(x_2) & -p_4 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & x_{n+1} & 1 & -x_{n+1} & -1 \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & M_{n+1}(x_{n+1}) & p_{n+1} & -M_{n+2}(x_{n+1}) & -p_{n+2} \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & 0 & 0 & 0 & -(L + d) & 1 \\
\end{pmatrix}
\begin{pmatrix}
b_1 \\
c_1 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
h_{n+2} \\
c_{n+2} \\
\end{pmatrix}
= 
\begin{pmatrix}
T_{\text{HB}} \\
Y_1 \\
Z_1 \\
\vdots \\
\vdots \\
\vdots \\
Y_{n+1} \\
Z_{n+1} \\
\end{pmatrix}
\tag{A.4}
\]

with

\[
M_i(x_k) = \alpha_i x_k - \kappa_i \\
P_i = \alpha_i j \\
Y_i = (\alpha_{i+1} - \alpha_i)x_i^2 \\
Z_i = (\alpha_{i+1}a_{i+1} - \alpha_i a_i)x_i^2 + 2(\kappa_i a_i - \kappa_{i+1}a_{i+1})x_i.
\]

Equation (A.4) can be solved by means of standard methods, e.g. using the algebra program Mathematica [181]. We obtain a piecewise function representing the temperature in each segment. From the temperature distribution we derive the Seebeck coefficient measured with the Harman method according to

\[
\alpha'_{\text{eff}} = \frac{\sum_{i=2}^{n+1} \kappa_i (T_i(x_i) - T_i(x_{i-1}))}{T_n(x_{n+1}) - T_2(x_1)}.
\tag{A.5}
\]
APPENDIX B: BASE UNITS

We derive the dimension of all relevant quantities in the base unit system used for the lattice model in section 4.3 following the ideas presented in [182].

We start with the usual SI base unit system \{\mathcal{M}, \mathcal{L}, \mathcal{T}, \mathcal{I}, \mathcal{E}\} containing the dimensions of mass \mathcal{M}, length \mathcal{L}, time \mathcal{T}, current \mathcal{I} and temperature \mathcal{E}. The dimension \mathcal{A} of a deduced quantity \mathcal{A} is given in the form \mathcal{A} = \mathcal{M}^e \mathcal{L}^e \mathcal{T}^e \mathcal{I}^e \mathcal{E}^e. In the matrix eq. (B.1), we summarize the dimensions of all relevant quantities using the exponents \(e_{ij}\):

\[
\mathcal{U}_i = \begin{pmatrix}
\mathcal{M} & \mathcal{L} & \mathcal{T} & \mathcal{I} & \mathcal{E} \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}.
\] (B.1)

First, instead of the mass, the heat capacity of a particle \mathcal{C} shall be used in the base unit system. In the present base unit system the dimension of \mathcal{C} is \(\mathcal{C} = \mathcal{M}^e \mathcal{L}^e \mathcal{T}^e \mathcal{I}^e \mathcal{E}^e\). In the matrix eq. (B.1), we summarize the dimensions of all relevant quantities using the exponents \(e_{ij}\):

\[
\mathcal{P}_i = \begin{pmatrix}
\mathcal{C} & \mathcal{L} & \mathcal{T} & \mathcal{I} & \mathcal{E} \\
1 & -2 & 2 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}.
\] (B.2)

The matrix \(\mathcal{P}_i \cdot \mathcal{U}_i\) enables a change of the base unit system. By the multiplication \(\mathcal{U}_i \cdot \mathcal{P}\) we gain the exponents \(e_{ij}\) in the \{\mathcal{C}, \mathcal{L}, \mathcal{T}, \mathcal{I}, \mathcal{E}\} base unit system. In a
similar way, we replace time by heat conductance and electric current by electric conductance resulting in the following exponents

\[
\mathbf{\Upsilon}_f = \begin{pmatrix}
C & L & K & G & E \\
m & 3 & -2 & -2 & 0 & 1 \\
l & 0 & 1 & 0 & 0 & 0 \\
t & 1 & 0 & -1 & 0 & 0 \\
I & 0 & 0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
T & 0 & 0 & 0 & 0 & 1 \\
G & 0 & 0 & 0 & 1 & 0 \\
K & 0 & 0 & 1 & 0 & 0 \\
C & 1 & 0 & 0 & 0 & 0 \\
\alpha & 0 & 0 & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2}
\end{pmatrix}
\]  \tag{B.3}

Now, we derive the dimension of all relevant quantities in the base unit system used for the MD model in section 4.4. We start with

\[
\mathbf{\Upsilon}_i = \begin{pmatrix}
\mathcal{M} & \mathcal{L} & \mathcal{T} & \mathcal{I} & \mathcal{E} \\
m & 1 & 0 & 0 & 0 & 0 \\
l & 0 & 1 & 0 & 0 & 0 \\
t & 0 & 0 & 1 & 0 & 0 \\
I & 0 & 0 & 0 & 1 & 0 \\
T & 0 & 0 & 0 & 0 & 1 \\
k_{n/t} & 1 & 0 & -2 & 0 & 0 \\
G & -1 & -2 & 3 & 2 & 0 \\
K & 1 & 2 & -3 & 0 & -1 \\
C & 1 & 2 & -2 & 0 & -1 \\
p & 1 & 0 & -2 & 0 & 0
\end{pmatrix}
\]  \tag{B.4}

The time is replaced by the force and the mass by the material density, which results in

\[
\mathbf{\Upsilon}_f = \begin{pmatrix}
\mathcal{C} & \mathcal{L} & \mathcal{F} & \mathcal{I} & \mathcal{E} \\
m & 1 & 2 & 0 & 0 & 0 \\
l & 0 & 1 & 0 & 0 & 0 \\
t & \frac{1}{2} & \frac{3}{2} & -\frac{1}{2} & 0 & 0 \\
I & 0 & 0 & 0 & 1 & 0 \\
T & 0 & 0 & 0 & 0 & 1 \\
k_{n/t} & 0 & -1 & 1 & 0 & 0 \\
G & \frac{1}{2} & \frac{1}{2} & -\frac{3}{2} & 2 & 0 \\
K & -\frac{1}{2} & -\frac{1}{2} & \frac{3}{2} & 0 & -1 \\
C & 0 & 1 & 1 & 0 & -1 \\
p & 0 & -1 & 1 & 0 & 0
\end{pmatrix}
\]  \tag{B.5}
In this section, we derive the time dependence of the piston position and the piston velocity assuming that a shock compaction takes place.

The front velocity of the compacted region reads

\[ v_f = v \left( 1 + \frac{\rho_0}{\rho_d} \right), \quad (C.1) \]

where \( v = \dot{y} \) is the piston velocity, \( \rho_0 \) the initial and \( \rho_d \) the density of the compacted region. Assuming \( \rho_0 \) is homogeneous, the mass of the material moving with the piston changes as

\[ \dot{m} = A \rho_0 v_f = \dot{y} \left( 1 + \frac{\rho_0}{\rho_d} \right) A, \quad (C.2) \]

where \( A \) is the piston area. The mass

\[ m(t) = \left( 1 + \frac{\rho_0}{\rho_d} \right) \rho_0 A \tilde{y} + m_0 \quad (C.3) \]

includes the piston mass \( m_0 \) and increases linearly with \( \tilde{y} \), the distance covered by the piston since starting the compression. For the equation of motion of the piston

\[ (p - p_0) A = \dot{m} \ddot{y} + m \ddot{y} \quad (C.4) \]

we have to take into account the consolidation pressure \( p_0 \) up to which the cohesive powder withstands external forces. Letting the initial piston position be \( y(t = 0) = L_y \) and assuming that the piston moves downwards we obtain

\[ y(t) = L_y - \tilde{y}(t) \]

\[ = L_y + \tilde{L} - \sqrt{\tilde{L}^2 + \frac{f^2}{\tilde{\rho}}} \quad \text{with} \quad (C.5) \]

\[ \tilde{L} = L_y \frac{\rho_d}{\rho_d + \rho_0} \]

\[ \tilde{\rho} = \left( 1 + \frac{\rho_0}{\rho_d} \right) \rho_0. \]

The piston velocity reads

\[ v(t) = \dot{y}(t) = -\frac{\tilde{L} t}{\left( \tilde{L} + \frac{f^2}{\tilde{\rho}} \right)^{1/2}}. \quad (C.6) \]
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