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Abstract 

 

The analysis of the raw data from empirical experience is the preliminary step of simulation 

modeling and the key factor for the accuracy of the simulation results. Some cases in real 

industrial world demand the boundaries on the data resulting from the extreme situations and 

the accuracy of the measurements. Therefore, this dissertation focuses on the fitting of 

truncated distributions of the exponential family into the simulation models, the truncated 

Weibull distribution specifically.  

With one set of data, the Weibull distribution is left truncated, right truncated, and doubly 

truncated. The truncation of the distribution is achieved by the Maximum Likelihood 

Estimation method or the Mean and Variance method or a combination of both.  An M/G/1 

queuing system is used as an example for analyzing the results of different truncated 

versions of distribution. Other factors are added to the system as well to test the effect of the 

truncation on the system performance. The queue capacity and the server breakdowns are 

combined with the truncation of the source to test the impact of truncation on the system. 

After the fitting of distribution, the goodness-of-fit tests (the Chi-Square-test and the 

Kolmogorov–Smirnov test) are executed to rule out the rejected hypotheses. The 

distributions are integrated in various simulation models to compare the influence of 

truncated and original versions of Weibull distribution on the model. In the classic shipment 

consolidation model, the quantity-based policy and the time-based policy are both integrated 

with the various truncations of the Weibull distribution to calculate the four cost components 

of the model.  
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1. Introduction 

 

 

Simulation and modeling is a popular topic in many industrial fields. The source component of 

the simulation model comes from the distribution model which is induced from the empirical 

data. The majority of the important distributions used in the simulation come from the 

exponential family. Three members of the exponential family are the normal distribution, 

gamma distribution and Weibull distribution. These distributions are used in many simulation 

models to serve as the reflection of the real world. However, the truncated versions of these 

distributions are utilized less in practice. This paper discusses the truncation of these 

exponential family members.  

First of all, the importance of the truncation should be discussed for the necessity of this 

research. There are multiple reasons for the truncation of distributions, especially in the 

simulation of the supply chains or the production systems. One most commonly seen reason 

is to discard the unreliable data from the sample pool. Douglas J. Depriest [DD83] discussed 

the singly truncated normal distribution in the analysis of satellite data. The infrared sensor 

from the satellite could have extremely distorted data reading because of the cloud in the 

view. So the sample data that are extracted from the data pool are contaminated by these 

falsely read data. In order to get a more accurate simulation input, a truncation point was set 

to rule out all the unreliable data. The truncation served this purpose and also maintained the 

properties of a distribution. Another reason to apply the truncation of distributions in the 

simulation model is that the truncation would reflect the real world in a better way than the 

original distributions. An example for this scenario would be a simulation of the breakdown 

times in a production system. A simple two-server system, which is composed by a source, 

two servers, and a sink, is simulated using a system with all the empirical data for each 

component provided. The servers are working under about 90% workload utility and they 

suffer from random breakdowns. For a simulation of the breakdowns, two sets of data are 

required, namely, the duration of the breakdowns and the interval between the breakdowns. 

1. Introduction 
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1. Introduction 

The duration of the breakdowns is one important aspect of the model and could have great 

influence on the outcome of the simulation. For example, the empirical data collected show 

that the duration of breakdowns obeys a Weibull distribution, which would then be 

implemented to the simulation model as the duration of the breakdowns. Like any 

distributions, the data that are generated from this distribution would cover the whole possible 

range that distribution is defined on. This would cause some extreme values as the 

breakdown duration to be generated, which can have a great influence on the simulation 

result.  

In the real industrial scenario, the breakdown of the machines is a devastating factor of the 

production process. Therefore, any extreme values that are generated for the time duration of 

the breakdown should be considered as unreliable data because such long breakdown times 

would not happen in real industrial scenes. Having these ideas in mind, multiple approaches 

are made to avoid these extreme values in the simulation models. One of the most commonly 

used methods is to simply discard all the data that are generated beyond a certain value. 

This method could effectively rule out all the extreme values in a quite simple manner. 

However, it could also result in some problems that might affect the simulation itself. First of 

all, this method changes the property and integrity of a probability distribution. Another 

problem is that when the value generated is removed, it would influence the sequence of the 

seeding process at the random number generation. Having these two disadvantages at mind, 

another method of dealing this problem is used to truncate the unwanted values. Instead of 

removing all the values beyond a certain limit, this method changes the values that are 

beyond the limit to that limit value, so that the probability distribution would still keep the 

integrity and the random number generation process would not be messed up as well. This 

method seems to have solved the above mentioned problems quite well and also in a 

relatively simple manner, however, when it comes to the simulation process, this method 

would bring other problems to the modeling and the result analysis. One of the most obvious 

problem is that the probability at the truncation point would be abnormally high due to the 

truncation method. And the simulation behavior would be compromised due to the 

unexpected high probability at the truncation points. The drawbacks of these truncation 
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methods call for an improved method of truncating probability functions which would restore 

the integrity of the probability functions and keep the shape of the probability function 

according to the histogram provided by the empirical data. This paper focuses on the 

truncation versions of the exponential family, especially the Weibull distribution. A literature 

review of the truncated distribution of the exponential family is discusses in the following 

chapter. 

A.C. Cohen Jr. [AC50] worked on the estimation of the mean and variance of the normal 

distribution with both the singly and doubly truncated samples. Cohen used the maximum 

likelihood estimation and the standard table to estimate the parameters of the truncated 

distribution. He also discussed the situations where the truncation point or the number of 

unmeasured observations in each “tail”. Following his work, Douglas J. Depriest [DD83] 

discussed the truncated normal distribution in the analysis of the satellite data in his paper. 

The truncated distribution is calculated from a set of raw data with the maximum likelihood 

estimation. After the calculation, the author examined the goodness of fit using the 

Kolmogorov–Smirnov test. He also gave the estimation from both parameters of a singly 

truncated normal distribution, which could be numerically solved when the truncation point is 

given. The reason that truncated normal distribution is used to estimate the radiance 

measurements from satellite-borne infrared sensors is to discard the unreliable samples 

which could lead to the inaccurate estimation. This is one common reason to use the 

truncated distributions in parameter estimation.  

Gamma distribution is another important member of exponential family. A. C. Cohen [AC50b] 

discussed the method of moments for estimating the parameters of the Pearson Type III 

samples. J. Arthur Greenwood and David Durand [GD60] also discussed parameter 

estimation using the maximum likelihood estimation for gamma distribution. He also 

provided a tabulated solution for the general type as well as the Erlang distribution. For the 

computational convenience, polynomial and rational approximations are also given in the 

paper. With the aid of the works above, S. C. Choi and R. Wette [CR69] discussed two 

numerical methods for the parameters estimation of the gamma distribution, namely, the 

Newton-Raphson Method and the M.L. scoring method. Based on these works, Kliche, D.V., 
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P.L. Smith, and R.W. Johnson [KSJ08] used the maximum likelihood estimation and the 

L-moment estimators, which are widely used in the field of hydrology, to reduce the bias 

from the method of moment. They also provide the method to estimate the parameters of left 

truncated gamma distribution in the scenario where some samples are missing. 

Weibull distribution, another distribution that takes on the exponential form, could be used to 

describe the survival and failure analysis especially in the extreme situations. Lee J. Bain and 

Max Engelhardt [LM80] worked on the time truncated Weibull process by estimating the 

parameters of the distribution and the system reliability, which is a support for the tabulated 

value for confidence intervals in the failure truncated process [FJM76]. D. R. Wingo [DRW89] 

used the maximum likelihood method to estimate the parameters of left truncated Weibull 

distribution with the known truncation point. It should be pointed out that the inference of 

derivatives of incomplete gamma integrals is made possible by the work of R. J. Moore 

[MJ82]. Robert P. McEwen and Bernard R. Parresol [MP91] discussed the method of 

moments in detail to induce the moment expression of both standard Weibull distribution and 

the three-parameter Weibull distribution. More importantly, they gave the moment expression 

of the left truncated Weibull distribution, the right truncated Weibull distribution, and the 

doubly truncated Weibull distribution. In the following chapters, both the maximum likelihood 

estimation method and the method of moments are both used for the parameter inference of 

the truncated Weibull distribution. A simple production system is integrated with the truncated 

Weibull distributions to compare the effect of the truncated and the original distributions on 

the system. A breakdown analysis of the inner modeling mechanism is presented as well.  

The truncation of the distributions could also influence the shipment consolidation models. 

The consolidation policies differ in the total cost and each cost component. To choose the 

time policy or the quantity policy could be decided by the different truncation alternatives. 

Another example of the batch production system is also shown in this paper. The following 

chapter will start by introducing the truncated distributions of some members in the 

exponential family. 
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2. Truncated distributions 

 

 

The simulation process is becoming more and more important in many aspects of industry. 

And with the development of the computers some methods that require much calculation are 

made possible. There are some procedures in statistical pattern recognition that were not 

utilized due to the complication. In this dissertation the application of the truncated distribution 

in simulation is discussed, especially in the analysis of the input data.  

One of the most important distribution families is called the exponential family. A bunch of 

most commonly used distributions are from this family: normal, exponential, gamma, Weibull, 

Beta, Binomial, Poisson, to name a few. As shown above, both the continuous and the 

discrete distributions are included in this family. The good statistical properties of the 

members of exponential families are the primary reason why it became one of the most 

commonly used distributions.  

 

2.1 General truncated distributions in exponential family 

The distributions that take on the following form are said to have the exponential 

representation. The general density function form is given by 

       
0 0

;
T
t y

f y a t y e
                               (2.1) 

where 
ny  is a variable, 1( ,..., )n    is the n - dimensional parameter vector of the 

distribution.
0
( )a    is a parameter dependent normalizing constant, 

0
: nt    is an 

arbitrarily given function, 
T  is the transpose of the row vector   and : nt    is also 

arbitrarily given. In order to keep the function a probability distribution, a normalizing constant 

is added as 0 ( )a   [JL96]. 

2. Truncated distributions 
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2. Truncated distributions 

One special case of distributions is the truncated distribution. The definition domain of a 

truncated distribution is a subset of the original distribution. The truncated version of the 

exponential family has the following form: 

       
0 0; ;

T t ytf y a S t y e
                           (2.2) 

where S  is a set in which ( ) 0f y  . Although, the 0 ( ; )a S  in this truncated distribution 

is different from the one in the original. But they are both a normalizing constant to make 

( ; )f y   and ( ; )tf y   probability distributions [JL96]. 

When a set of data takes on the shape of an exponential distribution, a comparison is made 

among the potential distributions to find the one that best fits the given data set. The 

likelihood describes how well a distribution fits the data set. The likelihood function is defined 

as following: 

11 1 21 1 2( ) ( ,..., )n n nL y P a Y a a Y a                        (2.3) 

where 1( ,..., ) n
ny y y   is the observed value and ia  has the unit of measurement 

2 1i i ia a    [EF72]. For the convenience of discussion and mathematical manipulability, 

the log likelihood function is used: 

( ) log[ ( )] il y L y y                              (2.4) 

 

2.2 Truncated normal distributions 

Suppose X is a random variable and obeys normal distribution with mean m and variance 

2 . The probability density function is: 

2

2

( )

2

2

1
( ; , )

2

x

f x e


 





                                  (2.5) 
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2. Truncated distributions 

The standard form is denoted as 

2

2
1

( )
2

x

x e




 . The figure of the normal distribution is 

shown in Figure 2.1 [KC74]. 

 

Figure 2.1 Normal distribution density function 

This is the normal distribution which is defined on the real numbers. Now the truncated 

version of normal distribution is considered, which is a distribution defined on ( , )a b , instead 

of on ( , )  . The probability density distribution (PDF) of truncated normal distribution 

takes on the same form as the original one. The only modification here is the normalizing 

constant, as discussed above. The probability of X  falling into ( , )a b  is 

 
b a

P a x b
 

 

    
       

   
. Here ( )x  indicates the cumulative probability of 

normal distribution. 
2 /21

( ) ( )
2

x x
tx t dt e dt




 
    . The standardization of normal 

distribution could be achieved using this substitution: '
x

x





  [KC74].  



 

 8

2. Truncated distributions 

So the CDF of the truncated normal distribution defined on ( , )a b  has the following form 

[JK70]: 

 

1

, ,

x

f x a b
b a




 
 

 

 
 
 

    
    
   

                          (2.6) 

The figure of the truncated normal distribution is shown in Figure 2.2. Note that with b=  

and a= , the formula is (( ) / )b    =1 and (( ) / )a    =0 

 

Figure 2.2 Truncated normal distribution 

Now the left truncated normal distribution is considered, which means the defined area is now 

a=truncation point t, b= . In this case, the above PDF is  

1

( , )

1

x

f x t
t




 




 
 
 

 
 

 

                                           (2.7) 

For a given sample X = ( 1 2, ,..., nx x x ), the log likelihood function of the left truncated normal 

distribution is [AC50a]: 
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2. Truncated distributions 

 
2

2
1

( ; ) log[ ( ; )] log 1 log 2 log
2 2

n
i

i

xt n
l x L x n n


   

 

 
        

 
       (2.8) 

The parameters that need to be estimated in this function are   and  . After differentiating 

the above log likelihood function with respect to   and  , the results are [DD83]: 

 
2

2

2

2

2

2

( )
2

2

( )
1 1

2

2 2

1 1

( )

2
1

( )

2

( ) ( ) ( )
2

( ) ( ) ( )
4 0

( )

( )

t

n n
i i

t
i ir

n n
i i

i i

n
t i

i

t

r

x t e t t x t

n n

e dr

t x t x t

n n

x t

ne t

e dr

















 

 







 





 





 












  
  
      
     
    

  
   


        
 



 
    



 



 











         (2.9) 

By solving this non-linear function system, the estimated parameter of interest:   and   

could be calculated. 

 

2.3 Truncated Gamma distributions 

The three parameter gamma distribution (as shown in Figure 2.3) has the following 

probability density function: 

( )
1( )

( , , , ) , 0, 0, 0
( )

x c
a b

a

x c e
f x a b c a b x c

b a





    


                          (2.10) 
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2. Truncated distributions 

The standard gamma distribution has the following expression [JK70]: 

1

( , ) , 0
( )

a xx e
f x a x

a

 

 


                                        (2.11) 

 

Figure 2.3 Gamma distribution 

The truncated gamma distribution, especially the right truncated Weibull distribution, is 

always used in the life-testing models. Douglas Chapman already discussed the estimation 

of parameters from a truncated gamma distribution. Fisher gave the maximum likelihood 

estimation equations L of the gamma distribution based on n samples [RF22]: 

1

1

/ ( ) 0

1 ( ) 1
ln ln( ) 0

( )

1 1 1
0

i

n

i
i

n

i i

L
nb a x nc

a

L b
a x c

n b b n

L b
a

n c n x c






    

  

     
 

   
    

   







                                (2.12) 
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2. Truncated distributions 

When the truncation point is known, which means, the distribution is now limited to a certain 

truncation point T (T stands for the right truncation point) instead of  . The probability 

density function of a right truncated gamma distribution has the following expression [DC56]: 

1 1( , , ) , 0, 0, 0ax bf x a b K e x a b T x        

1

0
( , )

T
ax bK a b e x dx                                               (2.13) 

Also the moment method A. C. Cohen Jr. discussed in the truncated Pearson distribution 

could also be used in the truncated gamma distribution [AC51].  

 

2.4 Truncated Weibull distributions 

The truncated distribution for different distribution families couldn’t be induced to a universal 

form. Another member of the exponential distribution family is the Weibull distribution. Since 

the three-parameter Weibull distribution could be transformed into other distributions when 

replace certain parameters with a constant. Robert P. McEwen, Bernard R. Parresol [RB91] 

discussed the moment expressions and summary statistics for the complete and truncated 

Weibull distribution in details, as shown in some formulae of the following chapter. To make 

the calculation easier, the explicit forms of the statistics of truncated Weibull distribution are 

used. The moment expressions are needed here for inducing the explicit forms. The concept 

of the moment was introduced from physics. The r-th moment of a real-valued function f(x) of 

a real variable about a value c is 

   
r

r x c f x dx



                                              (2.14) 

The r-th central moments of a probability distribution function is  

  r

r E X    

The r-th non-central moments of a PDF of a continuous variable x is  
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2. Truncated distributions 

( )r
r E X   

The two-parameter Weibull distribution is  

1

( , , )

cx

b

c
c x

f x b c e
b b

 
 
 

  
      

  ， 0, 0, 0x b c                      (2.15) 

where b is the scale parameter and c is the shape parameter. 

The three-parameter Weibull distribution is [BSK62]: 

 
 1

( , , , ) , , 0, 0, 0

c
x ac

bx ac
f x a b c e x a a b c

b b

 
 
 

  
         

            (2.16) 

where a is the location parameter, b is the scale parameter and c is the shape parameter. 

The standard form of Weibull distribution is f(x,0,1,c) , as shown in Figure 2.4, where it could 

be simply transformed to the three-parameter form by replacing x  with 'x a bx  . 

 

Figure 2.4 Weibull distribution 

The gamma function and the incomplete gamma function are needed to express the k-th 

non-central moment of the truncated distributions. The gamma function ( )x  is [KB00]:  
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1

0
( ) x ux u e du


      0x                                             (2.17) 

The normalized incomplete gamma function ( , )x r  is [AS72]: 

1

0
( , )

r
x ux r u e du     0n                                (2.18) 

The left truncated three-parameter Weibull distribution is  

   1

( , , , ) exp

,0 , 0, 0

c cc
t a x ac x a

f x a b c
b b b b

x t a t b c

       
              

    

              (2.19) 

The k-th non-central moment is [RB91]:  

     
0

' exp 1,

c c
k

k n n
k

n

kt a k n t a
b a

nb c b
 



         
                  

                 (2.20) 

The right truncated three-parameter Weibull distribution is 

 

 
 

 

1

, , ,

1

, 0, 0, 0

c

c

x ac

b

T a

b

x ac
e

b b
f x a b c

e

a x T a b c

 
 
 

 
 
 

  
     



    

                     (2.21) 

The k-th non-central moment is [RB91]: 

 

   
0

1
' 1,

1

c

c
k

k n n
k

T a
n

b

k k n t a
b a

n c b
e

 

 
 

 

    
           



                    (2.22) 

The doubly truncated three-parameter Weibull distribution is [RB91]: 
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 
   

 

1

, ( , , , )

1

, , 0, 0

c c

c

t a x ac

b b

t T
T a

b

x ac
e

b b
f x a b c

e

t x T a t b c

    
   

   

 
 
 

  
     



    

                     (2.23) 

The k-th non-central moment is [RB91]: 

 

 

       
0

' 1, 1,

1

c

c

t a
c cb k

k n n
k

T a
n

b

k k n T a k n t ae
b a

n c b c b
e

  

 
 
 



 
 

 

           
                         





                                (2.24) 

The reason why the k-th moments are introduced here is that the moments to calculate the 

summary statistics could be used [PFTV92].  

Mean:   1 'E X   

Variance:   2
2 1' 'Var X     

Skewness: 

 

3
3 2 1 1

1 3/22
2 1

' 3 ' ' 2 '

' '

   


 

 



 

Kurtosis: 

 

2 4
4 3 1 2 1 1

2 22
2 1

' 4 ' ' 6 ' ' 3 '

' '

     


 

  



                       (2.25) 

Complete Weibull [RB91] 

Mean:  
1

1E X b a
c

 
    

 
 

Variance:  
2

2 2 1
1 1Var X b b

c c

   
        

   
                       (2.26) 
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Left truncated Weibull [RB91] 

Mean:  
 

 1
1,

c
t a c

b t a
E X e b

c b


 
 
 

  
       

                      (2.27) 

Variance:  

 
 

 
 

 
2

2 2 1
1, 1,

cc t at a c c
bb t a t a

Var X e b e b
c b c b

 

              

                             
 

     (2.28) 

Right truncated Weibull [RB91] 

Mean:  
 

 1 1
1,

1

c

c

T a

b

T a
E X b

c b
e


 
 
 

  
       



 

Variance: 

  
 

 
 

 

2

21 2 1 1
1, 1,

1 1

c c

c c

T a T a

b b

T a T a
Var X b b

c b c b
e e

 
    
    
   

 
        
                    

  

  

                                (2.29) 

Doubly truncated Weibull [RB91] 

Mean:  

 

  

   

   
/

1 1
1, 1,

1
1, 1,

c

c

c c

t a

b

c cT a b

T a t a
b b

c b c be
E X

e T a t a
a a

b b

 

 

 
 
 

 

        
                    
         
                   
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Variance: 

 

 

 

   

   

   
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1 1
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c c
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T a t a
b

c b c b

T a t ae
Var X ba

c b c b
e

T a t a
a

b b

 

 

 

 
  
 

 
 
 

        
                    

        
                      
      
          

 

 

   

   

2

1 1
1, 1,

1 1, 1,

c

c
T a

b

c c

t a

b

c c

T a t a
b b

c b c be

T a t a
e a a

b b

 

 

 
  
 

 
 
 

 
 
 
 
 
 
 
 
  
   
   

   

        
                    
        

                         (2.30) 
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3. Fitting of truncated Weibull distributions 

 

 

This chapter deals with the fitting of truncated Weibull distributions into the raw data obtained 

from real life. When a set of samples is already chosen, the underlying type of distribution is 

determined with criteria like chi-square test or Kolmogorov-Smirnov test. 

  

3.1 Fitting of Weibull distribution 

A sample of data is drawn directly from the book written by Law and Merrill[AL00]. The raw 

data contains 113 samples. Please note that due to the truncation, the sample size for the 

truncated versions of Weibull distribution may vary. 

Figure 3.1 shows the fitting of some distributions. Weibull distribution is considered to be the 

one that best fits the data because of the Chi-Square test and Kolmogorov-Smirnov Test. 

 

Figure 3.1 Histogram and distributions 

 

3. Fitting of truncated Weibull distributions 
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The Weibull probability density function is 

1.570.57 ( 0.1002 )( ) 0.1573 xf x x e                        (3.1) 

And the Weibull cumulative density function is 

1.57( 0.1002 )( ) 1 xF x e                                     (3.2) 

However, due to the accuracy of the measurement and the sampling method of the raw data, 

some data needs to be discarded to improve the reliability of the fitting. The truncation points 

will be given in the following chapter. 

 

3.2 The fitting of truncated Weibull distributions 

3.2.1 Fitting of left Weibull distribution 

As seen above, the Weibull is the best fit of the sample. Now the focus is the fitting of 

left-truncated Weibull distribution. Since some of the data are truncated, the sample size has 

also changed with different truncation points. 

The probability density function of left truncated Weibull distribution: 

   1

( , , , ) exp

c cc
t a x ac x a

f x a b c
b b b b


     

     
     

                     (3.3) 

For a more convenient calculation and the differentiation, the above expression is 

transformed into another expression with 0a  , 
1/ '' bb a  , 'c b . After the transformation 

and taking out the apostrophe, a generalized form of probability density function of left 

truncated Weibull distribution is solved [DRW89]. 

( )1( , , , )
b bat axbf x a b t abx e
                           (3.4) 

The cumulative probability function is  
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( )( , , , ) 1
b bat axF x a b t e                                         (3.5) 

With a sample of x, the log likelihood function of the sample is [DRW89] 

( , , ) log log ( 1) log ( )b b
i i iL a b x n a n b b x a x t                             (3.6) 

To find the maximum likelihood estimates of the parameters, the global maximum of the 

above LLF is differentiated into these two functions [DRW89]: 

1

1 1

/ ( )

/ log ( log log )

n
b b

i
i

n n
b b

i i i
i i

L
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                          (3.7) 

The sum notations in the later chapters are all simplified from 
1

n

i
 to  , since the index 

is always from 1 to the sample size. 

After the substitution of the parameters, the functions are: 
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



 
                            (3.8) 

By solving the above non-linear equation system, estimated parameters a and b could be 

induced. After the calculation, the sample data could be fitted in a LTWD with the truncation 

point chosen as t = 0.5 and the parameters: 

0.109

1.5338

a

b









 

Now the LTWD probability density function with t = 0.5 is 

1.53380.5338 (0.0376 0.109 )( ) 0.1672 xf x x e                                         (3.9) 
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And the LTWD cumulative density function with t = 0.5 is 

1.5338(0.0376 0.109 )( ) 1 xF x e                                   (3.10) 

3.2.2 Fitting of right truncated Weibull distribution 

The right truncated Weibull distribution (RTWD) has the following probability density function 

[DRW89]: 
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The cumulative RTWD probability function is [DRW89] 
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                                (3.12) 

where T is the right truncation point. The log-likelihood function of the RTWD has the 

following form [DRW89]: 

( , , ) log log ( 1) log log[1 exp( )]b b
i i iL a b x n a n b b x ax n aT              (3.13) 

To find the maximum likelihood estimates of the parameters, the global maximum of the 

above LLF is differentiated into these two functions [DRW89]: 
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After the substitution of the parameters, the functions are: 
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By solving the above non-linear equation system, estimated parameters a and b could be 

induced. After the calculation, the sample data could be fitted in a RTWD with the truncation 

point chosen as T=12 and the parameters: 

0.0915

1.6517

a

b









 

The RTWD probability density function converts to 

1.65170.6517 ( 0.0915 )( ) 0.1517 xf x x e                                   (3.16) 

And the RTWD cumulative density function with T = 12 is 

1.65170.09151
( )

0.9961

xe
F x


                                                               (3.17) 

3.2.3 Fitting of doubly truncated Weibull distribution 

The doubly truncated Weibull distribution (DTWD) has the following probability density 

function: 
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The cumulative DTWD probability function is  
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where t and T are left and right truncation points respectively. 

The log-likelihood function of the DTWD has the following form: 

( , , ) log log ( 1) log ( )

log[1 exp( )]
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After differentiation of the above LLF with respect to a and b, the functions are: 
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After the substitution of the parameters, the functions are: 
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                                 (3.22) 

With the truncation points t = 0.5, T = 12, the parameters of DTWD are: 

0.0948

1.6384

a

b









 

The DTWD which fits this sample is: 

1.63840.6384 (0.0305 0.0915 )( ) 0.1559 xf x x e                    (3.23) 

And the DTWD cumulative density function with t = 0.5 and T = 12 is 

1.6384(0.0305 0.0948 )1
( )

0.9961

xe
F x


                     (3.24) 

  Scale parameter Shape parameter 

Weibull 0.1001 1.572 

LT Weibull 0.109 1.5338 

RT Weibull 0.0915 1.6517 

DT Weibull 0.0948 1.6384 

Table 3.1 Shape and scale parameters 

 



 

 23

3. Fitting of truncated Weibull distributions 

 

Figure 3.2 Histogram and probability density distributions 

 

Figure 3.3 Histogram and cumulative probability distributions 
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The truncated versions of the Weibull distribution possess the similar properties as the 

original Weibull distribution. The shape and scale parameters of these parameters differ 

slightly from each other, as shown above in Table 3.1. 

The histogram and the fitted distributions are put in the above graphs to see the difference 

between these alternatives. It could be observed that the shape of all the probability functions 

and the cumulative probability functions show some difference between each other. In the 

next chapters, the impact they have on the system performance when integrated in the 

production systems are discussed and analyzed. 

 

3.3 The truncation of the distribution 

There are multiple reasons why the truncation of the distribution should be applied to the 

simulation. The idea of the distribution truncation started quite early in the industrial practice. 

In a production system, some intrinsic property of a distribution might lead to an inappropriate 

result of the simulation. In these cases, the simulation calls for a truncation on the distribution 

for a better interpretation of the reality. Some of the approaches for the truncation techniques 

are discussed in the following passage. 

When a production system or a service system is simulated, some breakdown periods should 

be considered. One most commonly used distribution for the breakdowns in the production 

system is the exponential distribution, as shown in Figure 3.4.  

It could be observed that even with a very small probability, some large value would still occur 

no matter how “unlikely” that event might be. So in this case, some quite large breakdown 

times would still happen during a long enough simulation time.  
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Figure 3.4 An exponential distribution 

When a breakdown time of 1000 occurs in the simulation, it would cause the whole system to 

block for at least 1000 time units, and therefore, cause a very long queue length and very 

long waiting time. In reality, such long breakdowns are usually treated with specific solutions, 

which are usually quite stochastic and have no fixed patterns to follow. In this case, the 

customer would demand the raw data to be truncated at 50, which means, all the values that 

are generated above 50 needs to be truncated. There are some techniques the raw data 

could be truncated. And some of the most commonly used ones are explored here. 

One technique is to simply cut out the proportions beyond the truncation points. This 

technique is straight-forward in the truncation point of view, but has some drawbacks. First of 

all, it changes the basic property of a probability distribution. After the truncation with this 

method, the total probability of all the possible value would not be 1. Secondly, the 

distribution that is induced from the raw data might be different than the one after truncation 

in many aspects. For example, every 10 time units, the system would generate a random 

number according to an exponential distribution. However, all the numbers with a value more 

than 50 should be truncated, or in this case, deleted. So when a value more than 50 actually 

is generated, this value disappears from the random number queue. This would mean that 
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the inter-generation time is at least 20 time units. This changes the behavior of the system 

and would lead to a biased result.  

To avoid the first disadvantage, another commonly used technique is to replace all the data 

that are beyond the truncation points with the truncation points that are near them. In the 

above example, the simulation treats any value that is higher than 50 to be the truncation 

point, namely, 50. This technique could effectively truncate the data; however, it would also 

cause a problem of an unexpectedly high probability at the truncation point. This truncation 

has its obvious disadvantage, which is, it deprives the probability of its original property. 

Although this does relieve the system by truncating all the points above 50, it still adds an 

unusual high proportion of long breakdown time to the system.  

The maximum likelihood method is the one used for the distribution fitting. This method could 

effectively store the intrinsic property of the distribution and keep the basic property of a 

probability density function. The mean-variance method could also be used for the fitting of 

distribution from the raw data. This method might seem primitive on the first sight but it is also 

robust when combined with the maximum likelihood estimation method.  

The technique that is used later in this dissertation is the combination of the maximum 

likelihood estimation method and the mean-variance method. This combination of these two 

commonly used methods would restore the property of the distribution and keep the 

parameters at its original level. 
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4. Truncated distributions in production systems 

 

Although the difference in parameters is not obvious, the effect of the truncation would be 

shown in the simulation. Here a simple model with two servers is introduced as an example. 

To illustrate the effect of the different distributions on the model, two sets of comparison 

simulations are made with all the distributions at source and distributions at the servers. 

Before moving on to the numerical results section, an effective variation reduction technique 

adopted in the simulation should be explained briefly. Common Random Number (CRN) 

[AL07] is a technique which uses exactly the same stream of random numbers when 

comparing alternate model configurations. Put simply, the same stream of random numbers 

in the system gives all the alternatives the same condition. Moreover, the same random seed 

is used in different random number generations of all the distributions. This guarantees that 

the only reason that would lead to the difference in the final result is the distribution itself. 

 

4.1 The M/Tr/1 queueing systems 

If a queueing system consists in a source with an exponentially distributed inter-arrival time, 

one server with a generally distributed service time, this system is denoted as an M/G/1 

system. Denote the average rate of customers as  , the average rate of service station as 

 , the service rate as /   , the mean waiting time as W, and the mean number of 

customers in the system as L, then the following equation holds [RC81]: 

L W                                        (4.1) 

The above equation is also known as Little’s Theorem or Little’s formula. 

For an M/G/1 system, the length of the system is as follows [GH98]: 

2 2 2

2(1 )
sL

  





 


                                                                    (4.2) 

4. Truncated distributions in production systems 
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where 
2
s  is the variance of the service time. This equation is also referred to as the 

Pollaczek - Khintchine (PK) formula. With the above formula the expected waiting time in the 

queue could also be calculated [HT91]: 

[ ] [ ] /E T E L                                                       (4.3) 

For an M/Tr/1 system, the specifics are listed as follows: 

The expected waiting time [RC812]: 

21

1 2 2
sW

 

 

 
  

  
                                                      (4.4) 

The expected system length [PHB93]: 

2 2 2

2(1 )
sL

  





 


                                                               (4.5) 

The expected queue length [PHB93]: 

2 2 2

2(1 )
s

qL
  







                     (4.6) 

Before moving on to the next step, a test run of the simulation model is firstly taken to see if 

the simulation results and the theoretical results match. The model is designed as the 

following graph:  

For the service station, it follows the Weibull distribution with a mean of 3.89 and a standard 

deviation of 2.57.  

The Weibull probability density function is 

1.570.57 ( 0.1002 )( ) 0.1573 xf x x e                                                           (4.7) 

And the Weibull cumulative density function is 
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1.57( 0.1002 )( ) 1 xF x e                                                                   (4.8) 

 

Figure 4.1 An example of a simple model 

When the above model is run for 1000000 time units (tu), we have the average queue length 

of 4.1074. The theoretical value of the average queue length is 4.1093. The expected waiting 

time is wt =18.4088[tu] when we read directly from the simulation results, while the theoretical 

value of average waiting time is 18.4238[tu]. Other alternative distributions are chosen to test 

the model consistency. If the left truncated Weibull distribution using the mean and variance 

method with the truncation point at t = 0.5 is chosen, the average queue length is 4.0994. The 

theoretical value of the average queue length is 4.0839. The expected waiting time is 

18.3732[tu] when read directly from the simulation results, while the theoretical value of 

average waiting time is 18.3100[tu]. The next truncated distribution is the doubly truncated 

Weibull distribution using the mean variance method and the maximum likelihood estimation 

method. The simulation results show the average queue length is 4.1291 and the theoretical 

value of the expected queue length is 4.0694. The average waiting time read from the model 

results is 18.5065[tu]. The waiting time calculated from the formula is 18.2447[tu]. If the 

model is run for 10000000 time units, the results of the scenario with the doubly truncated 

Weibull distribution using the mean variance method and the maximum likelihood estimation 

method show that the average queue length is 3.9587 and the average waiting time is 

17.7755[tu]. The theoretical values are 3.99 and 17.9169[tu] respectively.  
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4.2 Truncated Weibull distributions as sources  

4.2.1 Production systems without server breakdowns 

The layout of the model is shown in the following figure: 

 

Figure 4.2 Comparison of WD and TWD 

Firstly, we compare the effect of the different distributions as source on the model. The only 

modification we made in each round is the random number generation method (but still with 

the same seed). A simulation of 100000 time units is made for each alternative. The results of 

interest are the average waiting time (AWT) of both queues, the average queue length (AQL) 

of both queues, average dwelling time (ADT) in both servers, the Utilization (Ut) of both 

servers, the intergeneration time (IT), and the throughput (TP). The first round of simulation is 

made under the condition that the queue capacity is infinite. 

This result has a significant sense in the fact that the intergeneration time in this table reflects 

the means of each distribution. From this table, we could see that the means of these 

alternatives are different from each other. The means of the LTWD is the highest of all, while 

the RTWD is the lowest. The DTWD is the closest to the original Weibull distribution. The 
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average queue length and the average waiting time is another important aspect of the model. 

The reason why the queue length of RTWD is higher than the other alternatives lies not only 

in the fact that the means of RTWD intergeneration time is the lowest. We take the first queue 

as an example. The queue length before the first server is dependant on two factors: the 

state of the server and the state of the arrival station. The server time obeys the exponential 

distribution with the means of 3.46, as shown in the ADT S1. So the decisive aspect of the 

queue length is the inter-arrival time of the source. There are two factors in the inter-arrival 

time: the relieving factor and the aggravating factor. If the intergeneration time is extremely 

small, this would put an aggravation to the waiting line. On the other hand, the large 

inter-arrival time is a relief to the waiting queue since it gives the system more time to digest 

the block in the queue. These two factors are the main reason of the difference in the above 

table. 

Weibull distributions as Sources / QC=infinite 

parameters\distributions Weibull LTWD 0.5 RTWD 12 DTWD 0.5 12 

IT 3.8805 3.962 3.8113 3.8495912 

AWT Q1 20.336 16.115 23.557 19.222669 

AQL Q1 5.2404 4.0669 6.1951 4.9927802 

ADT S1 3.4646 3.4625 3.4699 3.4642568 

Ut S1 0.8928 0.8738 0.909 0.8997541 

AWT Q2 26.587 23.525 31.918 28.620898 

AQL Q2 6.8505 5.9365 8.3599 7.4329963 

ADT S2 3.5011 3.5043 3.4993 3.4991884 

Ut S2 0.9021 0.8841 0.9164 0.908554 

TP 25765 25229 26188 25963 

Table 4.1 Weibull distribution as Sources with infinite QC 

The LTWD takes out the aggravating factor in Weibull distribution. So the average waiting 

time and average queue length of the first queue in LTWD model is the lowest. This is the 

reason why the inter-generation time is about 2 percent higher than the original Weibull, but 

the AWT and AQL in the first queue are 20 and 22 percent lower than those of Weibull. The 

later section of this dissertation will also show that the left truncation not only takes out the 

aggravating factor but also gives an increase to the relieving factor. So the LTWD still takes 

on a Weibull form but with different properties. 
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Similar to the LTWD, the RTWD takes out the relieving factor of Weibull distribution. Its 

inter-generation time is 1.78 percent lower, but the AWT and AQL in the first queue are 15 

and 18 percent higher than those of Weibull.  

The DTWD takes out both the relieving factor and the aggravating factor, which leads to a 

relatively equivalent performance to the original Weibull distribution, only 5.5 and 4.7 percent 

lower than the Weibull in average waiting time and average queue length. 

As we can see from Table 4.1, the length of the queue follows the same order of the average 

queue length and waiting time. But a capacity of 60 is too high for a real buffer size. So the 

next round we make a simulation with the only modification of buffer size from infinite to 30. 

Weibull distributions as Sources / QC=30 

parameters\distributions Weibull LTWD 0.5 RTWD 12 DTWD 0.5 12 

IT 3.8924 3.9441 3.7973 3.8470161 

AWT Q1 18.296 17.061 25.67 20.147517 

AQL Q1 4.6999 4.3255 6.7589 5.236194 

ADT S1 3.4668 3.4689 3.494 3.4790597 

Ut S1 0.8904 0.8794 0.9198 0.9041055 

AWT Q2 23.989 22.418 31.137 27.978177 

AQL Q2 6.1608 5.6836 8.1967 7.2702062 

ADT S2 3.5012 3.5027 3.4979 3.4987212 

Ut S2 0.8992 0.888 0.9208 0.9091137 

TP 25680 25351 26322 25984 

Table 4.2 Weibull distribution as Sources with QC=30 

The result above shows the effect of the changes made in the queue capacity. The drastic 

reduction in the average queue length and waiting time is an obvious effect of the capacity. 

But this does not mean the improvement of the system performance. The capacity restricts 

the length and the hence the waiting time. This time the LTWD has less effect on the 

reduction of waiting time and queue length compared to Weibull distribution, 6.7 and 8.0 

percent respectively. On the contrary, the RTWD has a much greater impact on system, 

causing 40.3 and 40.8 percent more average waiting time and queue length than does the 

original Weibull. For DTWD, the case has changed. In average waiting time and average 

queue length, it changed from a reduction of 5.5 and 4.7 percent to an increase of 10.1 and 

11.4 percent. The reason for this change lies in the fact that the restriction on the queue 
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capacity works as an aggravating factor on the model. The capacitated queue could cause 

blocking in both directions. In the first round of simulation, there are times when the queue 

length could go as high as 60. If this happens to a capacitated queue, a long period of 

blocking could be expected. And this blocking to the server as well as to the source is the 

main reason of the increase in the waiting percentage and the worse performance of the 

system.  

The last two rounds of simulation render an impression that the capacity of the queue length 

makes a great change in the system performance. And more importantly, it also has 

influence on the effects of truncated Weibull distributions. For the third round, a more realistic 

queue capacity size is given to the system. This time, our interest is what 10 buffer size of the 

waiting line could cause to that model. 

Weibull distributions as Sources / QC=10 

parameters\distributions Weibull LTWD 0.5 RTWD 12 DTWD 0.5 12 

IT 3.9999 4.0708 3.9337 3.9675687 

AWT Q1 15.833 13.873 17.393 16.303329 

AQL Q1 3.9581 3.4074 4.4214 4.1085254 

ADT S1 3.6304 3.6049 3.6577 3.6420007 

Ut S1 0.9076 0.8852 0.9298 0.9176814 

AWT Q2 14.887 14.1 16.096 15.509006 

AQL Q2 3.7211 3.4626 4.0914 3.9077889 

ADT S2 3.5026 3.5035 3.504 3.5039443 

Ut S2 0.8754 0.8602 0.8904 0.8825399 

TP 24992 24549 25410 25187 

Table 4.3 Weibull distribution as Sources with QC=10 

This result confirms that the capacity of the waiting line does play an aggravating role in the 

system. Although in this time, all the four alternatives are dramatically restricted by this 

capacitating that the effects of the truncation at the source are not so obvious. 

4.2.2 Production systems with server breakdowns 

These three rounds of simulation illustrate the relieving factor and the aggravating factor of a 

system and their relationship with the truncation of Weibull distribution at the source. Like the 

capacity of the waiting line, another aggravating factor of the system is the breakdown of the 
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server. This time we are interested in the effect of this aggravating factor. A breakdown 

module and warm-up phase after the breakdown is added to the model.  

After the addition of the breakdown—repair—warm-up module, a model with 30 as queue 

capacity is simulated for 100000 time units. The table below lists the result of the simulation:  

Weibull distributions as Sources / QC=30 with breakdown 

parameters\distributions Weibull LTWD 0.5 RTWD 12 DTWD 0.5 12 

IT 4.0245 4.0515 3.9994 4.0088686 

AWT Q1 65.17 55.521 86.423 76.447166 

AQL Q1 16.195 13.703 21.598 19.063259 

ADT S1 3.5932 3.5664 3.6214 3.6132663 

Ut S1 0.8917 0.8793 0.9044 0.9006802 

AWT Q2 61.321 54.802 66.366 62.943388 

AQL Q2 15.216 13.51 16.574 15.685513 

ADT S2 3.5042 3.504 3.5026 3.5028737 

Ut S2 0.8695 0.8638 0.8747 0.8728847 

TP 24812 24650 24972 24918 

Table 4.4 Weibull distribution as Sources with QC=30 with breakdowns 

As shown in the table above, the breakdown of the server has a significant impact on the 

system performance. The average waiting time and average queue length of the first queue 

of the Weibull distribution generated system with a breakdown are as high as 356.2% and 

344.6% of the one without a breakdown, respectively. For the models that are generated by 

the left truncated Weibull and right truncated Weibull distribution, the impact of the 

breakdown is relatively less as the breakdown works as a variance-absorbing factor of the 

system. It diminishes other factors made on the system to some extent. Therefore, even if the 

truncated distribution could still make a difference on the system, their roles in the system 

performance are relatively less when the servers come across with breakdowns. 

To illustrate the difference between the original Weibull distribution and the truncated version, 

we take another more extreme case where the left truncation point is chosen to be 1. The 

choice of the truncation point can be significant in fitting the sample to a distribution. The left 

truncation point should be set to less than 0.5 in this case. An extreme truncation point would 

only lead to an extreme outcome. Now we illustrate the consequences caused by this choice. 

First we calculate the parameter estimation of the left truncated Weibull distribution at t = 1.0. 
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To find the maximum likelihood estimates of the parameters, the global maximum of the 

above LLF is differentiated into these two functions: 

/ ( )

/ log ( log log )

b b
i

b b
i i i

L
n a x t

a

L
n b x a x x t t
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                                 (4.9) 

After the substitution of the parameters, we have: 
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                                          (4.10) 

By solving the above non-linear equation system, estimated parameters a and b could be 

induced. After the calculation, the sample data could be fitted in a LTWD with the truncation 

point chosen as t = 1.0 and the parameters: 

0.09

1.57

a

b









 

Now the LTWD probability density function with t = 0.5 is 

1.570.57 (0.09 0.109 )( ) 0.1413 xf x x e                                                        (4.11) 

And the LTWD cumulative density function with t = 0.5 is 

1.57(0.09 0.09 )( ) 1 xF x e                                                                  (4.12) 

Two scenarios are presented to compare the effect of choosing 1 to be the truncation point: 

infinite queue capacity without breakdown, and queue capacity of 30 with breakdown. 
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Weibull distributions as Sources / QC=infinite no breakdown 

parameters\distributions Weibull LTWD 0.5 LTWD 1 

IT 3.88046 3.96201 4.50271 

AWT Q1 20.3359 16.1147 7.21497 

AQL Q1 5.24036 4.06691 1.6023 

ADT S1 3.46461 3.46247 3.4731 

Ut S1 0.89276 0.87382 0.77127 

AWT Q2 26.5871 23.5249 10.0238 

AQL Q2 6.85046 5.93655 2.22601 

ADT S2 3.50111 3.50429 3.50311 

Ut S2 0.90208 0.88411 0.77778 

TP 25765 25229 22202 

    
Weibull distributions as Sources / QC=30 with breakdown 

parameters\distributions Weibull LTWD 0.5 LTWD 1 

IT 4.02449 4.05146 4.51047 

AWT Q1 65.1696 55.5206 15.8061 

AQL Q1 16.1951 13.7035 3.50395 

ADT S1 3.59319 3.56643 3.47773 

Ut S1 0.89175 0.87929 0.77091 

AWT Q2 61.3207 54.8019 23.7317 

AQL Q2 15.2158 13.5096 5.25988 

ADT S2 3.50416 3.50399 3.5033 

Ut S2 0.86946 0.86376 0.7761 

TP 24812 24650 22153 

Table 4.5 Weibull distribution as Sources with QC=inf and QC=30 with breakdowns 

These two tables show the extreme relieving factor that the left truncation at 1.0 plays. In the 

first scenario, the average waiting time and average queue length of the first queue has 

dropped as much as 64.5% and 69.4 % respectively, compared to the model with original 

Weibull distribution. This drastic change is the direct result of the fact that intergeneration 

time with the left truncation is never lower than 1.0. This means that the system would always 

have enough time to “digest” the lower and middle level congestion in the queue. Only the 

severe congestion could cause the temporary block in the system. As a matter of fact, the 

average waiting time in the first queue is just 1.6 time units, which indicates the majority of 

the entities passes the system without having to wait or only have to wait for a small amount 

of time. 
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Compared to the first scenario, the second one is more informative in showing the relief that 

the left truncation would bring to the system. As discussed above, the breakdown of the 

server is a great aggravating factor of the system. The average waiting time and average 

queue length of the first queue of the Weibull distribution generated system with a breakdown 

is as high as 356.2% and 344.6% of the system without a breakdown. But such a great 

increase is not observed in the left truncation of 1.0. The maximum queue length of the left 

truncated distribution at 1.0 with a queue of infinite capacity is 21. (The table of the maximum 

queue length will be listed in later chapter.) So the queue capacity of 30 does not have an 

effect on such a model. The average waiting time and average queue length of the left 

truncated Weibull distribution at 1.0 system with a breakdown is just as high as 219% and 

218% respectively. This means the relieving factor of left truncation at 1.0 is much greater 

than the other relieving factors we mentioned.  

Now we take another closer look at the probability density function and the cumulative 

probability function of Weibull distribution, left truncated Weibull distribution at t = 0.5, right 

truncated Weibull distribution at T = 12, double truncated Weibull distribution at t = 0.5 and T 

= 12, and left truncated Weibull distribution at t = 1.0. 

 

Figure 4.3 Histogram and probability density distributions 
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Figure 4.4 Histogram and cumulative probability distributions 

It is shown in the first graph, that the Weibull distribution has more a ‘balanced’ distribution as 

it is non-zero on both ends. The truncated versions, on the other hand, put more emphasis on 

the middle part since either or both ends are truncated. It is clearly shown in the second 

graph that the truncated version starts only at the truncated points. Also, in the first graph, the 

tails of the probability density functions are different from one another. The tail of the left 

truncated Weibull at t = 1.0 is higher than the other distributions, for the purpose of making up 

the truncated part at the other end. 

Along with the reduction on the queue length and waiting time, the throughput of the left 

truncated Weibull distribution at t = 1.0 is also reduced to some extent. The main reason for 

this change is the inter-generation time of the source. As shown in the table above, the 

inter-generation time of the original Weibull distribution is 3.88 time units, while the 

inter-generation time of the left truncated Weibull distribution at 1.0 is 4.5 time units. This 

difference leads to the result that the system with the left truncated Weibull distribution would 

generate fewer objects than the one with Weibull distribution in the same amount of time, 

which is one of the reasons why the throughputs of these systems are different from each 

other. 
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The above discussion gives us another viewpoint regarding the source of these different 

systems. That is, the mean inter-generation time of the source also plays an important role in 

the system performance. The following chapter is the truncation of Weibull distribution 

focused on the mean time. 

 

4.3 Alternative truncated distributions with M-V 

The method to determine the parameters of a distribution was the maximum likelihood 

estimation of the log-likelihood function. This time, the parameters are estimated by the mean 

and variance (M-V) of the distributions and the data itself. The original Weibull distribution 

has a mean of 3.8866 and a variance of 6.6296. These two numbers will be the focus of the 

distribution fitting in this chapter. 

4.3.1 Fitting of the truncated distribution with M-V 

According to the mean and variance expressions of the complete and truncated Weibull 

distribution, (2.27), (2.28), (2.29), and (2.30), the parameters of the truncated distributions 

can be calculated. 

First of all, the left truncated Weibull distribution with the truncation point at t = 0.5: 
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The parameters we are interested in are a‘ and b‘. The result of the above function systems 

is: 

' 0.1330

' 1.4326

a

b









 

Now the LTWD probability density function with t = 0.5 is 

1.53380.4326 (0.0493 0.133 )( ) 0.1905 xf x x e                                           (4.14) 

And the LTWD cumulative density function with t = 0.5 is 

1.4326(0.0493 0.133 )( ) 1 xF x e                                   (4.15) 

Next distribution to fit is the right truncated Weibull distribution at T = 12: 
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              (4.16) 

The parameters we are interested in are a‘ and b’. The result of the above function systems 

is: 

' 0.1158

' 1.4436

a

b









 

The RTWD probability density function at T = 12 is 
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1.44360.4436 ( 0.1158 )( ) 0.1697 xf x x e                          (4.17) 

And the RTWD cumulative density function with T=12 is 

1.4436( 0.1158 )1
( )

0.9848

xe
F x


                               (4.18) 

Then we move on to the doubly truncated Weibull distribution at t = 0.5 and T = 12. 
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(4.19) 

The parameters we are interested in are a‘ and b’. The result of the above function systems 

is: 
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' 0.0908

' 1.6529

a

b









 

The probability density function of doubly truncated Weibull distribution which fits this sample 

is: 

1.65290.6529 ( 0.0908 0.0289)( ) 0.1507 xf x x e                              (4.20) 

And the doubly truncated Weibull distribution cumulative density function with t = 0.5 and T = 

12 is 

1.6529(0.0289 0.0908 )1
( )

0.996

xe
F x


                             (4.21) 

The last but not the least, the left truncated Weibull distribution with the truncation point at 

t=1.0. This is the distribution that gives us the inspiration of fitting according to the mean and 

variance. 
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                               (4.22) 

The parameters we are interested in are a‘ and b’. The result of the above function systems 

is: 

' 0.299

' 1.4326

a
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Now the LTWD probability density function with t = 1 is 

1.06630.0663 (1 0.299 )( ) 0.3188 xf x x e                              (4.23) 

And the LTWD cumulative density function with t = 1 is 

1.0663(0.299 0.299 )( ) 1 xF x e                                 (4.24) 

A simple test is made to examine the mean of these newly generated truncated versions of 

Weibull distribution. The following model shows both the trend and the result of the average 

inter-generation time. 

 

Figure 4.5 The model for testing 

The block with the name “different distributions” are to be replaced by different truncated 

distributions. The scope of average inter-generation time shows the trend and the display 

block “result” shows the result of the inter-generation time. We run this model for enough long 

time to examine the result of the distribution fitting. 

Weibull distribution: 
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Figure 4.6 The results of Weibull Distribution 

Left truncated Weibull distribution at t = 0.5: 

 

Figure 4.7 The results of LT Weibull Distribution 

Right truncated Weibull distribution at T = 12: 

 

Figure 4.8 The results of RT Weibull Distribution 
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Doubly truncated Weibull distribution at t = 0.5 and T = 12: 

 

Figure 4.9 The results of DT Weibull Distribution 

Left truncated Weibull distribution at t = 1: 

 

Figure 4.10 The results of LT Weibull at t=1 Distribution 

The purpose of doing these tests is showing the inter-generation time of running the models 

for enough long time units. In the later discussion, the models will not be run for such a long 

time as the inter-generation time of each model might not be this close to each other. It could 

be observed from these tests that these distributions have the mean and variance in common, 

which means, the only reason that could lead to the different performance of the systems is 

the distribution itself. 
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4.3.2 Implementing of the distributions into the model 

Two rounds of simulation are made to compare the results of simulation: one with infinite 

queue capacity and no breakdown and another with a queue capacity of 30 and with a 

breakdown. 

Firstly, the simulation with infinite queue capacity and no breakdown from the server blocks: 

Weibull distributions as Sources / QC=inf no breakdown 

parameters\distributions Weibull LTM 05 LTM1 RTM DTM 

IT 3.88046 3.9167 3.92417 3.90594 3.89988 

AWT Q1 20.3359 20.3065 19.2001 20.1371 19.5363 

AQL Q1 5.24036 5.18435 4.89217 5.15479 5.00889 

ADT S1 3.46461 3.46311 3.463 3.46451 3.46413 

Ut S1 0.89276 0.88412 0.8823 0.88654 0.88811 

AWT Q2 26.5871 25.292 24.6278 25.5626 25.7819 

AQL Q2 6.85046 6.4559 6.27453 6.54078 6.60919 

ADT S2 3.50111 3.50289 3.50281 3.50169 3.50253 

Ut S2 0.90208 0.89405 0.89239 0.896 0.8977 

TP 25765 25523 25476 25586 25630 

Table 4.6 Weibull distribution as Sources with QC=inf no breakdown 

Because the simulations are run for a certain amount of time units, the inter-generation time 

are not all the same in the above table. As discussed earlier, it is just a matter of simulation 

time. Despite the little difference in inter-generation times, the difference in the other 

performance parameter of the systems seem to have been reduced a lot than the previous 

distribution fitting. We could notice just slight difference in the average waiting time and 

average queue length. Such resemblance could also be observed in the comparison run 

where the queue has a capacity of 30 and the server suffers breakdown from time to time. 

Table 4.7 shows that the average queue length and average waiting time of the queues are 

merely slightly different from each other, e.g. the average waiting time of the first queue with 

Weibull distribution is 65.2 time units while the one with right truncated Weibull distribution is 

67.7 time units. However, this 4% increase is too small when compared to the 32.6% in the 

previous fitting.  
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Weibull distributions as Sources / QC=30 with breakdown 

parameters\distributions Weibull LTM 05 LTM1 RTM DTM 

IT 4.02449 4.02645 4.02947 4.02186 4.02643 

AWT Q1 65.1696 67.1205 67.3845 67.7411 65.2227 

AQL Q1 16.1951 16.6741 16.7209 16.8413 16.1976 

ADT S1 3.59319 3.57659 3.59654 3.60103 3.59187 

Ut S1 0.89175 0.88716 0.89155 0.89424 0.89095 

AWT Q2 61.3207 59.4225 61.6499 61.366 59.8817 

AQL Q2 15.2158 14.7394 15.2784 15.2385 14.8533 

ADT S2 3.50416 3.50392 3.50494 3.50392 3.50392 

Ut S2 0.86946 0.86912 0.86853 0.87007 0.86912 

TP 24812 24804 24780 24831 24804 

Table 4.7 Weibull distribution as Sources with QC=30 with breakdowns 

Up until now, these results show no big difference between the original Weibull distribution 

and the truncated versions. The reason that lies beneath is the fact that these two scenarios 

“absorb” the effect of the truncations so no conspicuous distinction could be observed from 

the results. The first scenario, where the system has infinite queue capacity and no 

breakdown, is the one where the system has enough time to deal with the entities coming in 

and even when the server suffered from blocking, the system still managed to get out of that 

situation soon enough. So the average waiting time, the average queue length, the dwelling 

time of the entities in each server and the throughput of the system are determined by the 

mean of the distribution at the source. Since all these distributions share the same mean and 

variance, the performance of the system in a long enough time interval is roughly the same. 

The second scenario is on the opposite side of the situation. When the both servers suffer 

from breakdowns from time to time, the whole system is in the “blocking” status as the 

servers could not handle the incoming entities. And with a queue capacity limit, the system 

enters a relatively “steady” state after the “warm-up” phase. This “steady state”, has almost 

nothing to do with the shape and scale parameters of the source distribution. The only factor 

that matters in the mean of the distribution. This is the reason why the performances of the 

system under various sources under these two scenarios are almost the same. Next round of 

simulation is made with unlimited queue capacity and breakdown of the servers. 
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Weibull distributions as Sources / QC=inf with breakdown 

parameters\distributions Weibull LTM 05 LTM1 RTM DTM 

IT 3.90625 3.90277 3.898 3.91489 3.9008 

AWT Q1 130.662 221.616 151.957 150.909 99.029 

AQL Q1 33.4255 56.7287 38.9516 38.517 25.3818 

ADT S1 3.46346 3.46457 3.46384 3.46308 3.46457 

Ut S1 0.88539 0.88646 0.8871 0.88348 0.88646 

AWT Q2 180.873 197.316 168.338 186.602 210.963 

AQL Q2 46.2088 50.4735 43.0954 47.5654 54.1594 

ADT S2 3.5034 3.5024 3.5033 3.50266 3.50346 

Ut S2 0.89334 0.89374 0.89478 0.8922 0.89143 

TP 25499 25517 25541 25472 25444 

Table 4.8 Weibull distribution as Sources with QC=inf with breakdowns 

In this round of simulation, although the inter-generation time of these distributions are almost 

the same, the system performances of these alternatives are much different from each other. 

The average waiting time and average queue length shows more distinction in this round of 

simulation. The average queue length of the first queue in a system with left truncated 

Weibull distribution at t = 0.5 is 170% as high as the one with Weibull distribution, and is 

223.8% as high as the system with doubly truncated Weibull distribution. The reason why left 

truncated Weibull distribution at t = 0.5 creates such a high rate of waiting time and queue 

length is that the majority of the inter-generation time lies between the interval of [0.5 3.5], 

and it doesn’t generate enough relieving numbers like the left truncated Weibull distribution at 

t = 1.0. Plus, the two servers interact in a bad way that also leads to the blocking at the queue. 

This is a list of the maximum queue length comparison between these alternatives. 

The scenario when the servers suffer from breakdowns and when servers do not suffer from 

breakdowns are listed in Table 4.9. 

The second row in the following table shows that although the other performance results from 

the models are not so different, but the maximum length of the queue still displays distinction 

which reflects the system behavior in a way. 
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Maximum Queue Length 

Infinite queue with breakdown Weibull LT05M LT1M RT12M DTM 

  134 207 159 146 98 

Infinite queue without breakdown Weibull LT05M LT1M RT12M DTM 

  50 53 46 61 59 

Table 4.9 Comparison of servers with and without breakdowns 

The following graphs show the probability density function and the cumulative probability 

function of Weibull distribution, left truncated Weibull distribution at 0.5, right truncated 

Weibull distribution at 12, double truncated Weibull distribution at 0.5 and 12, and left 

truncated Weibull distribution at 1.0. All of them have the same mean and variance. 

 

Figure 4.11 The probability density functions of multiple distributions 

The probability density functions of the distributions show the extreme case when the left 

truncation point is chosen to be t = 1.0. The density function of this truncated Weibull 

distribution has a non-increasing curve which is never seen in other cases. By using the 

common random number technique, the simulation is done with the blocks from common 

random number series. Also for the source block, the same seed of random number 

generation is used to reduce the variation. 
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Figure 4.12 The cumulative probability functions of multiple distributions 

The following table 4.10 is the starting points of each distribution. The left truncated functions 

start at the corresponding truncation point. The right truncated Weibull distribution starts a 

little lower than the original Weibull because the truncation changed the shape of the 

probability density function. So it is pressed a little in the beginning. 

Weibull LT05M RTM DTM LT1M 

0.00856 0.5004 0.00501 0.50059 1.00018 

0.02731 0.50246 0.01772 0.50362 1.00109 

0.02732 0.50247 0.01773 0.50363 1.00109 

0.03206 0.50317 0.0211 0.50466 1.00141 

0.03729 0.50402 0.02487 0.50591 1.00178 

Table 4.10 A breakdown of the multiple distributions step 1 

It takes other distributions almost 1000 steps to reach the benchmark 1.0. And the distribution 

that started at 1.0 is now 1.36, still the highest of all (as shown in step 2).  

Although the left truncated distribution at t = 1.0 had a good start, it is caught on and 

surpassed in a quite short time. It is the last one to reach 2.0. The left truncation distribution 

at t = 0.5, which also had a good start, is the second to the last (as shown in step 3). 
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Weibull LT05M RTM DTM LT1M 

1.10661 1.16994 0.99745 1.33089 1.36383 

1.10668 1.17 0.99752 1.33095 1.36387 

1.10766 1.1708 0.99847 1.33185 1.36437 

1.1108 1.17337 1.00156 1.33473 1.36598 

1.11155 1.17398 1.0023 1.33542 1.36637 

Table 4.11 A breakdown of the multiple distributions step 2 

Weibull LT05M RTM DTM LT1M 

2.12424 2.06612 2.02644 2.27848 1.99922 

2.12469 2.06654 2.02691 2.27891 1.99955 

2.1247 2.06655 2.02692 2.27892 1.99956 

2.12543 2.06723 2.02768 2.2796 2.00009 

2.1262 2.06794 2.02847 2.28032 2.00064 

Table 4.12 A breakdown of the multiple distributions step 3 

By the time the doubly truncated distribution reaches 3.0, the two left truncated distributions 

are left far behind. 

Weibull LT05M RTM DTM LT1M 

2.89282 2.79676 2.83245 2.99706 2.60556 

2.89387 2.79778 2.83356 2.99804 2.60645 

2.89573 2.79959 2.83554 2.99978 2.60804 

2.89699 2.80081 2.83687 3.00095 2.6091 

2.89712 2.80093 2.837 3.00107 2.60921 

Table 4.13 A breakdown of the multiple distributions step 4 

Soon enough, the right truncated Weibull takes over the lead and first reaches 5 because of 

the right truncation on the tail. 

Weibull LT05M RTM DTM LT1M 

4.9014 4.82035 4.99678 4.85349 4.58264 

4.90296 4.82197 4.99847 4.85492 4.58436 

4.90423 4.82328 4.99985 4.85608 4.58576 

4.90483 4.82391 5.0005 4.85663 4.58643 

4.90757 4.82675 5.00349 4.85914 4.58947 

Table 4.14 A breakdown of the multiple distributions step 5 
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To save the length of the paper, we jump directly to the end. It is shown that the right 

truncated distributions end at the truncation point. The left truncated ones end with much 

higher numbers, especially the left truncated distribution at t = 1.0. 

Weibull LT05M RTM DTM LT1M 

15.4991 16.6606 11.9297 11.8599 21.125 

15.8142 17.0301 11.9453 11.8966 21.7365 

16.501 17.8383 11.9695 11.9543 23.0899 

16.8623 18.2647 11.9781 11.9753 23.8127 

16.9519 18.3706 11.9799 11.9797 23.9932 

Table 4.15 A breakdown of the multiple distributions step 6 

These moments illustrate the random number generation at the source block. Take the left 

truncated distribution at t = 1.0 as an example: it starts with 1.0 while the others start at 0.5 or 

0. This advantage at the beginning is certainly a relieving factor as it doesn’t generate entities 

that come so close to each other. However, this advantage doesn’t last very long. Soon 

enough, the left truncated distribution is the lowest of all. The reason for this change is the 

distribution fitting criteria. In order for all the distributions to have the same mean and 

variance, the left truncated distribution has to put more emphasis on the beginning part to 

balance out the left truncation at a high value and the increase at the tail. Therefore, the 

system with such a truncated distribution doesn’t have the best performance of all. On the 

contrary, it is usually the worst one in most cases. 

From what we discussed above, we may draw the conclusion that, using the mean and 

variance as the criteria might not be the best way for distribution fitting. It focuses on the 

global behavior of two parameters of the data and ignores the local properties and details. It 

has the advantage of generating equally distributed random numbers, but the disadvantage 

of losing subtlety is also a big drawback. 

The first two rounds of the distribution fittings are based on two different criteria: the 

maximum likelihood estimation, and the mean and variance. These two methods have their 

own advantages and disadvantages. One natural idea would be to combine them together to 

get the best out of these two methods. The following section deals with this combination. 
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4.3.3 Truncated distributions with MLE and M-V 

When we combine the criteria of these two methods together, we have the two maximum 

likelihood estimation (MLE) functions, and two functions about the mean and the variance 

(M-V). So to utilize them to the fullest, not only the scale and shape parameters but also the 

truncation point is considered to be the unknown element here. 

The truncation point is no longer a constant before the simulation and the modeling, which 

means, besides the maximum likelihood estimators, another one or two functions are needed 

to determine the additional variable. For the left truncated and right truncated Weibull 

distribution, we take the maximum likelihood estimators and the mean or variance of the 

distribution. For the doubly truncated distribution, we need the mean and the variance as well 

as the maximum likelihood estimators, because the doubly truncated distribution has two 

truncation points to estimate.  

Firstly, the calculation of the parameters is executed for each distribution. For the left 

truncated Weibull distribution, the maximum likelihood estimators and the mean expression 

are listed below. 
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After the substitution of the parameters, we have: 
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                      (4.26) 

The parameters of interest here are a’, b’, and t. By solving the above non-linear equation 

system, estimated parameters a, b and the truncation point t could be induced. After the 

calculation, the parameters of interest are: 

' 0.1871

' 1.2721

0.7261

a

b

t













 

Now the left truncated Weibull probability density function with t = 0.7261 is 

1.27210.2721 (0.1245 0.109 )( ) 0.2380 xf x x e                         (4.27) 

And the LTWD cumulative density function with t = 0.7261 is 

1.2721(0.1245 0.1871 )( ) 1 xF x e                             (4.28) 

The maximum likelihood estimators and the mean expression of the right truncated Weibull 

distribution are listed below. 
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After the substitution of the parameters, we have: 

 

 

' '
'

'

' '
'

'

1

'

113 113 exp( ' )
0

' 1 exp( ' )

113 113 'log( ) exp( ' )
log ' log 0

' 1 exp( ' )

1 1
1, 3.8866

1

0

'

'

c

b b
b

i b

b b
b

i i i b

c

T a

b

b

T a T
x

a a T

a T T a T
x a x x

b a T

T a
b

c b
e

a

b a

c b


 
 
 



 
    

 
   

 
   

        


 




 



 

     (4.30) 

The parameters of interest here are a’, b’, and T. By solving the above non-linear equation 

system, estimated parameters a’, b’, and T could be induced. After the calculation, the 

parameters of interest are: 

' 0.1017

' 1.5544

13.8653

a

b

T













 

The right truncated Weibull probability density function converts to 

1.55440.5544 ( 0.1017 )( ) 0.1584 xf x x e                       (4.31) 
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And the RTWD cumulative density function with T = 13.8653 is 

1.5544( 0.1017 )1
( )

0.9977

xe
F x


                              (4.32) 

The maximum likelihood estimators, the mean expression, and the variance expression of 

the right truncated Weibull distribution are listed below. 
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    (4.33) 
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After the substitution of the parameters, we have the following non-linear equation system: 
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                                    (4.34) 

The parameters of interest here are a’, b’, t and T. By solving the above non-linear equation 

system, estimated parameters a’, b’, and T could be induced. After the calculation, the 

parameters of interest are: 
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The doubly truncated Weibull density function which fits this sample is: 

1.53020.5302 (0.0101 0.1082 )( ) 0.1657 xf x x e                      (4.35) 

And the doubly truncated Weibull cumulative density function with t = 0.2120 and T = 16.1452 

is 

1.5302(0.0101 0.1082 )1
( )

0.9995

xe
F x


                       (4.36) 

The truncation points that are calculated by this method are somehow questionable. For 

example, the truncation point of the left truncated Weibull distribution is 0.7261. This point 

might not be acceptable in some cases. If the lower limit of the data is close to the original 

lower limit of the data, this truncation point should be discarded.  

Weibull distributions as Sources / QC=30 with no breakdown 

parameters\distributions Weibull LTMM RTMM DTMM 

IT 3.89239 3.88474 3.89108 3.89395 

AWT Q1 18.2961 21.0788 20.456 21.4812 

AQL Q1 4.69986 5.42571 5.25619 5.51572 

ADT S1 3.46677 3.47299 3.47396 3.48595 

Ut S1 0.8904 0.89392 0.89246 0.89498 

AWT Q2 23.989 26.4895 26.5048 26.8901 

AQL Q2 6.16084 6.81686 6.80884 6.90324 

ADT S2 3.50118 3.50183 3.50086 3.50141 

Ut S2 0.89916 0.90095 0.89931 0.89886 

TP 25680 25728 25688 25670 

Table 4.16 Weibull distribution as Sources with QC=30 without breakdowns 

However, all these truncation points are assumed to be acceptable here. To compare the 

effect of truncation using maximum likelihood estimation and mean and variance, some 

rounds of simulation are run with the same set of models except for the source block. Firstly, 
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two rounds of simulation where the queue has a capacity of 30 and with or without 

breakdown are run. 

Weibull distributions as Sources / QC=30 with breakdown 

parameters\distributions Weibull LTMM RTMM DTMM 

IT 4.02449 4.02441 4.02778 4.01285 

AWT Q1 65.1696 70.2513 66.7218 67.9145 

AQL Q1 16.1951 17.4542 16.5631 16.9189 

ADT S1 3.59319 3.61099 3.59069 3.60235 

Ut S1 0.89175 0.89616 0.89039 0.89669 

AWT Q2 61.3207 61.0748 59.7928 62.8361 

AQL Q2 15.2158 15.1548 14.8261 15.6386 

ADT S2 3.50416 3.50416 3.50432 3.50313 

Ut S2 0.86946 0.86946 0.86889 0.87186 

TP 24812 24812 24794 24885 

Table 4.17 Weibull distribution as Sources with QC=30 with breakdowns 

It is shown in the above two tables that the inter-generation time of all these distributions are 

almost the same, which is a result of controlling the mean of each alternative. The model with 

a left truncation has the worst performance of all, as the ones with the previous distribution 

fitting criteria. The queue capacity of 30 limits the effects of the truncation to an extent. The 

source generates the entities according to the different distributions.  

Weibull distributions as Sources / QC=inf with no breakdown 

parameters\distributions Weibull LTMM RTMM DTMM 

IT 3.88046 3.88709 3.88521 3.90049 

AWT Q1 20.3359 24.0523 21.2174 19.3045 

AQL Q1 5.24036 6.18744 5.46078 4.94865 

ADT S1 3.46461 3.46538 3.46525 3.46368 

Ut S1 0.89276 0.89145 0.89184 0.88787 

AWT Q2 26.5871 27.4793 26.0267 25.0933 

AQL Q2 6.85046 7.06791 6.69738 6.43199 

ADT S2 3.50111 3.50111 3.50167 3.50239 

Ut S2 0.90208 0.90053 0.90102 0.89736 

TP 25765 25718 25730 25620 

Table 4.18 Weibull distribution as Sources with QC=inf without breakdowns 

When the entity arrives at the queue, it must wait until all the entities lined before it to be 

processed by the server. When the queue is full, the source ceases to release entity to the 
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system. Therefore, the system performance of such a model depends on the server. When 

the queue is always non-empty, the subtle difference of the blocks here plays a small role. 

Also the mean of the source controls the whole system in a macroscopic way. This explains 

the resemblance of the system performance for these distributions. Again, the effect of the 

distribution might be observable in the system where the queue does not have capacity limit. 

Here are the results of the system with infinite queue capacity, with and without breakdown. 

Sources / QC=inf with breakdown 

parameters\distributions Weibull LTMM RTMM DTMM 

IT 3.90625 3.87211 3.9041 3.90147 

AWT Q1 130.662 185.57 204.963 146.739 

AQL Q1 33.4255 47.8769 52.4455 37.5758 

ADT S1 3.46346 3.46469 3.46421 3.46457 

Ut S1 0.88539 0.89258 0.88598 0.88646 

AWT Q2 180.873 341.896 178.951 194.586 

AQL Q2 46.2088 87.9401 45.7397 49.7527 

ADT S2 3.5034 3.50097 3.50275 3.5033 

Ut S2 0.89334 0.89965 0.89421 0.89478 

TP 25499 25696 25528 25541 

Table 4.19 Weibull distribution as Sources with QC=inf with breakdowns 

The system with infinite queue capacity and breakdown at the server reveals the effect of the 

truncation. Under the condition where the inter-generation times are almost the same, the 

first queue of right truncated Weibull has the highest average queue length and average 

waiting time, 157% and 156.9% as high as those of the original Weibull model. Another 

aspect of the model is the maximum queue length of the both servers in these two cases. The 

maximum queue length comparison is listed in Table 4.20. 

These lists show the system performance in another point of view. Although the right 

truncated has the highest average waiting time and average queue length of all, its maximum 

queue length is lower than the left truncated distribution and doubly truncated distribution. 

The interaction of the server and the source could get tricky during the simulation, especially 

when the system has many blocks to deal with. The service time of the second server has 

exactly the same distribution as the first server. However, in the simulation, the same stream 

of random number at different service stations could lead to very biased result. Therefore, we 
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use the same distribution parameter, but different random number seed. As shown above, 

the server block, or the service time distribution, to be more precisely, also plays an important 

role in the simulation modeling. Up until now, we only discussed the effect of the truncation 

has as the source. The next chapter deals with the truncated distributions as the service time. 

Maximum Queue Length 

QC=inf no breakdown Weibull LTMM RTMM DTMM 

Server1 50 70 50 52 

Server2 46 40 41 40 

QC=inf with breakdown Weibull LTMM RTMM DTMM 

Server1 134 193 176 170 

Server2 175 238 141 152 

Table 4.20 Comparison of servers with and without breakdowns 

The truncated Weibull distributions are different expressions of the data fitting from the same 

set of empirical data. In the previous chapters, we already showed that the truncated versions 

of Weibull distribution would affect the system performance when working as the source 

block. Now to illustrate the effect of the truncated distributions may have on the system, we 

set these truncated distributions as the service time and compare the system performance 

with each alternative. 

 

4.4 Goodness-of-fit tests of various distributions 

Before we move on to the fitting of truncated distributions as the service time, a conclusion of 

the probability density function and cumulative density function of each distribution is listed 

below: 

Original Weibull probability density function: 

1.570.57 ( 0.1 )( ) 0.157 xf x x e                                (4.37) 

Original Weibull cumulative density function: 

1.57( 0.1 )( ) 1 xF x e                            (4.38) 
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The truncated versions using the maximum likelihood estimation: 

LTWD probability density function with t = 0.5 is 

1.53380.5338 (0.0376 0.109 )( ) 0.1672 xf x x e                       (4.39) 

LTWD cumulative density function with t = 0.5 is 

1.5338(0.0376 0.109 )( ) 1 xF x e                              (4.40) 

RTWD probability density function with T = 12 is 

1.65170.6517 ( 0.0915 )( ) 0.1517 xf x x e                        (4.41) 

RTWD cumulative density function with T = 12 is 

1.6517( 0.0915 )1
( )

0.9961

xe
F x


                                (4.42) 

DTWD probability density function with t = 0.5 and T = 12 is 

1.63840.6384 ( 0.0915 0.3212)( ) 0.1559 xf x x e                       (4.43) 

DTWD cumulative density function with t = 0.5 and T = 12 is 

1.6384(0.0305 0.0948 )1
( )

0.9961

xe
F x


                    (4.44) 

LTWD probability density function with t = 1 is 

1.570.57 (0.09 0.109 )( ) 0.1413 xf x x e                       (4.45) 

LTWD cumulative density function with t = 1 is 

1.57(0.09 0.09 )( ) 1 xF x e                              (4.46) 

The truncated versions using the mean and variance expressions: 
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LTWD probability density function with t = 0.5 is 

1.53380.4326 (0.0493 0.133 )( ) 0.1905 xf x x e                   (4.47) 

LTWD cumulative density function with t = 0.5 is 

1.4326(0.0493 0.133 )( ) 1 xF x e                              (4.48) 

RTWD probability density function with T = 12 is 

1.44360.4436 ( 0.1158 )( ) 0.1697 xf x x e                       (4.49) 

RTWD cumulative density function with T = 12 is 

1.4436( 0.1158 )1
( )

0.9848

xe
F x


                               (4.50) 

DTWD probability density function with t = 0.5 and T = 12 is 

1.65290.6529 ( 0.0908 0.0289)( ) 0.1507 xf x x e                            (4.51) 

DTWD cumulative density function with t = 0.5 and T = 12 is 

1.6529(0.0289 0.0908 )1
( )

0.996

xe
F x


                                              (4.52) 

LTWD probability density function with t = 1 is 

1.06630.0663 (1 0.299 )( ) 0.3188 xf x x e                                       (4.53) 

LTWD cumulative density function with t = 1 is 

1.0663(0.299 0.299 )( ) 1 xF x e                                              (4.54) 

The truncated versions using the maximum likelihood estimation and the mean and variance 

expressions: 
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LTWD probability density function with t = 0.7261 is 

1.27210.2721 (0.1245 0.109 )( ) 0.2380 xf x x e                                     (4.55) 

LTWD cumulative density function with t = 0.7261 is 

1.2721(0.1245 0.1871 )( ) 1 xF x e                                            (4.56) 

RTWD probability density function with T = 13.8653 is 

1.55440.5544 ( 0.1017 )( ) 0.1584 xf x x e                                     (4.57) 

RTWD cumulative density function with T = 13.8653 is 

1.5544( 0.1017 )1
( )

0.9977

xe
F x


                                                   (4.58) 

DTWD probability density function with t = 0.2120 and T = 16.1452 is 

1.53020.5302 (0.0101 0.1082 )( ) 0.1657 xf x x e                               (4.59) 

DTWD cumulative density function with t= 0.2120 and T= 16.1452 is 

1.5302(0.0101 0.1082 )1
( )

0.9995

xe
F x


                                             (4.60) 

We have 12 alternative distributions fittings to the empirical data, including the original 

Weibull distribution. Some of these distributions seem to be inappropriate to be mentioned as 

a “distribution fitting” as the parameters or the probability density function graph is far away 

from the histogram of the data. 

The probability density functions of these alternatives are: 
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Figure 4.13 The probability density functions of multiple distributions 

The cumulative density functions of these alternatives are: 

 

Figure 4.14 The cumulative probability functions of multiple distributions 

However, extra efforts need to be taken to test the fitness of distributions especially when 

some extreme cases are dealt. For example, when the n is very large, the test almost always 

rejects the hypothesis that the given data obey the target distribution [GD85].  There are 

some methods to test the goodness of fit of distributions. Two of the most commonly used 

ones are the chi-square test and the Kolmogorov–Smirnov test, or the K-S test.  
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4.4.1 Chi-Square Test 

The chi-square test can be used to test the fitness of both discrete and continuous 

distributions. Firstly, the distribution interval is divided into a certain amount of intervals. This 

is the most difficult step as there are no definitive procedures or standards to follow [AL07]. 

Then we count the number of the empirical data in these intervals. Finally, the chi-square 

statistic is calculated when we get the expected proportion of the empirical data in the 

hypothetical distribution.  

Determine the number k and the size of intervals ( 1,j ja a  ).  

1. Tally the number of the empirical data in these intervals, jN . 

2. Calculate the expected proportion 

                        
1

( )
j

j

a

j a
P f x dx



                                    (4.61) 

3. Calculate the chi-square statistic 

                       

2

2

1

( )k
j j

j j

N np

np





                                (4.62) 

4. Calculate the degrees of freedom, d 

d= (k-1)-(number of estimated parameters in the target distribution) 

5. Set the level of significance 

6. Compare the chi-square statistic with the critical value to accept or reject the hypothesis. 
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The level of significance is set to be 0.05 in all the following chi-square test. 

K=13 chi-square statistic critical value Accept Hypothesis 

Weibull 11.3628 18.307 Yes 

LT05 12.6018 18.307 Yes 

LT1 9.7788 18.307 Yes 

RT12 10.9469 18.307 Yes 

DT 13.1062 18.307 Yes 

LT05M 14.9027 18.307 Yes 

LT1M 103.4248 18.307 No 

RT12M 10.7168 18.307 Yes 

DTM 6.2035 18.307 Yes 

LTNM 15.4956 16.919 Yes 

RTNM 13.0177 16.919 Yes 

DTNM 11.4513 15.5073 Yes 

Table 4.21 chi-square statistics with K=13 

K=15 chi-square statistic critical value Accept Hypothesis 

Weibull 17.2212 21.0261 Yes 

LT05 15.115 21.0261 Yes 

LT1 18.9115 21.0261 Yes 

RT12 11.1239 21.0261 Yes 

DT 11.6726 21.0261 Yes 

LT05M 17.5044 21.0261 Yes 

LT1M 99.0885 21.0261 No 

RT12M 20.4159 21.0261 Yes 

DTM 12.7345 21.0261 Yes 

LTNM 12.7522 19.6751 Yes 

RTNM 17.7611 19.6751 Yes 

DTNM 18.5664 18.307 No 

Table 4.22 chi-square statistics with K=15 

The chi-square test shows that the left truncated Weibull distribution with the truncation point 

at 1 using the mean and variance should be rejected. However, the left truncated Weibull 

distribution and the doubly truncated Weibull distribution using the mean and variance 

method and the maximum likelihood estimation shows different results with different intervals. 

They are not rejected at the moment because of the instability of Chi-Square test shows 

[AL07] when it comes to the choice of interval length. The Kolmogorov–Smirnov test should 
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also be carried out for a sound decision as which of the above truncated versions of Weibull 

distribution should be rejected. 

K=20  chi-square statistic critical value Accept Hypothesis 

Weibull 15.6726 27.5871 Yes 

LT05 17.5487 27.5871 Yes 

LT1 17.6726 27.5871 Yes 

RT12 19.6195 27.5871 Yes 

DT 19.0177 27.5871 Yes 

LT05M 23.2124 27.5871 Yes 

LT1M 100.8584 27.5871 No 

RT12M 14.3097 27.5871 Yes 

DTM 22.5575 27.5871 Yes 

LTNM 32.9292 26.2962 No 

RTNM 19.9735 26.2962 Yes 

DTNM 22.5044 24.9958 Yes 

Table 4.23 chi-square statistics with K=20 

4.4.2 Kolmogorov–Smirnov test 

Kolmogorov–Smirnov test (or the K-S test) compares the empirical data with the hypothesis 

without grouping the data. This test method is advantageous because it does not require the 

grouping and determining of the intervals. It is indifferent to the sample size, as opposed to 

the chi-square test. Therefore, the K-S test could be more powerful than the chi-square test in 

some cases [S97]. 

One of the disadvantages of K-S test compared to the chi-square test is that it has limited 

effect on the discrete distributions [CWJ99]. Another drawback of K-S test is that it requires 

all the hypothesized distribution to be specified beforehand, which limits its usage to a certain 

range. However, in this case, these drawbacks would not influence the goodness-of-fit test as 

all the hypothesized distributions in our case are continuous and pre-determined. Suppose 

the sample CDF is ( )S x  and the hypothesized CDF is H( )x . The K-S statistic is the 

largest distance between the ( )S x  and H( )x  for the entire x set [AL07].  

{ ( ) ( )}supn

x

S x H xD




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The procedure for carrying out a K-S test is: 

1. Determine the sample CDF ( )S x  and the hypothesized CDF H( )x . 

2. Calculate the K-S statistic 

{ ( ) ( )}supn

x

S x H xD





 

3. Set the level of significance  

4. Compare the K-S statistic with the critical value to accept or reject the hypothesis. 

The results of the P-value of these alternatives are listed here: 

P-Value  unequal larger smaller 

Weibull 0.7119 0.3755 0.4555 

LT05 0.6922 0.3632 0.6387 

LT1 0.0251 0.0126 0.98 

RT12 0.9158 0.5989 0.5374 

DT 0.8867 0.507 0.7515 

LT05M 0.6627 0.4401 0.3454 

LT1M 7.14E-14 2.16E-14 0.0664 

RT12M 0.5129 0.261 0.2666 

DTM 0.7603 0.4071 0.8251 

LTNM 0.0215 0.0107 0.2136 

RTNM 0.6764 0.3536 0.4359 

DTNM 0.7447 0.3967 0.4128 

Table 4.24 P-value of the K-S tests 

The critical values to determine whether the K-S statistics are significant are:  

unequal larger smaller 

0.1262 0.1136 0.1136 

Table 4.25 critical values of K-S statistics 

The K-S Statistics are listed in Table 4.26. 

The results of the K-S test are listed in Table 4.27. 
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K-S statistics  unequal larger smaller 

Weibull 0.0644 0.0644 0.0576 

LT05 0.0655 0.0655 0.0431 

LT1 0.1375 0.1375 0.0081 

RT12 0.051 0.0462 0.051 

DT 0.0534 0.0534 0.0341 

LT05M 0.0672 0.0588 0.0672 

LT1M 0.3662 0.3662 0.108 

RT12M 0.0757 0.0757 0.075 

DTM 0.0616 0.0616 0.0278 

LTNM 0.14 0.14 0.0812 

RTNM 0.0664 0.0664 0.0592 

DTNM 0.0625 0.0625 0.0611 

Table 4.26 K-S statistics of the K-S tests 

 
Reject Hypothesis? 

  unequal larger smaller 

Weibull no no no 

LT05 no no no 

LT1 yes yes no 

RT12 no no no 

DT no no no 

LT05M no no no 

LT1M yes yes no 

RT12M no no no 

DTM no no no 

LTNM yes yes no 

RTNM no no no 

DTNM no no no 

Table 4.27 Results of the K-S tests 

It could be observed from the result that the left truncation at 1, the left truncation with mean 

and variety at 1, and the left truncation with mean and maximum likelihood estimation should 

be rejected. This result shows that when the distribution has a truncation point that is too high 

the distribution might show inaccuracy. On the other hand, when testing the smaller side, the 

left truncated alternatives never fail. This could also be advantageous when some extreme 

situations are being handled.  

 



 

 71

5. Truncated distributions in shipment consolidation 

 

In this chapter, a shipment consolidation model is simulated to get the shipment policy to 

save the total cost of transportation and inventory. The choice of the policy would change 

with the different distributions at the source block. This chapter shows the effect of different 

source distributions have on the final decision of the consolidation policy.  

 

5.1 Problem description 

Shipment consolidation is becoming a more and more popular topic in the field of logistics 

today. Considerable amount of money could be saved from the joint stock replenishment and 

shipment consolidation decisions which arise in the advancement in information technology 

facilitating information sharing between the parties in the supply chain and transportation 

systems, i.e. vendor managed inventory systems. Since the situations in the real life are so 

variable, different models are developed to cope with the complicatedness of the optimization 

of the transportation problem with different shipment consolidation decisions. In this paper, 

we differentiate the situations into three categories: single item, single supplier, and single 

retailer’s problem; multiple items, multiple suppliers, and multiple retailers’ problem; and 

multiple items, single supplier, and multiple retailers’ problem. The first category is the 

simplest case with one item and one retailer. So the best path aspect is not considered here. 

As a matter of fact, it is about the comparison of two criteria of the consolidation policy, time 

and quantity. The seeming simplicity of the description is not mirrored in the algorithm. The 

four cost components considered in this problem are replenishment costs, shipment costs, 

holding costs and waiting costs. In the following chapter the different parameters and the 

dependence of the models on them are discussed in details. 
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5.2 Design of shipment consolidation model 

When we consider a single location/item inventory system owned and managed by a retailer, 

the components of the cost structure of such a system should contain: the cost of 

replenishing inventory, cost of dispatching shipment to customers, inventory carrying cost per 

unit per unit time, and customer waiting cost per unit per unit time. The last component 

means the cost for temporary backorder. But in the long term, all the demands from the 

customer will be satisfied. So based on [s, S] policy [AS93b], where s means the reorder 

point and S stands for the order-up-to level, two models are introduced to optimize the cost of 

inventory system.   

Before introducing the models, we first make clear the assumptions we use in these two 

models. Assume the vendor serves a market with a Poisson demand process of rate λ and all 

customers locate in a geographically adjacent area. When the demand of one customer 

arrives, the vendor can choose not to ship the demanded unit out immediately and let the 

customer wait a while until some criterion described in any of the two models is met. We 

assume customers can wait but keeping them waiting has negative impact, which leads also 

to a cost. In these two models, the purchase and transportation costs are not considered.  

Also one can imagine that in the time-based model, the vendor just needs to check the 

inventory and the outstanding customer demand in fixed time duration while in the 

quantity-based model the vendor must check the demand constantly which may lead to a 

cost surplus in administration and personnel. This difference of management cost is 

neglected in the comparison of these two models. Four cost components, which are totally 

adopted from C&L, are considered [CC00b]: 

           RA  = Fixed cost of replenishing inventory 

           DA   = Fixed cost of dispatching shipment to customers 

           H = Inventory carrying cost per unit per unit time 

           W = Customer waiting cost per unit per unit time 
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5.2.1 Quantity-based model 

First we discuss the quantity-based model. Assume the shipment release quantity is q (per 

unit). That is, the vendor checks the outstanding demand from the customer constantly, and 

when the accumulated demand reaches q (per unit) the vendor checks the inventory status 

and if there are enough inventories to cover the demand, he dispatches the unit to the 

customer. If there are not enough inventory to cover the demand, the vendor makes a 

replenish order to the supplier, receives the delivery, and finally dispatches the unit to the 

customer.  Let the reorder and order batch size be 1R  and 1Q  , respectively. As we 

assume the time duration for the goods delivered from the supplier to the vendor is zero, the 

optimal amount for 1R  should be below 0. When the inventory level lies in the interval [ 1R , 0], 

the vendor still waits until the inventory level drops below 1R  to place the reorder. When the 

reorder comes, the vendor first sends out the - 1R  units as backorder. So without loss of 

generality, assume the replenishment quantity 1Q  to be 1nq R  where n is a non-negative 

integer. So in the quantity-based model, there are three variables of interest: n, q, and 1R  

[CWX04]. 

5.2.2 Time-based model 

For the time-based model, we assume the consolidation shipment cycle length is T. So at the 

end of the consolidation cycle, the vendor checks the accumulated demand, if there are 

enough inventory to cover the demand, he dispatches the unit to the customer. If there are 

not enough inventory to cover the demand, the vendor makes a replenish order to the 

supplier, receives the delivery, and finally dispatches the unit to the customer. Let 2R  and 

2Q  represent the reorder point and order batch size for the time-based model, respectively.  

So in the time-based model, there are three variables of interest: 2Q , T, and 2R .  When the 

inventory level lies in the interval [ 2R , 0], the vendor still waits until the inventory level drops 
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below 2R  to place the reorder. When the reorder comes, the vendor first sends out the - 2R  

units as backorder [FTT05].  

To make a comparison between these two policies, we run a simulation with the quantity 

policy and time policy simultaneously. The vendor checks the orders and inventory level 

again after a certain time interval after each check. Several simulation runs are made here to 

fit the various scenarios and compare the results of different policies.  

This is the model we used for the simulation: 

 

Figure 5.1 The simulation model for shipment consolidation 

Before moving on to the simulation results analysis, the abbreviations (Abbr.) for all the 

parameters which are observed are listed here: Simulation time - ST, Replenishment Cost 

per cycle - PCpc, Dispatching Cost per cycle - DCpc, Inventory Cost per unit per time - 

ICpupt, Waiting Cost per unit per time - WCpupc, Upper Inventory - UI, Lower Inventory - LI, 

Time parameter - Tp, Quantity parameter - Qp, Inventory Cost - IC, Waiting Cost - WC, 

Dispatching Cost - DC, Replenishment Cost - RC, Total Cost - TC, Average Waiting Time - 

AWT, Maximum Waiting Time - MWT. 
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The simulation results and the corresponding scenario setup are listed in the following 

chapters. The abbreviations are used in these tables to save space. 

Scenario 1: 

ST PCpc DCpc ICpupt WCpupc UI LI Tp Qp 

1500 70 30 8 2 200 20 30 30 

Table 5.1 Simulation parameters of Scenario 1 

The result of the simulation: 

  IC WC DC RC TC AWT MWT 

Time 1419900 12021 8940 700 1441500 3.3976 29.8929 

Quantity 1468100 43353 1710 630 1513800 12.2722 47.3081 

Table 5.2 Simulation results of Scenario 1 

The inventory level: 

 

Figure 5.2 The inventory level of the simulation of Scenario 1 

The result of the simulation shows that the time policy has a lower total cost than the quantity 

based model. However, in this scenario, both policies should be declined as the waiting cost 

components are too high for the customers. The maximum waiting time of the quantity based 

model is as high as 47.3 time units. The reason for the high waiting cost is the high level of 
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quantity parameter and time parameters. In real life, although the consolidation of the 

shipments could be a cost cutting solution, however, making the customers wait for as long 

as 49 time units is considered to be intolerable.  

Scenario 2: 

ST PCpc DCpc ICpupt WCpupc UI LI Tp Qp 

1500 70 30 8 2 200 20 4 4 

Table 5.3 Simulation parameters of Scenario 2 

The result of the simulation: 

  IC WC DC RC TC AWT MWT 

Time 1372600 203.2655 11310 700 1384800 0.0559 3.5524 

Quantity 1378500 1685 8280 700 1389200 1.2495 18.1161 

Table 5.4 Simulation results of Scenario 2 

 

Figure 5.3 The inventory level of the simulation of Scenario 2 

In this scenario, both the time and quantity parameter are set to be 4 with all the other 

parameters same as the first scenario. The result suggests that the quantity based model has 

a higher total cost than the one with time based policy. And the maximum waiting time of the 

customer under quantity based model is far higher than the time based model. It could also 
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be observed that the dispatching cost of these two policies shows less significant differences 

than the first one. In the first scenario, the time based policy has 241 more dispatching cycles 

than the quantity based policy while in the second scenario the difference decreases to 

101.The quantity based policy is actually sensitive to the upper and lower limit of [s, S] 

inventory level. So the proper choice of the s and S can change the total cost of quantity 

based model to an extent. So in the next scenario, we make a modification on the [s, S]. 

Scenario 3: 

ST PCpc DCpc ICpupt WCpupc UI LI Tp Qp 

1500 70 30 8 2 60 5 4 4 

Table 5.5 Simulation parameters of Scenario 3 

The result of the simulation and the inventory level: 

  IC WC DC RC TC AWT MWT 

Time 429140 533.6395 10830 2240 442740 0.1473 3.738 

Quantity 416980 1685 8280 2170 429110 1.2495 18.1161 

Table 5.6 Simulation results of Scenario 3 

 

Figure 5.4 The inventory level of the simulation of Scenario 3 
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In this scenario, the quantity based policy has a much lower total cost than the time based 

policy. However, the customers still have a high waiting time and the maximum waiting time 

is as high as 18.1 time units. The customer demand is discrete-uniformly distributed between 

1 and 9. In order to lower the customer’s waiting time, we set the quantity parameter to 3 to 

see the effect. The result of the simulation is: 

  IC WC DC RC TC AWT MWT 

Time 429140 533.6395 10830 2240 442740 0.1473 3.738 

Quantity 436870 769.522 9270 2240 449150 0.8183 13.9672 

Table 5.7 Simulation results comparison 

The customer’s waiting time is lowered at the sacrifice of higher total cost. It should be 

mentioned that the waiting cost is a virtual part of the total cost that does not need to be 

actually paid. However, this cost component should not be ignored as it balances the total 

cost and the customers waiting time. 

 

5.3 Fitting of the truncated distributions in the model 

Please note that the above simulations are done with the intergeneration time as Weibull 

distribution, which fits the raw data in the table. The following chapter is about the effect of 

fitting of different distributions on the source block. A common scenario is set for all the 

alternatives. Under this common scenario, all the possible distributions that fit the raw data 

are set to the source block to compare the total cost of all the alternatives.  

5.3.1 Simulation of various scenarios 

Scenario: 

ST PCpc DCpc ICpupt WCpupc UI LI Tp Qp 

1500 70 30 8 2 60 7 4 3 

Table 5.8 Simulation model parameters 

Results of the simulation with different alternatives are listed in tables in the following 

chapters. 
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1. Original Weibull distribution: 

  IC WC DC RC TC AWT MWT 

Time 428590 397.8175 10950 2380 442320 0.091 2.8693 

Quantity 430610 769.522 9270 2310 442960 0.8183 13.9672 

Table 5.9 Simulation results comparison of original Weibull distribution 

Better policy: Time based policy 

 

2. Left truncated Weibull distribution (at t=0.5) using MLE 

  IC WC DC RC TC AWT MWT 

Time 428570 348.2478 10830 2310 442060 0.0802 2.9135 

Quantity 428440 762.677 9150 2310 440670 0.8189 14.0505 

Table 5.10 Simulation results comparison of LT=0.5 Weibull distribution 

Better policy: Quantity based policy 

 

3. Left truncated Weibull distribution (at t=1) using MLE 

  IC WC DC RC TC AWT MWT 

Time 428070 236.0467 9600 1960 439870 0.0575 2.887 

Quantity 431120 795.481 7830 1960 441700 1.0111 15.3996 

Table 5.11 Simulation results comparison of LT=1 Weibull distribution 

Better policy: Time based policy 

 

4. Right truncated Weibull distribution (at T=12) using MLE 

  IC WC DC RC TC AWT MWT 

Time 429230 407.3695 11310 2450 443390 0.0905 2.8688 

Quantity 429060 793.941 9540 2380 441780 0.802 13.189 

Table 5.12 Simulation results comparison of RT=12 Weibull distribution 

Better policy: Quantity based policy 
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5. Doubly truncated Weibull distribution (at t=0.5 T=12) using MLE 

  IC WC DC RC TC AWT MWT 

Time 429270 364.4308 11100 2380 443110 0.0893 2.9313 

Quantity 429600 774.32 9360 2310 442040 0.8096 13.2367 

Table 5.13 Simulation results comparison of DT=0.5--12 Weibull distribution 

Better policy: Quantity based policy 

6. Left truncated Weibull distribution using Mean-Variance expression (at t=0.5) 

  IC WC DC RC TC AWT MWT 

Time 428350 402.2541 10920 2380 442060 0.0933 2.8352 

Quantity 430000 767.758 9240 2310 442310 0.8184 14.1561 

Table 5.14 Simulation results comparison of LT Weibull distribution with M-V 

Better policy: Time based policy 

 

7. Right truncated Weibull distribution using Mean-Variance expression (at T=12) 

  IC WC DC RC TC AWT MWT 

Time 429000 373.6693 10980 2380 442730 0.0851 2.8075 

Quantity 430440 772.259 9300 2310 442820 0.8202 14.2102 

Table 5.15 Simulation results comparison of RT Weibull distribution with M-V 

Better policy: Time based policy 

 

8. Doubly truncated Weibull distribution using Mean-Variance expression (at t=0.5 T=12) 

  IC WC DC RC TC AWT MWT 

Time 428540 370.3605 11010 2380 442310 0.0914 2.9751 

Quantity 431380 778.244 9300 2310 443770 0.822 13.3458 

Table 5.16 Simulation results comparison of DT Weibull distribution with M-V 

Better policy: Time based policy 
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9. Left truncated Weibull distribution using Mean-Variance expression (at t=1) 

  IC WC DC RC TC AWT MWT 

Time 429380 448.8523 11040 2380 443250 0.1091 2.9781 

Quantity 425560 758.683 9390 2310 438010 0.7896 14.3384 

Table 5.17 Simulation results comparison of LT=1 Weibull distribution with M-V 

Better policy: Quantity based policy 

10. Left truncated Weibull distribution using Mean-Variance expression and MLE 

  IC WC DC RC TC AWT MWT 

Time 428820 402.3082 11010 2380 442610 0.0933 2.9025 

Quantity 429040 760.025 9330 2310 441440 0.8043 14.3802 

Table 5.18 Simulation results comparison of LT Weibull distribution with M-V and MLE 

Better policy: Quantity based policy 

 

11. Right truncated Weibull distribution using Mean-Variance expression and MLE 

  IC WC DC RC TC AWT MWT 

Time 428740 395.3998 10980 2380 442490 0.0902 2.8669 

Quantity 430600 770.984 9300 2310 442980 0.8178 14.0042 

Table 5.19 Simulation results comparison of RT Weibull distribution with M-V and MLE 

Better policy: Time based policy 

 

12. Doubly truncated Weibull distribution using Mean-Variance expression and MLE 

  IC WC DC RC TC AWT MWT 

Time 428690 396.8086 10980 2380 442440 0.0909 2.8388 

Quantity 430380 769.115 9300 2310 442760 0.8157 14.0311 

Table 5.20 Simulation results comparison of DT Weibull distribution with M-V and MLE 

Better policy: Time based policy 
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5.3.2 Comparison of different truncated distributions 

A breakdown of the four cost components is listed here: 

Inventory cost:  

The inventory cost of each scenario is the largest component of the total cost. The shipment 

consolidation policy is cost effective when the inventory coefficient is smaller than the 

dispatching cost and replenishment cost coefficients. The policy is basically an exchange of 

the inventory units and the dispatching units. The scenarios where the inventory cost of time 

based policy is more than the quantity base policy are: 2, 4, 5, 9 and 10. In all these five 

scenarios, the quantity based policy has a better performance than the time based policy. 

These three scenarios are the ones where the time based policy has the largest excess over 

the quantity based policy. In the 9th scenario, the difference of the two policies reaches its 

highest point. The comparison of the costs difference (the time based policy cost minus the 

quantity based policy cost) is listed in the following table. 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

-640 1390 -1830 1610 1070 -250 -90 -1460 5240 1170 -490 -320 

Table 5.21 Inventory cost comparison of Time and Quantity based policies 

Waiting cost: 

This part of the cost is an imaginary part of the total cost that needs not be paid. In all of the 

above scenarios, the waiting cost of time based policy never exceeds that of the quantity 

based policy. The lower waiting cost of the time based policy is caused by the lower waiting 

time that the customers are kept waiting. However, the low waiting cost comes along with 

high dispatching cost and potentially high replenishment cost. It could be observed from the 

following table that the effect of the truncation leads to a difference of the waiting cost as 

much as 53 percent. The second and the third scenario have the highest quantity-time 

difference, which is caused by the left truncation with the MLE method, especially the third 

scenario where an extreme truncation point is taken. The difference (Diff.) of the waiting cost 

(quantity-time) is shown in the following table. 
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S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

Time 397.8 348.2 236 407.4 364.4 402.3 373.7 370.4 448.9 402.3 395.4 396.8 

Quantity 769.5 762.7 795.5 793.9 774.3 767.8 772.3 778.2 758.7 760 771 769.1 

Diff. 371.7 414.4 559.4 386.6 409.9 365.5 398.6 407.9 309.8 357.7 375.6 372.3 

Table 5.22 Waiting cost comparison of Time and Quantity based policies 

Dispatching cost: 

Dispatching cost component is the target of saving total costs. The following table shows the 

difference in the dispatching cost of the two policies. The three rows are cost with time based 

policy (T), the quantity based policy (Q), and the difference (D) of the cost (time-quantity). 

 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

T 10950 10830 9600 11310 11100 10920 10980 11010 11040 11010 10980 10980 

Q 9270 9150 7830 9540 9360 9240 9300 9300 9390 9330 9300 9300 

D 1680 1680 1770 1770 1740 1680 1680 1710 1650 1680 1680 1680 

Table 5.23 Dispatching cost comparison of Time and Quantity based policies 

If neither of the policies is adopted, the whole process contains 386 dispatching cycles. The 

dispatching cycles of the time based policy in scenario 4 are the highest and the cycles of the 

quantity based policy in scenario 3 are the lowest. It is also these two scenarios where the 

quantity based policy saves the most cycles than the time based policy. The ninth scenario is 

the one with the lowest difference of the two policies which contrasts with the highest 

difference of the two policies. The cycles of time based policy (T), the cycles of quantity 

based policy (Q) and the difference of the cycles (time-quantity) are shown in the following 

table. 

  S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

Cycle(T) 365 361 320 377 370 364 366 367 368 367 366 366 

Cycle(Q) 309 305 261 318 312 308 310 310 313 311 310 310 

Difference 56 56 59 59 58 56 56 57 55 56 56 56 

Table 5.24 Dispatching cycles comparison of Time and Quantity based policies 

Replenishment cost: 

The two consolidation policies show no great difference in the replenishment cost component. 

In the second and the third scenario, the replenishment costs are even the same for both 



 

 84

5. Truncated distributions in shipment consolidation 

policies. In the other ten scenarios, the difference is one replenishment cycle. However, the 

replenishment cycles should be determined by the initial inventory level, the lower boundary 

of the inventory policy, and the customer’s order. Thus the replenishment cycles of all the 

scenarios should be the same with or without the consolidation policies. The reason why 

there is a difference of one cycle is that the customers in the scenarios with the consolidation 

policy have to wait until the outstanding orders or the inter-mediate time reaches a certain 

amount. Therefore, in some scenarios, the inventory lower boundary is not reached while the 

dispatching orders are being held. This inter-mediate state of the process is just temporarily 

observed in the system and would not last for a long time. The difference (Diff.) of the 

replenishment cost (time-quantity) is shown in the following table. 

  S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

Time 2380 2310 1960 2450 2380 2380 2380 2380 2380 2380 2380 2380 

Quantity 2310 2310 1960 2380 2310 2310 2310 2310 2310 2310 2310 2310 

Diff. 70 0 0 70 70 70 70 70 70 70 70 70 

Table 5.25 Replenishment cost comparison of Time and Quantity based policies 

The cycles of time based policy (T), the cycles of quantity based policy (Q) and the difference 

of the cycles (time-quantity) are shown in the following table. 

  S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

Cycle(T) 34 33 28 35 34 34 34 34 34 34 34 34 

Cycle(Q) 33 33 28 34 33 33 33 33 33 33 33 33 

Difference 1 0 0 1 1 1 1 1 1 1 1 1 

Table 5.26 Replenishment cycles comparison of Time and Quantity based policies 

Average Waiting Time and Maximum Waiting Time: 

These two components show the waiting times, namely, the disadvantageous potential 

customer loss, in the both consolidation policies.  

The average waiting time depicts the average virtual loss of keeping a customer waiting for 

the order to be delivered. The following table shows the average waiting time comparison for 

both policies. 
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  S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

Time 0.091 0.08 0.058 0.091 0.089 0.093 0.085 0.091 0.109 0.093 0.09 0.091 

Quantity 0.818 0.819 1.011 0.802 0.81 0.818 0.82 0.822 0.79 0.804 0.818 0.816 

Table 5.27 Average Waiting time comparison of Time and Quantity based policies 

The following table shows the maximum waiting time comparison for both policies. 

  S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

Time 2.869 2.914 2.887 2.869 2.931 2.835 2.808 2.975 2.978 2.903 2.867 2.839 

Quantity 13.97 14.05 15.4 13.19 13.24 14.16 14.21 13.35 14.34 14.38 14 14.03 

Table 5.28 Maximum Waiting time comparison of Time and Quantity based policies 

Of these 12 alternatives, time-based policy outperforms the quantity-based policy in 7 

alternatives. But according to the goodness of fit tests, the 3rd and the 9th scenario should be 

rejected, which makes it even for both policies. The interpretation of these results of the 

simulation needs more detailed analysis than the count of the advantageous cases. The 

simulation using the original Weibull distribution as the source block chooses the time based 

policy over the quantity based policy. However, in some scenarios with certain policies, the 

quantity based policy should be chosen. Furthermore, when we add the total costs of all the 

scenarios, we have a better overview of the model. The quantity based policy has a lower 

total cost when we add all the scenarios together.  

It is shown in the above table that the quantity based model has a lower average cost, which 

means, that one single scenario could be deceptive even when the raw data are carefully 

fitted with the right chosen method.  
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Simulation modeling and analysis could be utilized in many fields to improve the system 

performance. The optimization methods like the Common Random Numbers and other 

variance reduction techniques are used to better the simulation model. This paper discussed 

the truncated Weibull distributions integrated with the system source or the service stations in 

the production systems, the shipment consolidation systems and the batch production 

system. 

The truncated distributions have shown great impact on the system performance. When 

some components of the system are integrated with the truncated distributions, the 

simulation model can be greatly influenced by the slightly changed parameters. Some 

simulation models are sensitive to the extreme situations where the small probability events 

have large influence on the system. As the simulation model in Chapter 4, the rare events 

could cause severe blocking in the queues and the service stations. When the distributions 

are truncated, the extreme situations are changed to a certain amount. Therefore, the system 

couldn’t handle the extra burden and the whole system is trapped with the blocking. In the 

shipment consolidation models, the truncated distributions could influence the final decision 

making of the customer. The truncation has effect on each cost component as well as the 

total cost. The truncated Weibull distributions and the original Weibull distribution have similar 

properties in many ways. But the truncated versions can reveal some weak points of the 

system that the simulation model using the original Weibull distribution would not show. 

When the truncated versions find the system weak points, modifications can be made to 

improve the system by avoiding the shortcomings. If the original Weibull distribution and the 

truncated versions both approve the simulation results, the model has a better confidence 

level. In this point of view, the truncated Weibull distributions can act as the support of the 

original Weibull distribution to increase the credibility of the model. 

 

6. Conclusion and future works 
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However, an absolute comparison on the effects of truncated version and the original version 

could not be induced without the help of neural network and a huge sample database that 

could suffice the large time units which are needed for the simulation. Also, the method used 

in this dissertation to find the parameters of the truncated Weibull distribution could be 

improved to a method with higher efficiency and less complexity. In the future, an ideal 

simulation tool with truncated version would at least contain the above mentioned potential 

improvements and an accurate analysis of the results as well as the impact of the truncation 

should also be listed for reference. The truncation of the distributions is a powerful tool which 

could provide more significant insight of the simulation model with these improvements. 

The implementation of the theoretical simulation optimization into the real life industrial 

practice as an impacting factor on the outcome of the simulation might not be the highest 

prioritized task at the moment. The industry is focusing intensively on the big data where the 

most conclusive parameters could be derived and generated. The small data aspect would 

have to wait for its turn to come into the spotlight. The data-mining tools proliferation is 

essentially various methods of data manipulation of the source data. Therefore, the 

accurateness of the source data should be treated with as the same if not more important 

than the later date-mining itself. The fitting of the truncated distributions could be integrated 

with a neural network, where the system itself would be trained to find the truncation point in 

the fitting process and work out the convergent solution with certain criteria. The option of 

truncating the distribution, which is derived from the raw data, should be of assistance in the 

decision making.   
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