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Abstract

In this thesis, the application of pattern recognition techniques is considered for different kinds of fault diagnosis and prognosis problems and applications. The investigated applications represent real industrial applications, in which different measurement characteristics (such as cyclic, impulsive, and periodic signals), different recognition objective characteristics (such as accumulative and one-time events), different operational conditions and parameters of the machine, and different faults and detection system requirements (such as wear, crack, and object detection; system state and remaining life time) are challenging the existence of modular pattern recognition procedures and techniques. Different approaches are investigated and applied such as Support Vector Machine (SVM), Discrete Wavelet Transform (DWT), Wavelet Packet Transform (WPT), and Continuous Wavelet Transform (CWT), and many concepts and solutions are proposed and verified, in order to achieve a reliable condition monitoring system, which supports the maintenance planning of the machine and adds value to the production quality and cost.

In the first investigated application in this thesis, an approach for developing a fault diagnosis and prognosis system is presented. The system is used as a prewarning module to detect the necessity for replacing wear parts of production machines and to evaluate the remaining life time of the supervised part. The sensor signals encountered for processing are nondeterministic with cyclic nature related to the operation cycle of the machine.

In the second investigated application, the goal is to monitor a production process for online detection of a target object with the lowest possible false alarm rate. The signals encountered in the system of this work are characterized with nonstationary impulsive one-time events representing the goal object. Another characteristic of the sensor cluster signals is the partly simultaneous stimulation of events which requires the use of suitable decision fusion techniques.

In the last investigated application, two main approaches used for crack detection and prediction in rotating machinery; model based and signal based, are investigated, in order to achieve a prewarning technique for rotor cracks to be applied for online monitoring in turbo-machinery. The signals encountered are periodic vibration signals with accumulative impact of the fault incident.

Open questions arise in the issues of state evaluation, severity estimation, and remaining life time prediction, based on specific sensor data with particular application-oriented characteristics. This work deals with these open questions, in order to achieve a reliable condition monitoring system. As a general conclusion of the work, it can be stated that Wavelets and SVM are reliable tools for feature extraction and classification in the field of condition monitoring, and the feature space of SVM is useful for remaining life prediction. However; specific application oriented solutions and tricks are necessary, considering the diversity of fault diagnosis and prognosis problems and difficulties.
Kurzfassung

In dieser Arbeit werden Techniken der Mustererkennung auf verschiedene Problemstellungen der Fehlerdiagnose und -prognose angewendet. Die untersuchten Anwendungen stellen reale industrielle Anwendungen dar, bei denen verschiedene Messgrößen (wie zyklische, impulsive, und periodische Signale), verschiedene Charakteristik der Erkennungsobjektiven (wie kumulativ und einmalige Ereignisse), verschiedene Betriebsbedingungen und -parameter der Maschine, und verschiedene Fehler und Erkennungssystemanforderungen (wie Verschleiß, Riss, und Objekterkennung; Systemzustand und Restlebensdauer) die modulare Mustererkennungsverfahren und -techniken erfordern. Verschiedene Ansätze werden untersucht und angewendet, wie Support Vector Machine (SVM), Continuous Wavelet-Transform (CWT), Wavelet Packet Transform (WPT) und Diskrete Wavelet-Transform (DWT), und viele Konzepte und Lösungen werden vorgeschlagen und überprüft, um ein zuverlässiges Zustandsüberwachungssystem zu erreichen, dass die Instandhaltungsplanung der Maschine unterstützt und die Produktionsqualität und Produktionskosten verbessert.

In der ersten untersuchten Anwendung in dieser Arbeit wird ein Ansatz für die Entwicklung eines Fehlerdiagnose- und -prognosesystems vorgestellt. Das System wird als Vorwarnmodul verwendet, um die Notwendigkeit für das Ersetzen von Verschleißsteilen von Produktionsmaschinen zu erkennen und die Restlebensdauer des überwachten Teils zu bewerten.


In der letzten untersuchten Anwendung, werden modell- und signalbasierte Verfahren für die Risserkennung und Prognose in rotierenden Maschinen untersucht, um eine Vorwarnung für Rotor-Risse zu erreichen für Online-Überwachung in Turbo- maschinen. Die angetroffenen Signale sind periodische Schwingungssignale mit kumulativen Auswirkungen der Fehlerereignisse.

Offene Fragen stellen sich bei den Themen Zustandsbewertung, Fehlerschweregrad und Restlebensdauer, basierend auf spezifischen Sensordaten mit besonderen anwendungsorientierten Eigenschaften. Diese Arbeit befasst sich mit diesen offenen Fragen, um ein zuverlässiges Zustandsüberwachungssystem zu erreichen. Es kann festgestellt werden, dass Wavelets und SVM sehr nützliche Werkzeuge für die Merkmalsextraktion und Klassifikation im Bereich der Zustandsüberwachung sind. Der Merkmalsraum von SVM ist nützlich für die Bewertung der verbleibenden Lebensdauer. Allerdings zeigt sich ebenfalls, dass angesichts der Herausforderungen anwendungsorientierte Lösungen gefunden werden müssen.
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## Nomenclature

### Denotations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(t)$</td>
<td>Time series measurement signal</td>
</tr>
<tr>
<td>$\psi_n(t)$</td>
<td>Template function</td>
</tr>
<tr>
<td>$&lt;x,\psi_n&gt;$</td>
<td>Inner product of the two functions</td>
</tr>
<tr>
<td>$\psi_n^*(t)$</td>
<td>Complex conjugate of the function $\psi_n(t)$</td>
</tr>
<tr>
<td>$g(t)$</td>
<td>Window function of STFT</td>
</tr>
<tr>
<td>$\psi(t)$</td>
<td>Wavelets mother function</td>
</tr>
<tr>
<td>$s$</td>
<td>Wavelet scaling parameter</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Wavelet shifting parameter</td>
</tr>
<tr>
<td>$W$</td>
<td>Weight matrix of ANN</td>
</tr>
<tr>
<td>$C$</td>
<td>Penalty parameter of SVM</td>
</tr>
<tr>
<td>$W$</td>
<td>Coefficient vector of SVM separating hyperplane</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Slack variables</td>
</tr>
<tr>
<td>$b$</td>
<td>Bias term of SVM separating hyperplane</td>
</tr>
<tr>
<td>$\phi$</td>
<td>SVM mapping function</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Lagrange multipliers</td>
</tr>
<tr>
<td>$K(x_i,x)$</td>
<td>Kernel function of SVM</td>
</tr>
<tr>
<td>$V$</td>
<td>Vibration velocity</td>
</tr>
<tr>
<td>$A$</td>
<td>Vibration acceleration</td>
</tr>
<tr>
<td>$P$</td>
<td>System hydraulic pressure</td>
</tr>
<tr>
<td>$D$</td>
<td>Displacement of the monitored part</td>
</tr>
<tr>
<td>$H_j$</td>
<td>Shannon entropy</td>
</tr>
<tr>
<td>$E_j$</td>
<td>Total energy</td>
</tr>
<tr>
<td>$CI$</td>
<td>Change Index</td>
</tr>
<tr>
<td>$Ax$</td>
<td>Approximation $x$ of DWT</td>
</tr>
<tr>
<td>$Dx$</td>
<td>Detail $x$ of DWT</td>
</tr>
<tr>
<td>$T_1$</td>
<td>Experimental threshold</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>Steering function</td>
</tr>
<tr>
<td>$M$</td>
<td>Mass matrix</td>
</tr>
<tr>
<td>$D$</td>
<td>Damping matrix</td>
</tr>
<tr>
<td>$G$</td>
<td>Gyroscopic matrix</td>
</tr>
<tr>
<td>$K$</td>
<td>Stiffness matrix</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Rotational speed</td>
</tr>
<tr>
<td>$N$</td>
<td>Input matrix of the nonlinearities</td>
</tr>
</tbody>
</table>
### Important abbreviations

<table>
<thead>
<tr>
<th>Abbrev.</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>STFT</td>
<td>Short Time Fourier Transform</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithms</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Networks</td>
</tr>
<tr>
<td>MLP</td>
<td>Multilayer Perceptron</td>
</tr>
<tr>
<td>k-NN</td>
<td>k-Nearest-Neighbor</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial Basis Function</td>
</tr>
<tr>
<td>CBM</td>
<td>Condition-Based Maintenance</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervisory control and data acquisition system</td>
</tr>
<tr>
<td>FDI</td>
<td>Fault Detection and Isolation</td>
</tr>
<tr>
<td>KPCA</td>
<td>Kernel Principle Component Analysis</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle Swarm Optimization</td>
</tr>
<tr>
<td>SOM</td>
<td>Self-Organizing Maps</td>
</tr>
<tr>
<td>DS</td>
<td>Dempster-Shafer method</td>
</tr>
<tr>
<td>WPT</td>
<td>Wavelet Packet Decomposition</td>
</tr>
<tr>
<td>DWT</td>
<td>Discrete Wavelet Transform</td>
</tr>
<tr>
<td>WVD</td>
<td>Wigner-Ville Distribution</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>CWT</td>
<td>Continuous Wavelet Transform</td>
</tr>
<tr>
<td>CMS</td>
<td>Condition-Monitoring Systems</td>
</tr>
<tr>
<td>SHM</td>
<td>Structural Health Monitoring</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>DOF</td>
<td>Degrees of freedom</td>
</tr>
<tr>
<td>FDA</td>
<td>Fisher discriminant analysis</td>
</tr>
<tr>
<td>MD</td>
<td>Mahalanobis distance</td>
</tr>
<tr>
<td>CV</td>
<td>Cross validation</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
</tbody>
</table>
1 Introduction

Condition monitoring and supervision systems are essential for the automation of industrial processes. Accordingly, abnormal conditions need to be identified for fault detection and diagnostics purposes. The task of diagnosis systems is to establish relevant statements about faults as early as possible. However, in order to maximize the benefits of the operational life of a machine, maintenance procedures should be delayed until the early inception of the fault responsible for the system failure, before the occurrence of the failure. This period of time between the early inception of a machine fault and the system failure represents the racetrack for fault diagnosis techniques and methods. Consequently, more understanding and awareness of fault inception and progression is necessary for more reliable diagnostics.

In practice machines and mechanical systems do not break down or fail without any kind of warning, which is indicated, as an example, by increase in vibration level, temperature, and/or noise. In many complex mechanical systems, the symptoms occur in high dimensional level of measures, which are not directly connected to the sensors. In such cases, usual methods of fault diagnosis, such as thresholds and knowledge-based systems, are not reliable enough to represent the system state. Moreover, model-based monitoring systems are often not suitable for complex systems because of the necessity for complex modeling of the process with detailed information about process parameters and system state changes [WCDB09].

The use of pattern recognition and machine learning approaches has been providing comparatively good performance in several applications such as face recognition, text categorization, machine vision, and many others. The application of pattern recognition on fault diagnosis and condition monitoring problems has emerged as significant potential for researchers [RNWV10], therefore, many achievements have been done, and many challenges have been intensively investigated.

1.1 Motivation

In this work, the application of pattern recognition techniques is considered for different kinds of fault diagnosis and prognosis problems. The investigated problems represent real industrial applications, in which different measurement characteristics, different recognition objective characteristics, different operational conditions of the machine, and different detection system requirements are challenging the existence of modular pattern recognition procedures and techniques. The diversity of the investigated problems helps to aware of difficulties and obstacles encountered in real life industry.

In the first application to be introduced (Chapter 3), a production machine related supervision task is investigated over a long duration. It is required to develop a fault
diagnosis and prognosis system to support condition-based maintenance of wear parts in the machine. Accordingly, a prewarning module is necessary to detect the necessity for replacing wear parts. Moreover, an indication of the state evaluation and remaining life time prediction of the supervised parts is necessary. Wear parts failure should be detected on a real time basis, before scuffing or seizing lead to serious failure of the machine. The sensor signals encountered for processing are nondeterministic with cyclic nature related to the operation cycle of the machine. Operation cycles have changing lengths and characteristics. Real industrial process and sensor signals are considered in this work. However, in principle the developed approaches could include arbitrary data acquisition techniques.

In the second application (Chapter 4), different kind of incidents considered for recognition should be investigated. The individual events with no consequent and accumulating effects to be investigated in this work represent many possible process and fault related incidents. The signals encountered in the system are characterized with nonstatinary impulsive one-time events representing the goal object. Another characteristic of the sensor cluster signals is the partly simultaneous stimulation of events which prevents the advantage of using exact simultaneous events for fusing the data in the features level, which requires the use of suitable decision fusion techniques. Real industrial process and sensor signals are considered in this work. However, in principle the developed approaches could include arbitrary data acquisition techniques.

In the last application (Chapter 5), two main approaches used for crack detection and prediction in rotating machinery; model-based and signal-based, are investigated. It is required to achieve a prewarning technique for rotor cracks to be applied for online monitoring in turbo-machinery. Several strength and weak points are discussed and compared, in order to achieve a comparative overview of the available techniques. The concepts of fault severity estimation and remaining life time prediction are considered in the application. The signals encountered are periodic vibration signals with accumulative impact of the fault incident. A realistic simulation example is considered in this work. However, in principle the developed approaches can include arbitrary data acquisition techniques.

Briefly summarized, it can be stated that open questions arise in the issues of state evaluation, severity estimation, and remaining life time prediction, based on specific sensor data with particular application-oriented characteristics. This work deals with these open questions, in order to achieve a reliable condition monitoring system, which adds value to the performance of the machine.

1.2 Organization of thesis

A brief introduction and the motivation of the work are presented in this chapter. A brief overview about the theoretical background used in the thesis is presented.
in Chapter 2, covering pattern recognition systems and condition monitoring, and their current state and future prospects. The following three chapters; Chapter 3, 4, and 5, cover the core of the thesis, which is the application of pattern recognition techniques for condition monitoring, including new developed concepts and solutions for application-oriented problems and difficulties. Three applications are presented; wear plates (Chapter 3), object detection (Chapter 4), and rotor crack detection (Chapter 5). Each application includes objectives and scope of work, and state of the art of the application. Each application comes with specific scientific challenges to be dealt with. It is necessary to mention that, the state of the art required for this work is distributed across the chapters, according to the structure of the thesis. The current state of the main methods is presented in Section 2.6, whereas the application state of the art which includes particular application-oriented requirements is linked with the application chapters in Sections 3.1.2, 4.1.2, and 5.1.2 respectively. Finally, in Chapter 6, the thesis is summarized including the different scientific contributions of the work, with some guidelines which might be helpful for future work.
2 Background: Pattern recognition and condition monitoring

A brief overview of the theoretical background used in the thesis is presented in this chapter, covering pattern recognition systems and condition monitoring. Moreover, the current state of methods and the future prospects are introduced.

2.1 Introduction

The recent developments in the field of pattern recognition and machine learning have been motivated by the huge advances in the field of computers and digitalization, and the requirement for reliable automation techniques and efficient handling of the huge amount of data being generated [HKK06]. Consequently, several applications have been introduced such as face recognition, text categorization, machine vision, and many others. This led to the requirements for solid theoretical foundation and improvements of the field of pattern recognition, in order to comply with the achievements in the computer integrated systems.

The field of fault diagnosis and prognosis and condition monitoring appears as a prospective research field for pattern recognition [RNWV10], therefore, many ambitions have been intensively investigated.

2.2 Pattern recognition

Pattern recognition is the scientific discipline whose goal is the classification of objects into a number of categories or classes [TK08]. Depending on the application, these objects, which are characterized by patterns, could be images, signal waveforms, or any type of measurements.

2.2.1 Modules of pattern recognition systems

![Figure 2.1: Modules of pattern recognition systems](image)

Usually, pattern recognition systems comprise several stages of data handling, in order to achieve highest possible inference of patterns. The overall performance of
the pattern recognition system depends on the performance of the individual stages and the interaction between stages. A typical structure of pattern recognition systems is illustrated in Fig. 2.1. According to the literature [TK08, DHS00, Bis06], the modules mentioned in the structure are discussed in the following:

**Signal preprocessing**

In practical applications, the sensor data are usually undergone preprocessing procedures, in order to transform the measurements into simpler dataset to apply subsequent operations of pattern recognition. These procedures include idle operation signals removal, scaling and normalization of signals to reduce input variability, segmentation and rearrangement of input signals, and/or removal of outliers. The process should avoid losing relevant information, and should be applied on training and test datasets.

**Feature extraction**

A feature is a transformed set of system measurements representing a distinctive indicator of the underlying categorical condition of the system, which is referred to as system state. Features identify indicative characteristics of system state, which known as patterns. The process of feature extraction aims at generating of system state indicators or properties, which are referred to as features. Accordingly, suitable transformations are applied to the datasets, in order to extract the indicators and rearrange them into a recognizable structure suitable for classification. Irrelevant and redundant information should be excluded to avoid deterioration of the accuracy. Usual methods for feature extraction include time-frequency transformations such as short time Fourier transform (STFT) and wavelets.

**Feature selection**

The task of feature selection is to choose the most relevant and indicative features, excluding redundant and irrelevant features, thus a minimum sufficient feature subset is selected, in order to improve the generalization and reduce the computational effort. Feature selection techniques include statistical hypothesis testing, genetic algorithms (GA), and decision trees, in addition to dimensionality reduction techniques such as correlation analysis and principal component analysis (PCA).

**Classification**

The process of classifying the relevant features into a set of system states or characters represents an essential task in pattern recognition systems. A decision about the state of the system is the outcome of the classification process. The input vectors of features are assigned by the classifier to the relevant classes of system states or
characters, according to the corresponding patterns which are distinguished by the classifier. Accordingly, a model is used to predict the class of unknown input vectors. The model could be presented as IF-THEN rules, decision tree, or a mathematical equation. Many classification methods can be used, such as neural networks, fuzzy classifiers, decision trees, bayesian classifiers, and support vector machine.

However, the previously mentioned modules of pattern recognition systems are usually interrelated. According to [TK08], the sequence of the modules illustrated in Fig. 2.1 is not fixed. It is necessary sometimes to reform the earlier modules according to the results of the last ones. This is illustrated in Fig. 2.1 by the dotted line connecting the modules.

### 2.2.2 Scope of application

Several applications of pattern recognition have been explored. Consequently, a diversity of signal/data characteristics and natures, as well as difficulties and obstructions, which are related to specific processes, have been researched and investigated. In the following some of the main topics of applications are introduced.

**Biometrics**

Biometrics aims to achieve reliable and robust identification of humans from their personal traits [Sal10]. The main application of biometrics comprises security and authentication purposes, although identification and tracking the users of smart applications for customized services represent the significantly growing field of applications. Frequently considered approaches mentioned by the authors include recognition of fingerprint [MMJP09], face [KS09], iris [SAHO14], palmprint [FMD14] and voice. Other possible biometrics might include recognition of gait, ear image, retina, DNA, and even odor [RLBSA+13] and behaviors.

A survey of machine learning methods used for biometrics applications is presented in [Sal10]. Relevant research issues and challenges are also identified by the author. Three areas of interest are emphasized; offline methods for biometric template construction and recognition, information fusion of multiple biometrics for robust results, and methods for dealing with temporal information. Some mentioned challenges include processing and handling huge data acquired in real time applications and the protection of stored biometric information for privacy.

**Medical applications**

Pattern recognition techniques have been given a central role in medical diagnosis. As an example, the pattern recognition techniques have been successfully applied for breast cancer detection [MB04], prostate Cancer Classification [TBR09], lung sound analysis [PSA13], and diagnosis of autoimmune diseases [FPSV14].
In the field of medical imaging, which has the most significant role in diagnosis, several pattern recognition techniques are utilized and adopted, as mentioned in [MB04, SHJ09, ALPM+13]. The methods of wavelets, neural and neuro-fuzzy systems, genetic algorithms, fuzzy-based systems, and decision trees are more emphasized. The methods are used for medical image segmentation, medical image registration, decision support systems and other machine learning tasks, in order to extract clinically relevant information required for diagnosis.

Audio, image, and video analysis

The constantly increasing progress in the digital revolution leads to a huge potential of acquisition, storage, and processing of audio, image, and video materials. These materials require effective handling and management in order to avoid information overload. Two major challenges have been mentioned by [CV08]: data analysis, which aims to extract the data content, i.e. any information that constitutes an asset for potential users, and data processing, which requires representing the data in a form that enables the transmission through physical networks as well as wireless channels.

Several techniques, as well as applications have been mentioned in the literature [CV08, MLS07, NL11]. The RBF neural network has been successfully used to extract prosodic features for audio emotion recognition [OSAC14]. For speech and movie events recognition, audio-visual combination approach has shown improvements in noisy environment [DZG+14, NDSL13]. The features extracted from images, as mentioned in [AKJ02], could be color-based; which is largely independent of view and resolution, shape-based; depending on invariant geometric shape structures, or texture-based; which utilizes the visual characteristics of homogeneous regions.

Fault diagnosis and prognosis

For more understanding of faults inception and progress, it is necessary to adopt the intelligent techniques of pattern recognition and machine learning, which are assisted by the progress of sensor technology and industrial computers. However, this led to a problem of huge amount of raw measurements requiring transformation and handling.

Pattern recognition and machine learning techniques have been successfully applied for many fault diagnosis problems including rotating machines [WPJ13, KLB+13], bearings [BBST13, ZJZL14], and chemical process industries [ZS11, NJR14]. A general strategy for employing machine learning techniques in fault diagnosis is mentioned in [RNWV10]:

1. Get as many raw measurements from as many sensors of a process as possible.
2. Submit the raw measurements to as many feature extraction techniques as possible.

3. Reduce the high dimensional data to only a few final features which simultaneously are the most discriminative descriptors of the process.

4. Induce a classifier for fault diagnosis.

The following literature present a comprehensive review of techniques and applications of pattern recognition in fault diagnosis and prognosis [VLR+06, WG10, FGRX07].

2.3 Feature extraction

The main reason for combining feature extraction with classification is to make the classification of different classes or states easier.

Signals obtained during system monitoring usually consist of three major components: a periodic component resulting from interaction between elements of the cycling dynamics in a mechanical system; a transient component caused by nonstationary events such as crack initiation; and broadband background noise. In applications involving vibrational signals, these signal components are typically associated with a large variety of related frequencies. Thus, feature extraction should be based on a suitable domain-specific transform module such as STFT or wavelet transformation. The goal of such signal processing algorithms is to transform a time-domain signal into a suitable domain to extract those characteristics that are embedded in the time series which cannot be directly observed in the original form [BD12, HYLW10, VLR+06]. Mathematically, this can be achieved by representing a signal $x(t)$ as a series of parameters and inner product coefficients according to comparison of the signal to a set of known template functions $\{\psi_n(t)\}_{n \in \mathbb{Z}}$ as

$$C_n = < x, \psi_n > = \int x(t)\psi_n^*(t)dt, \quad (2.1)$$

where $\psi_n^*(t)$ indicates the complex conjugate of the function $\psi_n(t)$, and the inner product $C_n$ represents the similarity between the signal $x(t)$ and the template function $\psi_n(t)$. The more similar $x(t)$ is to $\psi_n(t)$, the larger the inner product $C_n$ will be [BWR13, GY11, HVG11].

The template function differs according to the method used to perform the transformation. To illustrate the differences in the usual methods discussed in the following, an example is presented in Fig. 2.2. A nonstationary signal consists of four groups
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Figure 2.2: A nonstationary signal $x(t)$ (refer to [GY11])

of impulsive signal series, each containing two transient elements of different center frequencies at 1500 and 650 Hz, respectively. The four groups are separated from one another by a 12 ms time interval. Within each group, the two transient elements are time-overlapped. The sampling frequency used to capture the signal is 10 kHz.

2.3.1 Fourier transform

In Fourier transforms, the similarity of a time series signal $x(t)$ to a series of sine and cosine template functions is evaluated. Hence, any periodic signal can be presented as a weighted sum of a series of sine and cosine functions. Accordingly, the signal is transformed from the time domain into the frequency domain in order to reveal its frequency composition.

Figure 2.3: Illustration of the Fourier transform of a continuous signal $x(t)$ (acc. to [GY11])

The Fourier transform implementation of a signal $x(t)$ is illustrated in Fig. 2.3, and can be expressed as the inner product function
The Fast Fourier transform (FFT) is an improvement of the Fourier transform obtained by recursively break down a discrete Fourier transform of a large data sample into a series of smaller transforms of smaller samples, thus intensively decrease the computational effort. Correspondingly, the sampling frequency should be at least twice as large as the maximum frequency component contained in the signal, in order to avoid aliasing, which assumes, however, that the maximum frequency component has to be known in advance. In addition, the Fourier transform represents only the average frequency information for the entire period of the signal analyzed and not the variation of its content over time.

The Fourier transformation of the example signal $x(t)$ illustrated in Fig. 2.2 is shown in Fig. 2.4 as two major frequency peaks at 650 and 1500 Hz, respectively. The resulting transform does not indicate whether the two frequency components are present continuously or at certain intervals. For this reason the application of Fourier transform is limited to stationary signals and it is not suited for analyzing nonstationary signals which is the more encountered type of signals in condition monitoring.

### 2.3.2 Short Time Fourier Transform (STFT)

Compared to the Fourier transform, the Short Time Fourier Transform (STFT) introduces a measure of similarity between a time series signal $x(t)$ and a time-shifted and frequency-modulated window function. To overcome the limitations of Fourier transforms, STFT uses a window function $g(t)$ centered at $\tau$, that slides...
over the signal \(x(t)\) along the time axis to perform a localized window-based Fourier transform as

\[
STFT(\tau, f) = \langle x, g_{\tau,f} \rangle = \int x(t)g^*_{\tau,f}(t)dt = \int x(t)g(t-\tau)e^{j2\pi ft}dt. \tag{2.3}
\]

The segment of the signal \(x(t)\) within the window function is assumed to be approximately stationary. Consequently, STFT transforms a time series signal into a two-dimensional time-frequency representation (Fig. 2.5).

![Figure 2.5: Illustration of STFT on the test signal \(x(t)\) (acc. to [GY11])](image)

One significant limitation of the STFT is the inevitable conflict between the time resolution and frequency resolution. Specifically, the product of the time and frequency resolution is lower bounded by

\[
\Delta\tau \cdot \Delta f \geq \frac{1}{4\pi}, \tag{2.4}
\]

where \(\Delta\tau\) and \(\Delta f\) represent time and frequency resolution, respectively. Consequently, arbitrary selection of time and frequency resolution concurrently is out of the question. As the time and frequency resolutions of a window function depend on the parameter \(\tau\) only, once the window function is chosen, the time and frequency resolutions over the entire time-frequency plane are fixed. This is illustrated in Fig. 2.6 by two alternative combinations in which the products of the time and frequency resolutions of the window function (i.e., the area defined by the product of \(\Delta\tau \cdot \Delta f\)) are the same, regardless of the actual window size employed (\(\tau\) or \(\tau/2\)).
To illustrate the effect of window size on the example signal $x(t)$ introduced in Fig. 2.2, the STFT with Gaussian window is performed on the signal selecting three different window sizes: 1.6 ms, 6.4 ms, and 25.6 ms. The three resulting time-frequency representations are presented in Fig. 2.7. For the 1.6 ms window size, the four pulse trains of the signal were recognized in time, whereas the frequency resolution was insufficient to recognize the two frequency components. Conversely, the 25.6 ms window size results in good frequency resolution at the expense of time resolution. The best results were obtained by the 6.4 ms window size, where the time and frequency components are recognized. However, this required previous knowledge about the specific frequency content of the signal, which is not usually the case in real situations.

### 2.3.3 Wavelets

According to [GY11], the name wavelet was introduced by Jean Morlet in the mid-1970s, while working on sonic logging signals for an oil company. Morlet developed the waveforms of varying widths which are based on Haar basis functions. The progress in the field that has led to the prosperity of the wavelets was introduced by Stephane Mallat and Yves Meyer as they introduced the theory of orthogonal wavelets and multiresolution analysis, which made the chance available for strong mathematical construction of the wavelets provided by subsequent researchers such as Ingrid Daubechies.
The wavelet transform, in contrast to STFT, allows for variable window sizes in analyzing different frequency components within the signal. This allows good frequency resolution at low frequencies and good time resolution at high frequencies. Signals are compared to a set of template functions obtained from scaling (stretching or squeezing) and time shifting of a mother wavelet (base) function $\psi(t)$. These scaled and shifted functions represent localized frequencies of varying durations of a sound signal or image details, as an example.

The wavelet transform of a signal $x(t)$ can be expressed as the inner product of
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Figure 2.8: Illustration of wavelet transform (acc. to [GY11])

\[ \text{wt}(s, \tau) = \langle x, \psi_{s,\tau} \rangle = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} x(t) \psi^\ast \left( \frac{t - \tau}{s} \right) dt. \] (2.5)

where the symbol \( s \) represents the scaling parameter, which determines the time and frequency resolutions of the scaled base wavelet \( \psi(t - \tau/s) \). The specific values of the scaling parameter \( s \) are inversely proportional to the frequency and frequency resolution, and directly proportional to the time resolution. The symbol \( \tau \) represents the shifting parameter, which translates the scaled wavelet along the time axis. General description of the wavelet transform process is illustrated in Fig. 2.8.

To explain the advantage of the variable window sizes in wavelets, Fig. 2.9 presents variations of the time and frequency resolutions of Morlet mother function at two locations on the time-frequency plane. From the figure, changing the scale from \( s_1 \) at the location \((\tau_1, \eta/s_1)\) to \( s_2 = 2s_1 \) at \((\tau_2, \eta/s_2)\), decreases the time resolution by half (width of time window is doubled), while doubling the frequency resolution (width of frequency window is reduced to half). Thus, the wavelet transform is capable of extracting intrinsic components within a time series over its entire spectrum, through variations of the scale \( s \) and time shifts (by \( \tau \)) of the base wavelet function. This is achieved by utilizing the small scales for decomposing high frequency components and the large scales for low frequency components. This is also coinciding with the result of the wavelet transform applied to the example signal introduced in Fig. 2.2 using Morlet base function. The result is presented in Fig. 2.10, in which all the transient components of the signal are recognized in time and frequency (scale). Here, the selection of window size, which is necessary for STFT, is not required.
2.4 Classification

The essential task in fault detection and isolation is to recognize and identify faults. Accordingly, the characterizing features are classified into classes of faults. A classifier aims to assign each input vector of characterizing features to one of the finite numbers of classes. The classifier provides a decision about the state of the system, according to a predefined set of classes. Several classification methods have been used, such as neural networks, fuzzy classifiers, decision trees, bayesian classifiers, and support vector machine. Some of the most dominant methods are introduced in the following sections.
2.4.1 Artificial neural networks (ANN)

Artificial neural networks (ANN) are general mathematical computing paradigms that model the operations of biological neural systems [HH02]. The method was developed in the 1940s and 1950s based on the concept presented by McCulloch and Pitts [MP43], and the first generation of neural networks proposed by Rosenblatt [Ros58], which is known as perceptron.

![Figure 2.11: A three-layer multilayer perceptron configuration (acc. to [HH02])]()

An artificial neural network (Fig. 2.11) represents a network with a finite number of layers consisting of sufficient number of simple artificial nodes (neurons) with different types of connections between layers. The main characteristics of neural networks are that they have the ability to approximate complex nonlinear input-output functions, by using sets of numerical parameters (weights) that are tuned by learning [BBK10].

![Figure 2.12: McCulloch and Pitts neuron model (acc. to [HH02])]()

In the diversity of neural networks, the common elementary block is the neuron. The most widely used neuron model is based on the work of McCulloch and Pitts
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(Fig. 2.12) and consists of two parts: the net function and the activation function [HH02]. The net function determines how the network inputs \( y_j \) are combined inside the neuron. The most commonly used net function, although several net functions are proposed, is the weighted linear combination

\[
    u = \sum_{j=1}^{N} w_j y_j + \theta, \tag{2.6}
\]

where \( w_j \) are parameters known as synaptic weights. The quantity \( \theta \) is called the bias (or threshold) and is used to model the threshold. The output of the neuron \( a \) is related to the net function output \( u \) via a linear or nonlinear transformation called the activation function \( a = f(u) \). In various neural network models, several activation functions have been proposed. The most commonly used activation functions are the sigmoid, the hyperbolic tangent, the linear, and the Gaussian radial basis functions [HH02].

The multilayer perceptron (MLP) is the most well-known neural network paradigm. A multilayer perceptron (MLP) neural network model consists of a feed-forward, layered network of McCulloch and Pitts neurons (Fig. 2.11), with a nonlinear activation function that is often continuously differentiable, such as the sigmoid function and the hyperbolic tangent function [HH02]. The MLP provides a nonlinear mapping between inputs and outputs of the network. A typical three layer MLP configuration is illustrated in Fig. 2.11. The circles represent the neurons which are organized in layers labeled as the hidden layers #1 and #2, and the output layer, whereas no neurons are usually engaged in the input layer. The name hidden layer refers to the fact that the output of these neurons will be fed into upper layer neurons and, therefore, is hidden from the user who only observes the output of neurons at the output layer [HH02].

Figure 2.13: Example of MLP back-propagation training, single neuron case (acc. to [HH02])
In order to implement the MLP, the weight matrix, which contains the weight parameters, should be selected for each layer. This is usually done by the method of error back-propagation. An example for the single neuron case is illustrated in Fig. 2.13. The output \( z \) is compared with a desired target value \( d \), and the difference (error) \( e = d - z \) is back propagated in order to adjust the weights in an iterative formulation [HH02],

\[
W(t + 1) = W(t) + \Delta W(t), \tag{2.7}
\]

where \( \Delta W(t) \) is the correction made to the current weights \( W(t) \). Here an initial guess for the weight matrix \( W \) is necessary. Several algorithms are used to estimate \( \Delta W(t) \). The most used algorithms are the steepest descend gradient method and Newton’s method. Iteration is continued as far as the error is greater than a negligible value.

### 2.4.2 k-Nearest-Neighbor (k-NN) classification

The k-Nearest-Neighbor method (k-NN) has been widely used in the area of classification and pattern recognition. According to [Han05], the first description of the method goes back to the early 1950s, and the increased computing power in the 1960s helped to make it popular, although the formulation of the nearest neighbor decision rules for pattern classification could have very old roots in the history [Pel14].

As described in [Bis06], the formulation of k-NN method considers a sphere centered on the test point \( x \) to be classified. The radius of the sphere grows until it contains precisely \( k \) data points irrespective of class labels. Suppose this sphere contains \( K_k \) points from class \( C_k \). Then the posterior probability of class membership is obtained by

\[
p(C_k \mid x) = \frac{K_k}{k}. \tag{2.8}
\]

The posterior probability indicates the uncertainty of assigning a test point to particular class. The test point \( x \) is assigned to the class which has the largest posterior probability, corresponding to the largest value of \( K_k/k \).

The k-NN method requires the entire training data set to be stored, and no model construction is done before the test measurement to be classified is given to the algorithm, which is a style of learning referred to as lazy learning [PDD02].
In spite of the simple architecture of the k-NN classifier; that it requires only a measure of closeness, as the number of training data set becomes larger, the computational effort becomes more expensive. Therefore, as it is stated in [Abe10], methods for speeding up the classification are required. Moreover, and according to [HTF08, BGRS99], the k-NN classifiers are generally affected by the curse of dimensionality, which is an expression indicating severe difficulties that can arise in high dimensional measurements.

As it is stated in [Han05], The appropriate value of $k$ is experimentally determined starting with $k = 1$. By increasing the size of the training data set, the appropriate value of $k$ will be increased accordingly, so that larger portion of the stored samples can be incorporated for classification decisions.

Several distance measurement functions are used in k-NN. The general formulation of Minkowski metric and the specific forms of Euclidean and Manhattan distances are often utilized in the implementation of k-NN algorithms [DHS00]. However, the choice of the distance measurement function in k-NN could be critical. According to [DHS00], a nearest-neighbor classifier would have different results depending upon different scaling processes. Moreover, and as it is stated in [Han05], nearest-neighbor classifiers can suffer from poor accuracy when given noisy or irrelevant attributes.

### 2.4.3 Classification with Support Vector Machine (SVM)

Since early applications in fault diagnosis [ROG99, SGBD00], SVM has yielded better results than other techniques such as neural networks, decision trees, and model-based reasoning approaches [SEMJ+11, SL12, Zan12]. The method introduced by Cortes and Vapnik [CV95] is based on statistical learning theory and is considered one of the best techniques for pattern recognition. Support vector machine (SVM) implementations have been demonstrated in a wide range of applications, including economics [HL13], text mining [YWY+13], medicine and biology [LT12, OPYM+12], remote sensing [MIO11], image segmentation [YWW11], in addition to machine fault diagnosis and condition monitoring [BD12, WY07, WYWG12].

The SVM was used for classification because of its good generalization ability and its robustness to outliers, owing to the concept of large margin classification [GE03]. Unlike typical classification methods, the learning process of SVM involves using information on the separating margin, which leads to improved separability between classes. The training of SVM aims to maximize the margin (Fig. 2.14), and thus the generalization ability is improved, which is essential in classification, especially under conditions such as scarce training data. Moreover, and according to [Abe10, AC09, Bur98], the solution of SVM does not suffer from the problem of local minima. This is in contrast to other methods such as neural networks. The SVM training also appears to be easier and requires less parameter tuning. The more transparent
geometric interpretation of the separating hyperplane in the SVM feature space provides easier validation of the results than neural networks can do.

For signal fusion tasks, the SVM feature space is used as a tool to realize a complementary transformed combination of individual signals providing better insight into the problem than individual signals. Another advantage of SVM is its robustness to outliers. Proper setting of the penalty parameter $C$, which controls the misclassification error, can compensate the effect of noise and outliers. It is sometimes necessary in neural networks, as stated in [Abe10], to eliminate outliers before training.

The importance of the SVM robustness to outliers is more emphasized by high-dimensional data sets with large number of features. As a result of the increasing number of features, the performance of traditional classification methods such as neural networks often decreases, which is referred to as the curse of dimensionality. To deal with this problem, dimensionality reduction and feature subset selection techniques are often applied in the earlier stages of classification. In case of SVM, according to [Kec05], the learning complexity is independent of the dimensionality of the input space. Therefore, dimensionality reduction methods do not significantly increase SVM accuracy. As stated in [Kec05], the generalization ability of SVM is not affected even in very high-dimensional spaces.

According to [Abe10, Kec05], the learning task in SVM involves finding the unknown nonlinear dependency mapping between the input vector $x$ of training, which is high-dimensional, and the output scalar $y$. In general, no information about the underlying joint probability function is available. The available information is implicitly included as features in the training data set used. The solution for SVM problems correspond to minimizing the cost function

$$ J = \frac{1}{2} W^T W + C \sum_{i=1}^{n} \zeta_i \quad (2.9) $$

with respect to

$$ y_i (W^T \phi(x_i) + b) \geq 1 - \zeta_i \quad (2.10) $$

and

$$ \zeta_i \geq 0, \quad (2.11) $$

where $W$ is the coefficient vector for the separating hyperplane, $C$ is a penalty parameter, $\zeta_i$ a slack variable associated with $x_i$, $n$ is the number of data points, $b$ is a scalar representing the bias term of the separating hyperplane, and $\phi$ is a mapping function.
Using the techniques of Lagrange multipliers (\(\alpha\)), and considering the dual problem, the equations Eq. 2.9 to Eq. 2.11 can be transformed into the following optimization form.

Maximize

\[
G_2 = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j (\phi(x_i) \cdot \phi(x_j)),
\]

with respect to

\[
\sum_{i=1}^{n} \alpha_i y_i = 0,
\]

and

\[
\alpha_i \geq 0,
\]

which is a convex quadratic optimization problem [KH11]. This type of problems is easier to solve and more robust against the issue of local minima, which is a drawback of the neural network classifiers.

The solution of the transformed optimization problem returns values for \(\alpha_i\) and \(\zeta_i\), and subsequently the coefficient vector of the separating hyperplane \(W\) and its bias term \(b\), thus the separating hyperplane is identified within the feature space, which is the purpose of the training process.
In order to classify the subsequent test samples, the task is to check on which side of the hyperplane an individual sample \( x \) is situated. Therefore a decision function for the test data set is calculated as,

\[
D = W^T \phi(x) + b = \sum_{i=1}^{n} \alpha_i y_i (\phi(x_i) \cdot \phi(x)) + b.
\] (2.15)

More specifically, an individual test sample \( x \) is classified, for example, as class 1 (\( y = 1 \)) if

\[
W^T \phi(x) + b = \sum_{i=1}^{n} \alpha_i y_i (\phi(x_i) \cdot \phi(x)) + b > 0,
\] (2.16)

and \( x \) is classified as -1 (\( y = -1 \)) otherwise. The class name is assigned previously before the stage of training. Usual designation in case of binary classification are class 1 and class -1.

This implies that training samples that are not support vectors (i.e. \( \alpha_i = 0 \)) do not influence the classification of new test samples. In fact, it is only necessary to compute the dot product between a test sample \( x \) and every support vector. This results in a significant saving of computational time as only the support vectors from the training set are involved in the computation [Iva07].

In case of training data which are not linearly separable, the linear hyperplane is not enough and the use of suitable mapping functions (\( \phi \)) is necessary, in order to map input data from the input space to a higher-dimensional feature space, in which these classes become linearly separable.

As stated in [KH11], the dot product (\( \phi(x_i) \cdot \phi(x) \)) in Eq. 2.15 can be replaced, under certain conditions, with a kernel function \( K(x_i, x) \) that is easy to compute, and the resulting classifier becomes a form of a general kernel classifier as

\[
D = \sum_{i=1}^{n} \alpha_i y_i K(x_i, x) + b.
\] (2.17)

In practice, once the kernel function \( K \) is specified, the mapping and the transformed space are induced by the choice of \( K \) so that the training and classification rule can be implemented directly [KH11]. The selection and development of kernels for specific applications are crucial for classification [Abe10]. According to [Abe10, Iva07, HCL10], the most used SVM kernels are mentioned in the following.
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Linear kernel
The linear kernel in the form \( K(x_i, x_j) = x_i \cdot x_j \) is used for linear classifiers, in case of linearly separable training set. It is also used to test the nonlinearity of training set and improvement potential with nonlinear kernels. Moreover, it is preferable in case of very large number of features.

Polynomial kernel
The polynomial kernel in the form \( K(x_i, x_j) = (1 + x_i \cdot x_j)^d \) is a simple and efficient method for modeling nonlinear relationships in some applications. The usual polynomial degree is \( d = 2 \). As the degree increases, the classification surface becomes more complex and overfitting becomes more likely to happen.

Radial Basis Function (RBF) kernel
The Radial Basis Function (RBF) kernel \( K(x_i, x_j) = \exp(-\gamma \| x_i - x_j \|^2) \) is suitable as first choice in many nonlinear problems. The RBF kernel is simpler than the polynomial kernel as it has less hyperparameters, which influences the complexity of model selection. In addition, the linear kernel (basic kernel) is a special case of RBF kernel. Moreover, the RBF kernel has less numerical difficulties and good performance.

Other kernels
Many other kernels are applied for SVM such as neural (sigmoid) kernel, spline kernel, and Mahalanobis kernel. Many kernels have been developed for specific applications such as image processing and speech recognition, where inputs have variable lengths.

2.5 Condition monitoring

Condition-Based Maintenance (CBM) activities require routine monitoring and supervision of the critical modules and parts in the equipment. Condition monitoring is the assessment of the condition of equipment, which is performed offline and during operation of the equipment.

2.5.1 Condition monitoring and data acquisition
According to [Sta09], condition monitoring is classified into the following two categories: periodic monitoring and continuous monitoring. Periodic monitoring is carried out according to a regular course of procedure on a periodic fixed-time interval basis. This usually includes the regular measurements of vibration and noise as well as lubricant and debris analysis. Correspondingly, the application of continuous monitoring requires online sensors and onboard or mounted instrumentations, which
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are sometimes connected to a supervisory control and data acquisition (SCADA) systems.

The outcomes and inferences of the condition monitoring carried out either periodically or continually are the basis for scheduled and urgent maintenance as well as general overhauls for plant and equipment.

2.5.2 Signals in manufacturing

The term signal refers to a physical quantity that carries certain type of information. Signals are classified in general as being either deterministic; which can be defined explicitly by mathematical functions, or nondeterministic; which are random in nature and described in statistical terms [GY11]. Deterministic signals could be periodic or transient, while nondeterministic signals comprise stationary and nonstationary behavior. The vibration caused by imbalance in a rolling bearing is an example of the deterministic signals, whereas the acoustic emission signals generated during a machining process are nondeterministic. Actually, whether a measured signal is deterministic or nondeterministic depends on its reproducibility. A signal that can be generated repeatedly with identical results is considered to be deterministic; otherwise it is nondeterministic [GY11]. However, measured signals in real world applications may contain several of the components mentioned above. Some sample industrial signals are illustrated in Fig. 2.15.

From machine elements perspective, measured signals in manufacturing consist of three major components [GY11]:

- A periodic component resulting from the cyclic interactions between the interfacing elements of the machine; the vibrations caused by the interaction between the rolling elements and the raceway as an example.
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- A transient component caused by "one-time" events. An example is the inception of a crack in rotor or the sudden breakage of a gear tooth.
- Broadband background noise.

In order to apply a reliable condition monitoring system, the acquired signals should be characterized to extract the relevant information using indicators of machine defects or indicators of product quality. These indicators, or rather these signal components, are usually short in duration and weak in amplitude, and moreover, buried under strong background noises.

2.5.3 Fault detection, isolation, and prognosis

As stated in [BKL+06], a fault in a mechanical system is an abnormal condition characterized by a deviation of the system structure or the system parameters from the nominal situation. On the other hand, a failure represents the inability of the system to accomplish its function. A component fault could lead to quality degradation of the product. In addition, faults are usually accumulative which leads eventually, if not detected and repaired, to the failure of the system. Assuming that the performance of a machine (and accordingly the system state) is described by the variables (features) $y_1$ and $y_2$, an example of the different regions of the machine performance are illustrated in Fig. 2.16.

![Figure 2.16: Regions of required and degraded performance (acc. to [BKL+06])](image)
Fault detection and isolation (FDI) systems aim to identify machine faults at incipient stages to give time for corrective procedures, and to provide strict control of the product quality. Fault prognosis, on the other hand, deals with the remaining service life of a component based on the current situation. In general, the tasks of fault detection, isolation, and prognosis systems are carried out in different levels [Ryt93, Sin09]:

- Detection: The system gives a qualitative indication that fault might be present in the structure.
- Localization: The system gives information about the probable location of the fault.
- Identification: The system gives information about the nature of the fault.
- Severity quantification: The system gives information about the size and significance of the fault.
- Prognosis: The prediction of the remaining service life of the structure.

However, for efficient use of recent developments in intelligent systems and pattern recognition, a comprehensive change of fault diagnosis and maintenance philosophy is necessary, which is more oriented according to "Not on failure, nor per schedule" principles.

2.6 Current state and future prospects

In addition to exploring more applications, the current research on wavelets and support vector machines has many trends, which gives an impression that there is still more potential for improvements.

In the field of wavelet transform, a constructive work has been done for wavelet customization [CR00]. According to [GY11, SY06, GSK+06], a wavelet that is adapted to a specific signal, or rather to a specific application is designed, in order to have a higher degree of matching with the signal, and accordingly more effective extraction of patterns. Moreover, significant effort has been done to adapt base wavelet function to better analyze signals of finite length or duration, instead of infinite or periodic signals. This led to the second generation of wavelets and wavelet lifting scheme. According to [Swe98], this technique replaces the process of translation and dilation of a fixed function, and can transform signals with a finite length without extension of the signal to infinite duration, which is more useful with irregular signal samplings. Moreover, it is faster to calculate and easier to implement [GY11, URB97].
The support vector machine accuracy, speed, multiclass optimization, interpretation, incremental training, and ability to take high demand and complex structured inputs have been studied since more than a decade. The combination of SVM with other machine learning techniques has been also emphasized. A combination method of genetic algorithms (GA) with SVM is proposed and successfully used in [IT13] to select a representative subset of the DNA sequence variation (SNP), which is characterized by the restriction of genotyping millions of SNPs. Moreover, the method uses particle swarm optimization (PSO) algorithm to optimize the parameters of SVM. A proposed method of Kernel Principle Component Analysis (KPCA) to combine with multiclass SVM is also introduced by [JLZD11] and successfully applied for state recognition of aero-engine rotor during maintenance testing. The nonlinear principal components of the features are taken as eigenvectors of multi-class SVM for training and testing. A cross optimization for SVM parameters is used, and it is stated that there is no practical theoretical guidance to set these parameters to allow for better performance of SVM. A method of compressed classification learning with uniformly ergodic Markov Chain samples is adopted by [CDZT14] for SVM algorithm. The accuracy of the SVM classifier in the compressed domain is found close to that of the best classifier in the data domain, in order to avoid the curse of dimensionality in the learning process. The combination of Self-Organizing Maps (SOM) with least square support vector machine (LSSVM) is proposed in [ISS11] for time series forecasting. The results show that the proposed method of combination performs better than single LSSVM. A modified method of Particle Swarm Optimization (PSO) is proposed in [Wu11] to optimize the parameters of Wavelet $\nu$-SVM. A simulation results show that the method is effective in dealing with many dimensions, nonlinearity and finite samples. For the purpose of dynamic fusion of classifiers, the method of Dempster-Shafer (DS) is successfully used by [BADB14] in combination with SVM classifiers to combine Inertial Navigation System (INS) and Global Positioning System (GPS) for more reliable Land Vehicle Navigation (LVN). The trained SVM model corrects the INS error in case of GPS outages thereby improving the positioning accuracy. Better results than the existing methods of Artificial Neural Network (ANN) and the Random Forest Regression (RFR) are presented.

More recently, the concept of deep learning [BCV13, ARK10, Ben09] has been given more attention, after impressive achievements of application on neural networks and deep belief nets [HOT06]. Deep learning is an efficient way of training neural networks and represented by architectures composed of multiple levels of non-linear transformations and abstractions, such as with many hidden layers in neural networks. The results have been trying to put the method of neural networks back in the lead after being no longer fashionable. However, comparable works to adopt SVM for deep learning are in progress [Tan13, KKL13]. It seems that the competition between ANN and SVM will remain open for longer time.
3 Wavelet-SVM system for evaluation of wear states and remaining life time

In this chapter, a production machine related supervision task is investigated over a long duration. An approach for developing a fault diagnosis and prognosis system to support condition-based maintenance of wear parts is presented. The system is used as a prewarning module to detect the necessity for replacing wear parts of production machines and to evaluate the remaining life time of the supervised part. Wear parts failure should be detected before scuffing or seizing lead to serious failure of the machine. The sensor signals encountered for processing are nondeterministic with cyclic nature related to the operation cycle of the machine. A real industrial process generating real sensor signals are considered in this chapter. However, in principle the developed approaches can include arbitrary data acquisition techniques.

During the progress of this work, some scientific papers were published based on the studies and results of the work. This chapter is prepared to a large extent based on the previous publications [SS12, SLS11, SS10a, SS10b, SS09].

3.1 Introduction

Usually, the failure of machines and mechanical systems is indicated by system or process specific features, for example, by an increased vibration level, increased hydraulic pressure, decreased displacement, or combinations of all these phenomena. On the other hand, the complexity and the high dimensionality of measured signals require reliable, efficient, fast, and less demanding methods, which can be easily validated, to detect and to distinguish faults by measured symptoms. The use of signal-based approaches in machine learning has been providing comparative performance without the need for complex modeling task necessary for model-based approaches.

The cyclic nature of operation can be found in many production machines and systems. Such kind of operation is usually related to the periodic nature of data documented by corresponding data acquisition systems. For reliable diagnosis and prognosis systems, the operation cycles are considered as units. Here the time series data within one cycle operation are considered as features or source of features for classification. In many cases the length of the cycles is variable, which imposes difficulties in constructing the input matrix of the classifier algorithms such as Support Vector Machine (SVM). Related SVM-approaches require constant dimensions of the input feature matrix. This problem is solved usually by zero padding, entropy, and energy measures, which lead to either deterioration of the generalization and robustness of the solution or a loss of system information.
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3.1.1 Scope of work and study objectives

The objective of this work is to develop a fault diagnosis and prognosis system to support condition-based maintenance of wear parts in the production machine. The system comprises a prewarning module to detect the necessity for replacing wear parts, based on an indication of the state and predicted remaining life time of the supervised parts. Wear parts failure is detected on a real time basis, before scuffing or seizing lead to serious failure of the machine.

The sensor data considered for this work are cyclic in nature according to the operation cycle of the production machine. The process cycle results from actions of moving cylinders with different characteristics. Accordingly, the cycles comprise segments related to the individual process stages. Comparable segments in the different cycles are not necessarily equivalent, as they change in load and duration, in addition to the system and structure disturbances. Such kind of inevitable changes and nondeterministic nature make it necessary to adopt a detection system, which is invariant in nature.

In order to design a fault detection system for the current problem, different approaches have been investigated and applied based on SVM and wavelet packet decomposition in combination with energy and entropy measures. A new approach for feature-based resampling is presented based on multi-level wavelet decomposition. A related change index is proposed based on the decision value of the SVM to evaluate the remaining life time.

3.1.2 Application state of the art

Wear represents a crucial factor in determining the lifetime of machine elements. It is a complex dynamical process, incorporating surface and material properties, operating conditions, stresses, and geometry. Measurement and monitoring of wear indicators are essential in many industrial applications, which represent a considerable challenge because of the dynamic and complex nature of wear. Susceptible machine elements include, as examples, bearings, presses, railways, cylinder-piston mechanism, cam-follower mechanism, and machining tools.

In addition to the direct offline inspection of the machine element, the most commonly used techniques for wear and deterioration measurement include oil and wear debris analysis, performance analysis, and vibration analysis [Sta05]. The techniques of oil and debris analysis are usually carried out remotely in certified laboratory environment [Sta05], which negatively influences the need for immediate decisions about system state. Efforts have been made to automate wear debris analysis by classification [JMZ11, PK98]. Some other techniques for wear and deterioration measurement include acoustic emission, strain measurement, electrical effects, and thermography, as well as the relationship between performance parameters such as power and speed.
Techniques based on vibration analysis have been successfully utilized as they can be applied remotely on a real-time basis. A technique based on the analysis of the structure of vibration signals using Singular Spectrum Analysis (SSA) and cluster analysis is proposed and successfully applied by Alonso and Salgado [AS08] for tool wear detection. The acquired tool vibration signals are decomposed by SSA into an additive set of time series, whereas cluster analysis is used to group the SSA decomposition to obtain several independent components in the frequency domain to a feed-forward back-propagation (FFBP) neural network to determine the tool flank wear. Ebersbach et al. [EPK06] introduced a combination of vibration analysis and wear debris analysis for the purpose of spur gearbox fault diagnosis under constant and cyclic overload conditions. The correlation between wear debris and vibration analysis techniques in an integrated condition monitoring maintenance program, using some specific numerical descriptors is discussed and evaluated.

Many other techniques have been utilized for classification and extraction of features from sensor signals. The Bayesian inference technique is used in [ACSK11] to update the distribution of wear coefficients, which incorporates in situ measurement data to obtain the posterior distribution. The Markov Chain Monte Carlo technique is employed to generate samples from the given distribution. A method based on artificial neural networks is successfully applied in [KTME10] to model wear damage caused by dry fretting and to describe the dynamical frictional behavior of the interface. The influence of various mechanical parameters on the response of the network is investigated. The methods of STFT and the generalized Wigner-Ville Distribution (WVD) are used in [Sto10] for time-frequency analysis to detect wear of a valve plate in a multi-piston axial pump. It is stated that quantitative assessment of time-frequency distributions and root mean square of the STFT spectrum can be useful for tracking the wear of the plate. A new approach based on wavelet packet decomposition (WPD) and empirical mode decomposition (EMD) is proposed by [BGLD12]. Signals with fault frequency feature are decomposed using WPD method for de-noising, then the intrinsic mode functions denoting the features of corresponding frequency bandwidth are obtained by EMD method. A two-stage procedure for the gear dynamic monitoring in rotating machinery is proposed in [SPH12]. Both stages are based on the combined use of Discrete Wavelet Transform (DWT) and neural networks, in order to provide information referred to the gear status (fault or normal condition) and to estimate the mesh stiffness per shaft revolution in case that any abnormality is detected.

Furthermore, the classification of variable-length quasi-periodic signals has been emphasized by several researchers, who investigated signal types such as electrocardiogram (ECG) signals, sound, and rolling element bearing vibration signals. A proposed technique for the analysis of quasi-periodical signals based on Fuzzy Finite States Machines (FFSM) is introduced in [BTvdH08]. The method extends the fuzzy logic modelling techniques by defining a linguistic model of a signal which
is associated with a new kind of membership function. A proposed method based on singular value decomposition (SVD) and polynomial classifiers is introduced in [AAN08] to extract fetal ECG from a single lead abdominal ECG signal. The method of SVD is used to extract an estimate of the maternal component from the composite abdominal signal by exploiting its quasi-periodic nature. The proposed method is validated on both real and synthetic data. The method of envelope analysis among other methods used for diagnostic analysis of acceleration signals from rolling element bearings, as stochastic signals, is investigated in [RA11]. The advantages of recent digital implementations of the method are explained, despite the fact that this technique has been used for 40 years in analogue form. A method using functional self-organizing maps (SOM) approach and k-means clustering is proposed in [DDDLV07] to discriminate between normal shaped heartbeats and abnormal ones. The high dimensional data vectors are transformed by the method in discretized functions, and the analysis is then performed on the projections of the data on a chosen subspace rather than working on the raw high-dimensional vectors. A review of the emerging role of the wavelet transforms in the recognition of electrocardiogram (ECG) signals is introduced in [Add05]. The signals are characterized by the time varying morphology subject to physiological conditions which prevent reliable detection of signal features.

The application of distributions of failure rates and reliability-based projections to the remaining useful life have been investigated and usefully utilized [Sta05, GMR00, LTLQ10]. However, in order to achieve more reliable indication of machine element quality and life, several methods have been investigated. The method of ANN is used in [RHH+13] to analyze the reliability and useful life of a steam turbine blade. A correlation between some system parameters such as damping, frequency ratio, dynamic stresses, and the cycle of life as output is established. A method based on locality preserving projections (LPP) is proposed in [Yu11] for bearing performance degradation. The method is able to discover local structure of the data manifold, which enables finding more meaningful low-dimensional information hidden in the high-dimensional observations. A method of long-term prediction is proposed in [LDN+07], based on comparing signatures from any two degradation processes using measures of similarity that form a match matrix (MM). Similarities with historical records are used to generate possible future distributions of the indicative features, and accordingly the probabilities of failure over time. A performance degradation assessment method for bearings is proposed in [ZZZ13]. The method of rough support vector data description (RSVDD) is based on the one-class SVM classifier and the rough set notion. The presented results show that the method is robust against outliers and overfitting.
3.2 Description of target system and solution concept

A general description of the production machine and the operation sequence is necessary to understand the system and wear plates measurements. The sensor signals as system input are introduced and explained. After that, the solution concept is briefly introduced.

3.2.1 Description of the machine

The press RAS III (Fig. 3.1) from the company Metso Lindemann is a serie of hydraulic triple-acting advanced scrap baling presses, used in scrap yards, car body plants, aluminum processing plants and non-ferrous metal remelting works. They compact melted iron, sheet metal and wire scrap into square edged bales; a preferred feed material for steel mills, foundries, and remelting plants.

![Figure 3.1: Metso Lindemann RAS III press [Met00]](image_url)

The machine RAS III (Fig. 3.2) is a hydraulic press with three hydraulic cylinders perpendicular to each other with peak hydraulic pressure of 350 bars. The special washboard profile of the baler wear plates (Fig. 3.3) should help to prevent the "plate jam" caused by thin pieces of metal and off cuts and the resulting expensive operational interruptions. Extra-long parallel guides reduce the friction and smooth running strokes of the compression units. However, worn-out wear plates are subjected to extensive deterioration, scuffing, and seizing.

The compression chamber is filled with scrap through the opening (Fig. 3.2) by crane and weighing system or controlled dosing mechanism. With the outlet closed,
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Figure 3.2: RAS III description [Met00]
the cylinder 1 forwards pushing the scrap in the compression chamber, then cylinder 2 moves forward for more shaped material. After that, the forward movement of cylinder 3 with maximum pressure of 350 bars gives the final form of the material. Once all cylinders are placed in compression, the pressed material is given its final cubic form. The cylinders are released so that the outlet door of the material can be open. After that, the cylinder 2 is pulled back and cylinder 3 pushes the material cube out of the door to be taken by a conveyor for transportation. The cylinder 3 then is taken back behind the door to be closed immediately. At last, cylinders 1 and 3 are taken back to their initial position.

### 3.2.2 Description of input data

The time series vectors of the sensor data considered in this work (Fig. 3.4) comprise the process cycles in a periodic nature of the signals. A complete cycle of the considered production machine comprises the process which is represented by actions of moving cylinders with different characteristics (Fig. 3.5).

The sensor data include vibration velocity (V) and vibration acceleration (A) signals in addition to other system specific measurements. Vibration measurements are widely used in monitoring to support machinery maintenance decisions. The vibration velocity signal is a crucial variable to measure medium frequencies (until about 1 kHz) [Bru82], where the failure induced results from fatigue and wear out of surfaces. On the other hand, vibration acceleration signals are more relevant in
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Figure 3.4: Raw data sample
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- Vibration acceleration (mm/s²)
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Figure 3.5: Machine operation cycle (example)
extracting transient, process-related, or impulse-like incidents, where the localized high frequencies are dominating for short times [Bru82]. Two other measurements are included in the example’s sensor data; the system hydraulic pressure (P) and the piston displacement of the monitored parts (D). According to the concepts of friction, which take into account force and displacement, combining system hydraulic pressure and piston displacement provides implicit information about the friction and hence the tribological condition of the parts surfaces.

3.2.3 Concept of solution

The cyclic nature of the sensor data defines the classification unit which is treated as source of features. Accordingly, the operation cycles recognized in the time series signals (Fig. 3.4) should be transformed into data points within a multidimensional feature space representing the objective states required for classification. For this purpose, the targeted operation cycles are extracted and transformed in order to separate the indicators of the system state. The transformed data points within the state zones in the feature space give indications about fault intensity, which could be the basis for reliable quantification measures required for remaining life indicators.

The variable production parameters and process dynamics, and the consequent variable lengths of cycles and cycle segments (Fig. 3.8) make it necessary to adopt an invariant system, which can represent the system state independent of operation variations and noise.

3.3 Extraction of features

In order to apply a successful classification process, the data must be prepared by careful transformation to extract the classification indicators. Unimportant and redundant information should be excluded to avoid deterioration of the accuracy. Accordingly, the classification indicators containing the useful information should be presented in a recognizable structure suitable for classification. For the purpose of fault detection, the task of classification is to classify features into a number of classes.

3.3.1 Indicators of classification

For classification purposes, the time series vectors of the sensor data (Fig. 3.4) do not conform to the cyclic nature of the considered machine. The classification indicators are the indicators of the system states to be classified, and these indicators might represent the process cycle as well as parts of it. As an example, Fig. 3.6 shows the vibration velocity of the operation cycles before and after a machine part
replacement. It can be seen, considering the signal intensity, that more classification indicators are located at the beginning of the cycles. In the case that classification is applied directly to the time series vectors, the other parts of the cycle will deteriorate the efficiency of the classification (Fig. 3.7). This is because no considerable difference between these points can be observed according to the different machine states.

![Figure 3.6: Local changes in the cycles (example)](image)

After elimination of the redundant signals (idle operation of the machine), the signals should be structured so that transformed observations are as indicative as possible of the system states in the classification. In the presented example, extraction of the operation cycles of the machine is a preliminary step for further extraction of features. Furthermore, it is important for the purpose of study to divide the process cycle into data segments. This is because of the nature of the parameters of the process. The complete operation cycle of the machine comprises the process. The operation cycle comprises actions of moving cylinders, and these actions have different importance, different shape, and accordingly, different characteristics of related real signals. Additionally, these actions have to be treated independently. Here in the example, the machine cycle is divided into 16 data segments (Fig. 3.5), by aid of the control signals of the machine in addition to comparisons of signal values. Each data segment has similar characteristics in all cycles. All these data segments of the machine process would give information about the behavior of the machine; however, some data segments are more informative and have more classification...
indicators than others.

To recognize the segments which have more classification indicators, a feature space representing the two states of the machine is constructed using a training data set in the form of time series. In the feature space the points with the highest separability of the system states (the separable points in Fig. 3.7) are detected (here manually) and re-allocated to the time series vector to specify the best candidate segments for classification. Data segment 7 and data segments 12-14 are found to be the best candidates to be considered. The data segment 7 is the power stage where the machine is subjected to the highest stresses. It is the main stage which is responsible for deterioration because of the direct effect of the load on the wear rate of materials. On the other hand, data segments 12-14 comprise pulling back the cylinder without any load and this would allow for materials contact without disturbance of load changes in material and quantity. Both data segments, 7 and 12-14, where taken into consideration during the design of the system to select the most reliable data segment in diagnosis. The values of vibration velocity, vibration acceleration, the system hydraulic pressure, and displacement, along the data segments 7 and 12-14 respectively where taken as attributes in the classification process.

![Figure 3.7: Local classification indicators (example)](image)

3.3.2 Direct application

For construction of the feature matrix as classifier input, cycles with constant lengths are required. Padding with zeros is an alternative method providing that changes in length are limited which is not the usual case in reality. Because of the reliability of the solution deteriorated by zero padding, in the presented example the zero
padding is applied only for comparison purposes of the time series signals and their combinations. In order to consider cycles with equal lengths, a process of homogeneous resampling is applied to the cycles. In this case the most usual length of the cycles is used as target length. The problem of this approach is that the lengths of the cycle segments are not coinciding with the length of the cycles (Fig. 3.8). It is usual to have longer cycles with shorter individual segments.

![Figure 3.8: Cycles with different lengths (example)](image)

### 3.3.3 Feature extraction by WPT Entropy and WPT Energy

According to Wavelet Packet Transform (WPT) (Fig. 3.9), signals are decomposed into different frequency bands. A group of sub-signals is generated (AAA\textsubscript{3} to DDD\textsubscript{3}) ranging from the low frequencies to the high frequency band. The different combinations of \(A\) and \(D\) indicate the position of nodes. Each node represents a certain
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degree of signal characteristics. In the presented example of the cyclic data, the extracted cycle segments representing a cycle are decomposed by WPT into different frequency bands using 6 depth Daubechies db4 wavelet. The wavelet packet coefficients are reconstructed to a group of signals in every frequency range. The decompositions $S_1$ to $S_8$ indicate the reconstructed signals which represent the components of the original signal $S$.

The Shannon entropy ($H_j$) and the total energy ($E_j$) for each band signal $S_i$ ($i = 1$ to 8) are calculated (Fig. 3.10) according to,

$$H_j = -\sum |S_j|^2 \log |S_j|^2$$

$$= -\sum_{k=1}^{n} |x_{jk}|^2 \log |x_{jk}|^2$$  \hspace{1cm} (3.1)

$$E_j = \int |S_j|^2 dt = \sum_{k=1}^{n} |x_{jk}|^2.$$  \hspace{1cm} (3.2)

Changing the state of a machine has usually an influence on the signals on some frequency bands which is indicated by the measurable changed complexity and energy of the frequency bands. The wavelet packet entropy or energy values on different frequency bands construct the feature vector, which reflects the information distribution of signals in frequency bands and used as the input vector to the SVM. Since one sub-signal corresponds to one entropy value or energy value, the advantage of combining WPT and entropy or energy measures is to have the length of the feature vector decoupled from the length of the original cycle. This means that different lengths of input cycles give a constant structure of the feature vector. On the other hand, since one sub-signal corresponds to one entropy or energy value, the feature vector contains only the information on frequency bands, i.e. these two methods only focus on describing the change in frequency domain. For example, it could happen that two signals do not have the same form but the same entropy or energy values. In order to solve this problem, a method named ”feature-based resampling” is proposed in this work to overcome the deterioration in accuracy in case of homogeneous resampling. The method finds a set of segment dividers to apply resampling individually on the segments.

3.3.4 Feature-based resampling method

In the case that two signals do not have the same form but the same entropy or energy values, difficulties in generalizing the solution with respect to the reliability of such high level of signal abstraction occurs.
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Figure 3.10: The WPT energy and entropy

In Fig. 3.8 an example of the measured data set of vibration acceleration is presented. It shows a general condition that the real measured signals, which have similar characteristics and type features, are usually in different lengths. This means different lengths of feature vectors leading to difficulties in constructing the input matrix of the SVM algorithm. In the direct application of extracted segments and the WPT, this problem is solved by the zero padding and the entropy and energy measures, which leads either to deterioration of the generalization and robustness of the solution or loss of system information required for the classification.

In order to build the feature vector of the system, the direct application of signal characteristics (signal peaks) leads to difficulties because of the high level of noise and disturbance. Therefore, a resampling based on more reliable signal features (nodes) is necessary to normalize the lengths of the cycle segments.

In the case of WPT and Discrete Wavelet Transform (DWT), the length of the decomposed signals is related to the length of the original signal. As shown in Fig. 3.11, by using a 3 depth DWT, the original signal will be decomposed into the high frequency part $D_1$ and the low frequency part $A_1$ and then the approximation part $A_1$ is further decomposed into $A_2$ and $D_2$, and so on. By reconstruction of the approximation $A_3$ and detail parts $D_3$, $D_2$ and $D_1$, a group of sub-signals ($S_1...S_4$) on different frequency bands is generated. As the noise and disturbance are random, selective reconstruction of sub-signals in DWT can be applied to denoise the signal and detect the reliable features for resampling. Another possibility is to detect these features in the reconstructed signal from the selected components of the DWT and divide them into segments (6 segments in Fig. 3.11) and considered as the keys for the process of resampling (Fig. 3.11). Here three level Daubechies db4 wavelet is used in the DWT decomposition. In this way the time scale of the signal is changed and the corresponding information related to the time is disturbed. To solve this problem, the original positions $P = [p_1, ..., p_n]$ of the discrete points in the reconstructed signal are stored in a matrix added to the value matrix $W = [w_1, ..., w_n]$ to generate the feature vector $T$ of the SVM classifier as
Figure 3.11: Feature-based resampling method.
\[ T = [W, P] = [w_1, w_1, \ldots, w_n, p_1, p_2, \ldots, p_n]. \] (3.3)

### 3.4 Classification

A support vector machine classifier is applied to classify the states of the presented experimental example. The learning task of SVM (refer to Section 2.4.3) is to find the dependency mapping between the feature matrix containing the extracted relevant features and the system state vector using the concept of maximum margin for better generalization. A decision function is used to classify the unknown data points according to the position and distance from the separating hyperplane.

In SVM problems, model selection comprises selection of kernel, kernel parameters, and penalty parameter \( C \). If the number of features is large, as in the current case, one may not need to map the data to a higher dimensional space, due to the nonlinear mapping which does not improve the performance. As observed in the current problem, using the linear kernel is good enough compared to other kernels used, and one only searches for the parameter \( C \). A cross validation is done to estimate the best values of the penalty parameter \( C \). The goal is to identify good value to \( C \) so that the unknown data (testing data) can be classified accurately, and not only the training data which comprises overfitting, therefore a 10-fold cross validation was done to predict the value of \( C \). Additionally, a simple scaling is done to the data to avoid numerical difficulties during calculation. Scaling is applied to help preventing the domination of greater numeric ranges attributes on the smaller numeric ranges ones.

Two classes are defined to train the SVM classifier; the first one is the state before wear part change (old part), and the second is the state after wear part change (new part). A training data of 200 cycles, 100 cycles each class, were taken randomly from 4 places of the data. A linear kernel is considered because of the high number of attributes. The test set has a size 15874 cycles. The algorithm of Libsvm [CL11] is used for training and classification.

### 3.5 Results and discussion

The results of the different approaches considered for solution are presented and discussed in the following sections.
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3.5.1 Direct application and homogenous resampling

In this section, the results are presented for the method of direct application using zero padding and the method of homogenous resampling, which is a general resampling of cycles without considering the segments. Two groups of data are investigated: data segment 7 and data segment 12-14, with fifteen combinations of the four sets of measurement data; vibration acceleration, system pressure, vibration velocity, and displacement. Each test set has a size of 15874 cycles. Using the algorithms of Chang and Lin [CL11], the task was to solve the classification problem with a linear classifier, two classes, 200 cycles training data, 15874 cycles test data, and number of attributes 100, 200, 300, 400, 600, and 800 attributes.

Results of possible sensor combinations are summarized in Table 3.1 and Table 3.2 for data segment 7 and data segment 12-14 respectively. The accuracy in the tables represents the percentage of the correctly classified test measurements (cycles) in the test set of 15874 cycles. In general, data segment 12-14 has better accuracy with maximum accuracy of 97.76 percent than data segment 7 with maximum accuracy 60.71 percent. This is because data segment 12-14 comprises a sensor signal without disturbance from material type and size to be compressed.

Table 3.1: Results for data segment 7

<table>
<thead>
<tr>
<th>Signal combination</th>
<th>Attributes</th>
<th>S.V.</th>
<th>Accuracy (Perc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>100</td>
<td>20</td>
<td>56.94</td>
</tr>
<tr>
<td>V</td>
<td>100</td>
<td>11</td>
<td>60.71</td>
</tr>
<tr>
<td>P</td>
<td>100</td>
<td>14</td>
<td>56.15</td>
</tr>
<tr>
<td>D</td>
<td>100</td>
<td>9</td>
<td>54.03</td>
</tr>
<tr>
<td>A-V</td>
<td>200</td>
<td>19</td>
<td>60.46</td>
</tr>
<tr>
<td>A-P</td>
<td>200</td>
<td>14</td>
<td>56.49</td>
</tr>
<tr>
<td>A-D</td>
<td>200</td>
<td>10</td>
<td>56.06</td>
</tr>
<tr>
<td>P-V</td>
<td>200</td>
<td>9</td>
<td>58.79</td>
</tr>
<tr>
<td>V-D</td>
<td>200</td>
<td>9</td>
<td>57.76</td>
</tr>
<tr>
<td>P-D</td>
<td>200</td>
<td>9</td>
<td>54.47</td>
</tr>
<tr>
<td>A-P-V</td>
<td>300</td>
<td>16</td>
<td>58.59</td>
</tr>
<tr>
<td>A-V-D</td>
<td>300</td>
<td>9</td>
<td>56.87</td>
</tr>
<tr>
<td>A-P-D</td>
<td>300</td>
<td>10</td>
<td>55.98</td>
</tr>
<tr>
<td>P-V-D</td>
<td>300</td>
<td>9</td>
<td>57.71</td>
</tr>
<tr>
<td>A-PV-D</td>
<td>400</td>
<td>9</td>
<td>56.84</td>
</tr>
</tbody>
</table>

In order to understand the effect of combining individual signals, the combination accuracy plot is proposed to show the possible combinations and their accuracies.
Table 3.2: Results for data segment 12-14

<table>
<thead>
<tr>
<th>Signal combination</th>
<th>Attributes</th>
<th>S.V.</th>
<th>Accuracy (Perc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>200</td>
<td>22</td>
<td>94.54</td>
</tr>
<tr>
<td>V</td>
<td>200</td>
<td>21</td>
<td>96.96</td>
</tr>
<tr>
<td>P</td>
<td>200</td>
<td>70</td>
<td>91.56</td>
</tr>
<tr>
<td>D</td>
<td>200</td>
<td>63</td>
<td>93.66</td>
</tr>
<tr>
<td>A-V</td>
<td>400</td>
<td>25</td>
<td>97.36</td>
</tr>
<tr>
<td>A-P</td>
<td>400</td>
<td>24</td>
<td>95.53</td>
</tr>
<tr>
<td>A-D</td>
<td>400</td>
<td>21</td>
<td>96.06</td>
</tr>
<tr>
<td>P-V</td>
<td>400</td>
<td>21</td>
<td>97.14</td>
</tr>
<tr>
<td>V-D</td>
<td>400</td>
<td>22</td>
<td>97.34</td>
</tr>
<tr>
<td>P-D</td>
<td>400</td>
<td>52</td>
<td>95.41</td>
</tr>
<tr>
<td>A-P-V</td>
<td>600</td>
<td>26</td>
<td>97.44</td>
</tr>
<tr>
<td>A-V-D</td>
<td>600</td>
<td>25</td>
<td>97.67</td>
</tr>
<tr>
<td>A-P-D</td>
<td>600</td>
<td>26</td>
<td>96.23</td>
</tr>
<tr>
<td>P-V-D</td>
<td>600</td>
<td>22</td>
<td>97.44</td>
</tr>
<tr>
<td>A-PV-D</td>
<td>800</td>
<td>25</td>
<td>97.76</td>
</tr>
</tbody>
</table>

The figures, Fig. 3.12 and Fig. 3.13 illustrate the combination accuracies of segment 7 and segment 12-14 respectively. These plots help to recognize the effect of combining sensor information, whether positive or negative, on the accuracy of the classification system. They can also be used to follow a certain sensor and to realize the efficiency of adding different sensors to it. Studying the two figures, Fig. 3.12 and Fig. 3.13, the following observations can be realized: The best single signal accuracy in both groups is the results from the vibration velocity. A possible reason is the previously mentioned effect of wear frequency and the sensitivity of vibration velocity measurements to wear problems. The second best single signal accuracy is the vibration acceleration.

It can also be seen from the two figures that the accuracy is negatively affected by combining sensors in segment 7, while it is positively influenced by combining sensors in segment 12-14. The reason is the high level of noise in segment 7. Adding sensor information can lead to accumulating noise which would deteriorate the accuracy of classification.

The best accuracy in both segments is the combination of all signals in data segment 12-14 with an accuracy of 97.76 percent. In addition to the avoidance of material-related disturbance, the following aspects should be noted:

- The higher dimensional feature space allows better description of the data.
### 3.5 Results and discussion

<table>
<thead>
<tr>
<th>No. of sensors</th>
<th>Accuracy [%]</th>
<th>Legend: Combination (accuracy [%])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V (60.71)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A (56.94)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P (56.15)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D (54.03)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PV (58.79)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VD (57.76)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP (56.49)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AD (56.06)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PD (54.47)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VD (57.71)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AV (60.46)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.12: Combination accuracies for data segment 7 [SS10b]

<table>
<thead>
<tr>
<th>No. of sensors</th>
<th>Accuracy [%]</th>
<th>Legend: Combination (accuracy [%])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A (94.54)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P (91.56)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>V (96.96)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AD (96.06)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP (95.53)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PD (95.41)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PV (97.14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VD (97.34)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>APV (97.44)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PVD (97.44)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>APVD (97.76)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.13: Combination accuracies for data segments 12-14 [SS10b]
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Figure 3.14: Combination accuracies for vibration velocity in data segment 7 [SS10b]

Figure 3.15: Combination accuracies for vibration velocity in data segments 12-14 [SS10b]
3.5 Results and discussion

- The combination of signals can give better information than individual signals.
- All sensor signals (and accordingly all the related information) are integrated in the combination of best accuracy.

This is not the case with the results of segment 7 where the disturbance confused the results of the signal combinations.

To study the effect of combining a specified sensor with other sensors the vibration velocity is taken as an example to be followed in both segments. Accuracies of vibration velocity combinations are shown in Fig. 3.14 and Fig. 3.15 for segment 7 and segment 12-14 respectively. In addition to the observations and arguments mentioned with Fig. 3.12 and Fig. 3.13, it can be seen that combining a specified signal with a first signal of better accuracy than a second one gives better accuracy than combining the specified signal with the second signal.

3.5.2 Remaining life prediction

An example of the decision value function of the SVM for the sensor combinations (APVD, direct application) is shown in Fig. 3.16. The figure presents the classification results of the testing data, which include wear plate replacement (indicated in the figure). The decision boarder (decision value 0.0) separates two classes (Before and After plate change) and the operation cycles are classified accordingly, based on the information provided by the extracted features. The decision boarder represents the separating hyperplane of SVM. Consequently, the decision value is a measure of how far a point (cycle) is from the separating hyperplane. It is an indication of how much a cycle’s information contributes to a class. In addition, the running-in period of the new material is recognizable in the figure.

A longer test dataset of 241034 cycles (average period of 1.5 year of machine operation) is considered in Fig. 3.17; here the smoothed function is presented. The resulting decision value function and its smoothing are shown in Fig. 3.17. Smoothing of the function shows the increasing tendency for the average signal over time. Briefly described, the two classes become closer over time. This gives an indication about the remaining life time of the part at any time point of operation. Accordingly, a related change index (CI) is proposed based on the decision value of the SVM to evaluate the remaining life time. The CI shows a tendency to change over time coinciding with the deterioration of the part and the remaining life time. The CI in Fig. 3.18 is a measure function of the distance between the current position of the decision value of a measurement and the maximum allowed position of the decision value before changing of the wear part is necessary. The CI is not only an indication of how “worn” a part is, but it can give indication of the remaining life time of the part, which adds a value to the maintenance planning of the machine.
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Figure 3.16: Decision value of the signal combination for data segments 12-14 [SS10b]

Figure 3.17: Decision value of the extended test data and its smoothing
3.5 Results and discussion

3.5.3 WPT and feature-based resampling

The resulting classification accuracies for the four machine parameters (A, P, V, and D) and their possible combinations, using the different approaches discussed above are presented in Table 3.3. The classification accuracy presented in the table represents the percentage of the correctly classified test measurements (cycles) in the test set of 15874 cycles. As mentioned before; the results of the direct application are added only for comparison because of the lack in the solution flexibility which results from the zero padding. In general, it can be seen that the results of the feature-based resampling are better than those of entropy and energy WPT. Additionally, the combination of signals improves the accuracy and the highest combination accuracy (P-D: 98.56%) is achieved by using the feature-based resampling approach.

For the results of feature-based resampling method, it is necessary to select the best combination of the DWT decomposition sub-signals, which gives the best accuracy. The resulting classification accuracies for the possible combinations of the DWT sub-signals (i.e. Approximations (Ax) and Details (Dx)) extracted from the four machine signals (A, P, V, and D) are presented in Table 3.4. The results are based
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Figure 3.19: Industrial implementation arrangement

Table 3.3: Classification results of the different methods

<table>
<thead>
<tr>
<th>Signal</th>
<th>Direct app.</th>
<th>WPT-Entropy</th>
<th>WPT-Energy</th>
<th>Feature-based R.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>94.54</td>
<td>94.42</td>
<td>95.75</td>
<td>94.35</td>
</tr>
<tr>
<td>P</td>
<td>91.56</td>
<td>83.89</td>
<td>89.05</td>
<td>97.50</td>
</tr>
<tr>
<td>V</td>
<td>96.96</td>
<td>94.67</td>
<td>94.65</td>
<td>96.79</td>
</tr>
<tr>
<td>D</td>
<td>93.66</td>
<td>88.78</td>
<td>92.89</td>
<td>95.17</td>
</tr>
<tr>
<td>A-P</td>
<td>95.53</td>
<td>92.68</td>
<td>93.64</td>
<td>94.67</td>
</tr>
<tr>
<td>A-V</td>
<td>97.36</td>
<td>93.17</td>
<td>90.15</td>
<td>96.42</td>
</tr>
<tr>
<td>A-D</td>
<td>96.06</td>
<td>92.26</td>
<td>94.48</td>
<td>94.85</td>
</tr>
<tr>
<td>P-V</td>
<td>97.14</td>
<td>93.23</td>
<td>93.32</td>
<td>96.80</td>
</tr>
<tr>
<td>P-D</td>
<td>95.41</td>
<td>89.51</td>
<td>91.68</td>
<td>98.56</td>
</tr>
<tr>
<td>V-D</td>
<td>97.34</td>
<td>92.78</td>
<td>95.17</td>
<td>97.11</td>
</tr>
<tr>
<td>A-P-V</td>
<td>97.44</td>
<td>93.44</td>
<td>90.15</td>
<td>96.87</td>
</tr>
<tr>
<td>A-P-D</td>
<td>96.23</td>
<td>92.18</td>
<td>92.96</td>
<td>94.95</td>
</tr>
<tr>
<td>A-V-D</td>
<td>97.67</td>
<td>93.02</td>
<td>94.29</td>
<td>97.00</td>
</tr>
<tr>
<td>P-V-D</td>
<td>97.44</td>
<td>92.82</td>
<td>95.24</td>
<td>97.02</td>
</tr>
<tr>
<td>A-P-V-D</td>
<td>97.76</td>
<td>94.53</td>
<td>95.48</td>
<td>97.32</td>
</tr>
</tbody>
</table>

on the feature-based resampling approach with and without consideration of the original positions after resampling. Original positions are considered by connecting the two matrices of the resampled cycles and the original positions of the key features together. It should also be mentioned that the connected position matrix in Table 3.3 is optimized by a weighting factor in the feature matrix in order to improve the accuracy of the solution. No weighting factor was applied to the results in Table 3.4.

It can be seen from Table 3.4, that the accuracy of classification is improved by
considering the position information. It can also be seen that the optimal level for the classification (DWT combination) is different from machine signal to another. A combination of four sub-signals (A3, D3, D2, and D1) gives the best accuracy of the vibration acceleration (A), whereas only one sub-signal (A3) gives the best accuracy of the displacement (D). Moreover, the accuracy of a machine signal is influenced by the selection of particular signal approximations (Ax), as well as signal details (Dx). This is illustrated by comparing the different sub-signal combinations of a particular machine signal. This means that the extracted segment nodes, which not necessarily depend on some underlying system dynamics, are not only based on approximation indicatives. They are also based on details as well.

Table 3.4: Classification results of DWT components

<table>
<thead>
<tr>
<th>Signal</th>
<th>Combination</th>
<th>Original position not considered</th>
<th>Original position considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A3</td>
<td>83.77</td>
<td>83.85</td>
</tr>
<tr>
<td></td>
<td>A3+D3</td>
<td>87.63</td>
<td>87.75</td>
</tr>
<tr>
<td></td>
<td>A3+D3+D2</td>
<td>90.31</td>
<td>90.39</td>
</tr>
<tr>
<td></td>
<td>A3+D3+D2+D1</td>
<td>90.67</td>
<td>90.70</td>
</tr>
<tr>
<td>P</td>
<td>A3</td>
<td>92.33</td>
<td>93.15</td>
</tr>
<tr>
<td></td>
<td>A3+D3</td>
<td>94.10</td>
<td>94.21</td>
</tr>
<tr>
<td></td>
<td>A3+D3+D2</td>
<td>93.48</td>
<td>93.81</td>
</tr>
<tr>
<td></td>
<td>A3+D3+D1</td>
<td>92.93</td>
<td>93.31</td>
</tr>
<tr>
<td>V</td>
<td>A3</td>
<td>94.00</td>
<td>94.01</td>
</tr>
<tr>
<td></td>
<td>A3+D3</td>
<td>94.25</td>
<td>94.27</td>
</tr>
<tr>
<td></td>
<td>A3+D3+D2</td>
<td>94.37</td>
<td>94.38</td>
</tr>
<tr>
<td></td>
<td>A3+D3+D2+D1</td>
<td>94.39</td>
<td>94.48</td>
</tr>
<tr>
<td>D</td>
<td>A3</td>
<td>93.97</td>
<td>95.17</td>
</tr>
<tr>
<td></td>
<td>A3+D3</td>
<td>92.72</td>
<td>93.03</td>
</tr>
<tr>
<td></td>
<td>A3+D2</td>
<td>91.57</td>
<td>91.78</td>
</tr>
<tr>
<td></td>
<td>A3+D1</td>
<td>91.95</td>
<td>92.20</td>
</tr>
</tbody>
</table>

3.6 Conclusion

An approach for developing a fault diagnosis and prognosis system to support condition-based maintenance of wear parts is presented. The system is used as a prewarning module to detect the necessity for replacing wear parts of production machines and to evaluate the remaining lifetime of the supervised part. The proposed system uses SVM classification as a signal-based diagnosis technique and
as a feature fusion tool. Alternative combinations of fusing sensors are taken into consideration to define a complementary sensor array for better accuracy. Relevant features are extracted using wavelet transform techniques with the aid of energy and entropy measures. Measurements were processed to select the most reliable combination of characteristics to depend on. A new approach for feature-based resampling is presented based on multi-level wavelet decomposition. A related change index is proposed based on the decision value of the SVM to evaluate the remaining life time.

By applying the proposed method of feature-based resampling a considerable improvement in the accuracy and robustness of the solution is achieved.
4 Wavelet-SVM system for object detection

In this chapter different kind of incidents considered for recognition are investigated. The individual events with no consequent and accumulating effects investigated in this work represent many possible process and fault related incidents. The signals encountered are characterized with impulsive one-time events representing the goal object. Another characteristic of the sensor signals is the partly simultaneous stimulation of events which prevents the advantage of using exact simultaneous events for fusing the data in the features level, which requires the use of suitable decision fusion techniques. A real industrial process generating real sensor signals are considered in this chapter. However, in principle the developed approaches can include arbitrary data acquisition techniques.

During the progress of this work, some scientific papers were published based on the studies and results of the work. This chapter is prepared to a large extent based on these publications [ASSS14, ASSSS12, ASSS11, ASSSS10].

4.1 Introduction

The automation of the industrial processes requires suitable supporting systems which include relevant process monitoring systems. Individual process-related variables are usually considered and thresholds are defined and used to distinguish regular and irregular operations. Accordingly, the regular and irregular conditions of the mechanical system are specified and defined. Such methods are not generally applicable for highly complex systems because the multidimensionality and interrelations involved cannot be handled by low-dimensional approaches that use classical thresholds. Model-based monitoring systems are often not suitable for complex systems because precise models of the mechanical system considered are required for reliable monitoring [AS11]. Model-based methods usually require complex modeling of the process with detailed process parameters and additional information on changes in the system states.

Signal-based diagnostic methods are based on an analysis of measured (physical) signals. They are useful when the measured variables contain direct or implicit information about possible faulty behavior. Signal-based diagnostic methods are easy to use and are widely adopted to extract relevant process characteristics from analyzed sensor data in combination with further knowledge. Feature extraction can be performed in either the time or frequency domain of the signal. The extracted features should be able to represent the regular state of the system, as well as non-regular behaviors; in other words, they should indicate changes in system states. Thus, signal-based methods when combined with machine learning techniques can be used to distinguish system states. Depending on the machine and
process complexity, suitable sensors have to be used to define suitable mappings between machine operating states and sensor data.

4.1.1 Scope of work and study objectives

In this work, a new monitoring approach is developed. The developed approach is inspired by the monitoring task of production processes that suffer from various drawbacks of approaches applied before [ASSS11, Nie09]. In contrast to the input signals of the previous chapter, the signals encountered in the system of this work are characterized with nonstatinary impulsive one-time events representing the goal object. Another characteristic of the sensor cluster signals is the partly simultaneous stimulation of events which prevents the advantage of using exact simultaneous events for fusing the data in the features level, which requires the use of suitable decision fusion techniques. Real industrial process and sensor signals are considered in this work. However, in principle the developed approaches can include arbitrary data acquisition techniques.

The goal of the project is to detect the presence of target objects within the material transported during a production process [ASSSS12]. For such specific applications, the presence of target objects in transported material (overburden) has to be detected (target object present yes/no) to avoid resulting disturbances and failures during the continuous transportation process. The goals were to reduce the rate of false detection and obtain reliable decisions on the presence of target objects. The monitoring system uses acceleration sensors and is used as a sensor-cluster. The approach developed must be practical and suitable for real-time use for standard industrial hardware.

For the purpose of comparison, this work investigates two new multisensor data fusion algorithms for object detection in monitoring of the industrial process. Two approaches were proposed [ASSS14]. The first uses a short-time Fourier transform (STFT) as a prefilter to extract relevant features from the acceleration signals. The features extracted from different sensor channels are first classified using support vector machine (SVM)-based filters. A novel decision fusion process to combine individual decisions was developed. The second approach uses a continuous wavelet transform (CWT) as a prefilter to extract relevant features from the acceleration signals. The features extracted from different sensor signals are subjected to further prefiltering processes before SVM-based classification. The individual decision functions are then combined in a decision fusion module. The classification system was trained and validated using real industrial data. The two approaches were tested using the same data and their performance and modeling complexity are compared. The developed approaches show strong improvements in detection and false alarm rates.
4.1.2 Application state of the art

A few studies have considered the development of monitoring systems for similar production processes. Petrich and Köhler [PK05] developed a monitoring system based on georadar to detect target objects in overburden before excavation. A detection rate of less than 60% was achieved. Their system was not able to distinguish non-critical objects such as frozen overburden from the target objects of interest. Such objects lead to false alarms, disturbing the production process. Their system could also not identify the position of target objects accurately. Petrich and Köhler also installed a radiometric measuring system above a transport belt to detect target objects in the material flow. A detection rate of less than 70% was achieved. Changes in the petrography and elemental composition of the overburden, other objects such as clay chunks, and small objects led to false alarms.

Nieß developed an automatic monitoring system to detect target objects in a material flow using acceleration sensors [Nie09]. Several acceleration sensors were mounted in the area of impact along the production line. The amplitude of the acceleration signals and vibration durations were considered to determine the presence of target objects. A detection rate of approximately 75% was achieved. However, the production process was often disturbed by false alarms for this system [SMS07].

4.2 Description of target system and solution concept

Bucket-wheel excavators are used by RWE Power AG Company for lignite mining in Garzweiler, Hambach and Inden opencast mines (Fig. 4.1). These excavators are utilized to extract the coals as well as to remove the overburden that located above the coal layers.

4.2.1 Description of production process

The excavated materials by the paddle wheel is continuously discharged and transported onto a conveyor belt to another place. The excavators often excavate stones of various sizes as well as other objects, e.g. metallic objects that are often included in the materials flow. The detected outsized objects and stones are removed from the conveyor of the bucket wheel and collected for removal by heavy trucks. Undetected large stones disturb the work of the machine and cause damages (such as longitudinal cracks or punctures of the straps of transport system and damage of the supporting structure) or shutdown of the production system leading to reduction of the production capacity, and increase in the operating costs. The goal objects to be detected (stones that cause disturbance) are set to be recognized with regard to their geometric dimensions. The stones with size of greater than 600 mm are recognized for detection as goal objects (Fig. 4.2).
4.2.2 Measurements and input data

In Fig. 4.3, the location of different sensors along the transport belt is shown. Because of the nature of the production process, the efficient use of the measured data encounters some difficulties and obstructions requiring more creative solutions for the developed pattern recognition system. Due to the geometrical distribution of the used sensors, an inevitable and varying time shift between the stimulations of the individual sensors exist. This prevents the advantage of using exact simultaneous events for fusing the data in the features level. Additionally, the operation conditions of the machine and the connections of the machine structures produce impacts and vibrations stimulating the sensors in an event-similar way, which disturb the procedure of recognizing the goal objects. Another difficulty arises from the process of transporting the overburden and the possible accompanying goal objects. The goal objects (stones to be detected) are transported buried to some extent in the overburden. The intensity of the event stimulated by the goal object is connected with the degree of damping by the overburden. It could happen that a small stone induce strong stimulation whereas a big stone induce a strongly damped stimulation. This behavior requires a recognition system which is scale invariant in order to have efficient performance of the system.

4.2.3 Concept of solution

Owing to the complexity and variety of detection schemes in production processes, here is assumed that the task cannot be solved satisfactorily using just one sensor technique. Moreover, due to the complexity of the transportation process, no single
sensor technique can achieve the task directly. Thus, it is concluded that only indirect measurements or suitable combinations of individual measurements of relevant events (physical effects) of transported objects can be performed. The individual signals measured have to be preprocessed, evaluated, and combined to develop a reliable monitoring system to determine the presence of target objects.

One of the physical effects considered is force, which induces impact responses during transportation of target objects. These responses should be measured by sensors (five acceleration sensors here) in the impact area along the transportation line. These signals were investigated to build a detection module (an acceleration module here).

The inevitable time shift between the object impact stimulations of the individual sensors varies making the fusion of the process information difficult. Therefore, signal preprocessing, feature extraction, and classification for the individual acceleration sensors were used. Then a decision fusion process based on specific decision criteria was applied to combine the preliminary individual decisions of different classifiers (target object present yes/no) (Fig. 4.4).

Two different detection approaches for the acceleration module were investigated. The first uses a short-time Fourier transform (STFT) as a prefilter and a support vector machine (SVM) as a classifier. The second approach uses a continuous wavelet transform (CWT) as a prefilter and SVM as a classifier. The decision fusion process in both approaches is realized using different criteria. Both approaches are described and discussed in the following sections.

4.3 Approach I: Detection system based on STFT and SVM

In the STFT-SVM approach, STFT is used to extract relevant information from the signals obtained from different acceleration sensors. The SVM is then used to clas-
Figure 4.3: Position of different sensors along the transport belt [SAS12]

sify the extracted features. In addition, a specific fusion process based on SVM and experimentally-based decision rules is developed and applied to combine the prelimi-
4.3 Approach I: Detection system based on STFT and SVM

Figure 4.4: Detection approach based on STFT and SVM [ASSS14]

nary decisions of the individual sensors. The signals are individually prefiltered with STFT (Fig. 4.4 and Fig. 4.5). This prefiltering process is used to extract relevant features of the acceleration signals (Section 4.3.1). A set of supervised classification filters, denoted SVM I, is developed to classify the features extracted from each sensor signal. An adjustable decision fusion process is developed to combine the preliminary individual decisions of the different classifiers (Section 4.3.3). Feature extraction, classification, and decision fusion processes are described in detail below.

4.3.1 STFT-based feature extraction

The STFT extracts relevant information on system states. It serves to classify the information related to a single information path based on previously observed phenomena for a sensor signal. Fig. 4.6(a) (raw signal) shows a raw sample acceleration signal during the production process. At 12.5 s, a target object was manually classified. The impact of this object results in strong acceleration signal amplitudes. The other peaks in the signal are caused by other unknown events and are not object-induced signal changes. From the raw acceleration signals in the time domain it is very difficult to distinguish target object’s effect from other unknown events. The different events can be classified on the basis of features extracted using prefilters (STFT). As shown by the spectrogram in Fig. 4.6(a), the target object causes strong excitation of low frequencies. By contrast, higher frequencies are excited more by unclassified or unknown events. This effect is used to distinguish events due to target objects from those related to other events.
4.3.2 Classification process

Three classification modules are included in the detection system (Fig. 3). The SVM-based algorithms are used to detect the system states. The Libsvm algorithm [CL11] is used to realize the SVM classifiers.

4.3.2.1 The Module SVM I

Due to the inevitable time delay between the excitation of the sensors which is constantly varying as a result of the structural dynamical behavior between the impact’s and the sensor’s locations. This affects the feature vectors. A classifier based on the SVM algorithm (SVM I) is developed for each individual acceleration signal. Data clearly indicating the presence of target objects are used to train SVM I. This should limit the false alarm rate, which is directly affected by the strength and intensity of the indicators used for training. Weak indicators lead to a higher rate of false alarms and vice versa. The decision functions of the individual classifiers generated by SVM I are input as preliminary decisions into subsequent stages to confirm the assumed system state.

4.3.2.2 The Module SVM II

When SVM I does not provide sufficient information, the decision on the presence of target objects is uncertain. In such a case, and in the cases mentioned in the following sections, a more local and precise investigation is necessary. Data with weak indications of the presence of target objects are used to train module SVM II; the limited area of application of the signal allows more flexible detection criteria. The SVM II is trained with data consisting of two states. State 1, ”target object present”, is represented by training data with weak indications of the presence of target objects. State 2, ”uncertain”, is represented by training data with all other indications except state 1. The output statement of SVM II is either ”target object present” or ”uncertain”.

4.3.2.3 The Module SVM III

A classification process based on SVM III is performed in cases for which SVM II provides an uncertain output statement. The SVM III provides further data classification for uncertain output statements. The SVM III is trained using data with clear indication of no target objects (state 1) and data with uncertain indications (state 2). The output statement of SVM III is either ”target object not present” or ”uncertain”.

The SVM II and SVM III classifiers are used for more accurate trained classification locally in cases where further assessment of unclear decisions is required.
4.3.3 Adjustable decision fusion process

A new decision fusion process was developed to combine individual preliminary decisions and generate a final decision on the system state. The decision method is based on knowledge derived from analysis of experimental data from different acceleration sensors. It is designed to obtain the highest possible detection rate for the lowest possible false alarm rate. Therefore, tuning parameters are used to systematically adjust the fusion process.

The decision fusion filter consists of two rule-based filter levels and classification levels SVM II and SVM III (Fig. 4.5).

![Diagram of adjustable decision fusion process](https://example.com/diagram4.5.png)

Classification level SVM I provides preliminary decision functions for the individual classifiers (Section 4.3.2.1). Depending on the individual preliminary decisions, the final decision of the acceleration module could be met by either rule-based filter I or by rule-based filter II.
The rule-based filter I consists of predefined rules that govern the final decision of the acceleration module. When it is impossible to achieve a reliable final decision from the acceleration module based on current values of the individual preliminary decision functions, specific rules to trigger further classification levels (SVM II and SVM III) are included in rule-based filter I. The rules for rule-based filter I are as follows:

- **Rule I**: At least two simultaneous positive individual decisions lead to a final decision of "positive: target object present".

- **Rule II**: Weak individual positive decisions with a decision value less than the experimentally defined threshold value $T_1$ are ignored, leading to a final decision of "negative: no target object present".

  Experimental evidence shows that weak individual positive decisions (with decision values less than $T_1$) are generally caused by events denoted as no target objects. Therefore this kind of decision is ignored and not considered as an indicator of a target object.

- **Rule III**: Individual positive decision with a decision value greater than the experimental threshold $T_2$ ($T_2 > T_1$) leads to a final decision of "positive: target object present".

- **Rule IV**: Individual positive decision with a decision value greater than $T_1$ and less than $T_2$ triggers further classification levels.

As mentioned before, classification levels SVM II and SVM III are activated if rule IV is fulfilled. When an individual positive decision has a decision value greater than $T_1$ and less than $T_2$, the other four acceleration signals that provide negative decision values (parallel to the single individual positive decision) are subjected to more accurate evaluation using either SVM II alone or both SVM II and SVM III. Further classification is performed locally on neighboring areas of the corresponding acceleration signals to confirm or disprove the correctness of the single individual positive decision.

The acceleration signals are first evaluated using SVM II. The SVM II output statement is either "target object present" or "uncertain". Thus, SVM II confirms the presence of target objects. The SVM III evaluation is performed for acceleration signals that yield an uncertain output statement from SVM II. These acceleration signals are evaluated for the presence of events denoted as "no object". The output statement of SVM III is either "target object not present" or "uncertain". Thus, SVM III confirms the absence of the target object.

The single individual preliminary decision from SVM I and the other four decisions provided by SVM II, SVM II and SVM III, or SVM III are combined using rule-based filter II. The rules for rule-based filter II are as follows:
• **Rule I**: If the number of output statements "target object present" is greater than the number of "uncertain" statement provided by SVM II and SVM III, the final decision is "positive: target object present" (majority rule).

• **Rule II**: An individual output statement "target object not present" from SVM III leads to a final decision of "negative: no target object".

The decision generated by the fusion module is self-adaptable and depends on re-evaluation of individual partial decisions. Owing to the complexity of the system to be monitored, it is difficult to provide these benefits using classical fusion techniques. The main reason for using the proposed method for fusion is the inevitable and varying time shift between the object impact stimulation of the individual sensors, and the fact that the effect of noise and disturbance signals to the system and sensors (both individual and group sensors) is inevitable. Therefore, the importance of individual decisions is retained by combining and comparing them with other decisions that do not necessarily coincide in time. This data handling requires a floating decision window, which increases the computational load.

The improvement in quality resulting from the developed fusion technique over single-stage SVM classifiers demonstrates the validity of the approach. This multi-stage technique with additional stages focuses mainly on classes that cannot be identified with suitable reliability, and therefore have to be considered separately and in detail.

It should be noted that the floating window and decision re-evaluation require buffer savings for the range of data considered. These buffer savings should cover the processing window and transformed data for the different channels and their decisions, as well as decisions generated by the fusion module. These buffer savings increase the memory requirements of the system and the time required for the final decision owing to the inefficient buffering time.

In spite of the complexity of the detection system, the main requirement is that the final decision should at least be faster than subsequent events to provide enough time to isolate target objects that are detected. This requirement is fulfilled according to the implementation results presented below.

### 4.3.4 First industrial implementation and results

The STFT algorithm is used as a prefilter to extract relevant features from acceleration signals. The spectrograms generated (Fig. 4.6(a) and 4.6(b)) show the features extracted (frequencies in the range up to 3250 Hz) as functions of time. The impulse intensities for each feature are represented by a suitable color map. The feature vector is based on 511 features, one for each acceleration signal.
The spectrogram in Fig. 4.6(a) reveals that frequencies between 1 and 200 Hz are dominant at 12.5 s (red) owing to the impact of a target object. The specific behavior depends on the structural dynamic characteristics of the contact surface on which the sensor is mounted and on the impact position. Higher frequencies at 12.5 s show less energy (light blue) than frequencies below 200 Hz.

![Spectrogram](image)

(a) Acceleration signal for sensor 1

(b) Acceleration signal for sensor 2

Figure 4.6: Acceleration signal for sensors 1 and 2 [ASSS14]

The amplitude behavior of the acceleration signal at 13.95 s (Fig. 4.6(a)) in the raw time-domain signal is in principle similar to that at 12.5 s; however the range of frequencies excited in the STFT features is different (2560–4200 Hz). Thus, it is experimentally observed that the machine structure reacts differently to target object events and allows a statement about the presence of objects. Therefore, target objects and other events can be detected, classified, and separated. If the resonance properties of the structure at the collision point, taking into consideration the sensor position, are known and are considered to allow reliable distinction between relevant frequency ranges and related impact power, the distinction is considered reliable. In reality, this distinction has been observed as very robust for different sensor locations.

In the raw signal in Fig. 4.6(b), the event observed at 12.5 s and the disturbance effects between 15.6 and 16 s show similar amplitudes and behavior in the time domain. It is expected that the excited structural dynamics at 12.5 s responds differently (in the frequency domain 0–200 Hz (Fig. 4.6(b))).

The approach was tested using an experimental set of real industrial data. The results for preliminary application to the system are summarized in Table 4.1. The
best individual detection accuracy is 58.3% (classifiers 1 and 4). Classifier 5 leads to the lowest accuracy and false alarm rates, although it has the smallest number of support vectors, indicating comparatively low levels of noise. This result demonstrates a typical compromise: an increase in the detection rate leads to an increase in the false alarm rate (Table 4.1).

<table>
<thead>
<tr>
<th>Sensor/classifier number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target objects</td>
<td>17</td>
<td>19</td>
<td>17</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>No. of support vectors</td>
<td>193</td>
<td>210</td>
<td>177</td>
<td>158</td>
<td>79</td>
</tr>
<tr>
<td>SVM kernel</td>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual results for the test data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target objects</td>
<td>36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Objects detected</td>
<td>21</td>
<td>20</td>
<td>19</td>
<td>21</td>
<td>16</td>
</tr>
<tr>
<td>Accuracy [%]</td>
<td>58.3</td>
<td>55.5</td>
<td>52.8</td>
<td>58.3</td>
<td>44.4</td>
</tr>
<tr>
<td>False alarms</td>
<td>18</td>
<td>14</td>
<td>7</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

The accuracy of the system based on fused decisions for the acceleration sensor network is 75%, which represents an improvement of at least 16.7% over the individual accuracy rates. This improvement in accuracy indicates that the individual sensors have different views, depending on their mounting position and their relation to the materials transported, including target objects. This means that each individual classifier can detect target objects that possibly went undetected by other classifiers. The rate of false alarms can be compromised, however, because the false alarms for individual sensor paths are not necessarily identical. The fusion approach not only improves the detection rate, but also leads to a strong reduction in the number of false alarms (Table 4.1). During development of the detection system, and considering the requirements of the mechanical system, a compromise between accuracy and rate of false alarms must be achieved.

4.4 Approach II: Detection system based on CWT and SVM

The CWT-SVM approach uses CWT to extract relevant information from acceleration signals for the different sensor channels. The SVM is used to classify the
features extracted. A fusion process is applied to combine the individual decisions of the different SVM classifiers (Fig. 4.4).

The individual sensor signals are prefiltered separately using CWT (Fig. 4.4). The features extracted for individual sensors are subjected to multistage filtering. The feature extraction and decision fusion processes are described below.

4.4.1 CWT-based feature extraction

As an example, Fig. 4.7(a) shows the acceleration signal for sensor 1. To illustrate the solution concept and for the purpose of comparison [ASSS11], the signal was filtered using STFT (Fig. 4.7(b)) and CWT (Fig. 4.7(c)). The signal has two events, denoted as objects 1 and 2 at time points 4000 and 8500, respectively, that were manually classified as target objects. These events appear at time points 30 and 70 in the STFT extracted feature space (Fig. 4.7(b)) and at time points 4000 and 8500 in the CWT extracted feature space (Fig. 4.7(c)). A third event resulting from an unknown disturbance is evident at time point 37000 in Fig. 4.7(a). Since this event was not classified manually, it cannot denote a target object. It is also evident in the STFT and CWT extracted feature spaces [ASSS12].

The object at time point 8500 and the event at time point 37000 can be clearly recognized in the STFT and CWT results. In the STFT results the two events seem to be similar, whereas in the CWT results they appear to be different. In the case of CWT, the higher scales (low frequencies) for the second object are excited more strongly than the lower ones, while the lower scales (higher frequencies) are more strongly excited in the case of the disturbing event.

Unlike the case in which a target object is present, the higher scales (lower frequencies) of the disturbance are related to lower energy than the lower scales (higher frequencies). The reason is that the range of the activated frequency and accordingly the center of frequency, which coincides with the energy peak are different for the disturbance and target object. This advantage of the CWT approach is used as a base rule for further filtering steps.

To illustrate this, consider the first target object in the sample data (object 1 at time 4000) that cannot be clearly distinguished from the time series signal (Fig. 4.7(a)). The object is difficult to detect because of its impact on the mechanical structure, which is obviously dampened by the accompanying materials (overburden). In the STFT results (Fig. 4.7(b)), the presence of the object is characterized by weak excitation of low frequencies. In the CWT results (Fig. 4.7(c)), the object can be better recognized and characterized by a longer band of high scales (low frequencies) of a specific shape. The effects of objects 1 and 2 are evident in Fig. 4.7(c) and are magnified in Fig. 4.7(d).
Several noise and disturbance sources are involved in this complex and unstable production process. These lead to difficulties in recognizing target objects. The disturbance can be stationary background noise or non-stationary noise, with large or rapid spectral changes over time, and can therefore resemble events resulting from target objects.

Fig. 4.8(a) shows an acceleration signal resulting from CWT as a function of time and frequency. The signal includes different events. The marked event is the only one that needs to be detected. All other events are caused by different noise events.

For efficient learning and reliable classification, further filtering is applied to reduce the data complexity. This filtering eliminates known noisy events, as described below.
4.4.1.1 Prefilter I: Prefiltering the background noise

An acceleration signal contains permanent background noise in both the time and frequency domains (Fig. 4.8(a)). The presence of events in the training data set complicates SVM training. This complexity results due to difficulty in labeling training data because of the interpenetration of the different events. Inaccurate labeling of the training data affects the classifier performance. The aim of prefilter I is to eliminate stationary background noise from the extracted features to avoid this problem and simplify SVM classifier training. This involves eliminating events in the acceleration signals for time points at which the maximum intensity of low-frequency excitation is less than an experimental threshold according to the prefiltering rule.
If this condition is fulfilled, the intensity for all frequencies at such time points is set to zero (Fig. 4.8(b)).

4.4.1.2 Prefilter II: Prefiltering specific known noise behavior

The distinguishing characteristics are used to filter process-related non-stationary disturbances. The main characteristics differ for detection cases and for disturbances related to gradients and event forms. The gradient from the low-frequency to the high-frequency domain is estimated at each time point and compared to an experimental threshold. The frequency intensity is set to zero at those time points for which the gradient does not exhibit the same behavior as target events. In addition, the relative signal intensity for the low scales is checked and compared to the behavior of the target events. Experimental evidence has shown that certain behaviors for the starting scales can be known as they do not belong to target objects but to specific noise events. This characteristic was confirmed using manual classification of the target objects to be removed.

It should be noted that event strength is not necessarily a reliable characteristic for distinguishing between events to be detected and disturbances owing to the nature of the production process. Some target objects cause weaker effects than those caused by disturbances. Therefore, scale-invariant recognition based on the event form is more reliable and effective.

An example data set filtered using prefilter II is presented in Fig. 4.8(c). The second condition checks whether the gradient at each time point exhibits the behavior of the target events.

4.4.2 Classification process

The Libsvm algorithm [CL11] was used for numerical realization of the SVM classifiers. An experimental data set was prepared using wavelet-based prefilters to build the training data set. The SVM classifier model was then built based on this set and used for classification of the five different acceleration signals.

4.4.3 Decision fusion process

The decision fusion process based on experimental data combines individual preliminary decisions to reach a final decision. The decision fusion filter is a rule-based filter. The rules are as follows:

- **Rule I**: At least two simultaneously positive individual decisions lead to a final decision of "positive: target object present".
• Rule II: Several strong positive decisions from at least one of the five classifiers within a specific floating decision window lead to a final decision of ”positive: target object present”. Several relatively strong positive decisions imply that the number of positive peaks within the floating decision window is greater than an experimental threshold. In addition, the decision value should be greater than an experimental threshold.

4.4.4 First industrial implementation and results

Results for CWT-based detection are summarized in Table 4.2. The best individual accuracy is 58.3% (classifiers 1 and 2), but this corresponds to a higher rate of false alarms. It should be noted that increases in the training accuracy for individual classifiers will lead to improvements in the detection accuracy; the rate of the false alarms would also increase accordingly. During development and depending on the system requirements, a compromise between detection accuracy and false alarms must be achieved.

<table>
<thead>
<tr>
<th>Sensor/classifier number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target objects</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of support vectors</td>
<td>1197</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM kernel</td>
<td>RBF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Training data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target objects</td>
</tr>
<tr>
<td>Objects detected</td>
</tr>
<tr>
<td>Accuracy [%]</td>
</tr>
<tr>
<td>False alarms</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fusion results for test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objects detected</td>
</tr>
<tr>
<td>Accuracy [%]</td>
</tr>
<tr>
<td>False alarms</td>
</tr>
<tr>
<td>False alarms/number of objects [%]</td>
</tr>
</tbody>
</table>

The individual and fused results reveal that classifier fusion leads to a reduction in the false alarm rate by approximately 89%. The final detection rate is approximately 6% better than for the best individual classifier.
4.5 Discussion and comparison of approaches

The efficiency of any monitoring system is generally evaluated according to the detection accuracy and the false alarm rate. The challenge for any detection approach is to achieve the highest possible detection rate with the lowest possible false alarm rate. The complexity of the monitoring system should also be considered in evaluations. Complicated systems involve more unexpected defects and flaws than simple ones because of the unpredictable nature of disturbances which is not rigorously perceptible. In addition, implementation of more complicated systems usually requires more effort to realize and can involve greater difficulties in real-time applications.

According to the results in Tables 4.1 and 4.2, which use the same test data set to realize the testing phase, the STFT-SVM approach detects at least 10% more target objects compared to the CWT-SVM approach. The detection rate is 75% for the STFT-SVM approach and only 64% for the CWT-SVM approach. This does not necessarily mean that the STFT-SVM approach is better than CWT-SVM, because the highest number of false alarms for STFT-SVM is approximately double that for CWT-SVM. It should be noted that the sensitivity of the training process affects the rate of detection and the rate of false alarms in various ways. Increasing the sensitivity of the model can increase the rate of detection, as well as the number of false alarms. In fact, a trade-off exists in the relationship between detection and false alarms. This means that both approaches have the same improvement potential with respect to detection and false alarm rates.

Other important issues regarding realization and implementation are as follows. In the first approach (STFT and SVM) a number of 7 SVM classification algorithms (5 of them in parallel) are developed in order to realize the proposed fusion modules, whereas in the second one (CWT and SVM) only one SVM classification algorithm is developed and used for the five individual preliminary classifiers in the system. Moreover, the two sets of multiple rules required for STFT-SVM and the backward evaluation scheme are more complicated than the simple combination rules for the CWT-SVM approach. These are strong factors in judging whether the CWT-SVM approach is more efficient and reliable for real-time applications. The STFT-SVM approach is indeed difficult to design and develop and much processing effort is required for implementation. In spite of the comparable results for detection and false alarm rates, the CWT-SVM approach is more convenient to realize and implement and more appropriate for real-time applications.

For the two approaches, it is evident that the system was successful in isolating the required objects from noise events. After processing and transformation, many noise events acquire different shapes and become visually different from the target object; however, some noise events do not. Such noise events might be detected simultaneously by many sensors, which can lead to false alarms. Such noise events
cannot be avoided. They are usually caused by objects that are similar to the targets but smaller in size.

Since the object size does not necessarily coincide with the event intensity, it is difficult to differentiate these smaller objects by simple adjustment of the system sensitivity, which could lead to deterioration in the performance and detection rate.

It should be noted that the accuracy achieved is not always that targeted for the intended monitoring system. These accuracies represent individual accuracies for the acceleration sensors among other detection modules based on other data acquisition techniques. All these modules are fused together to realize the monitoring system. In this contribution, the principles behind are developed and compared to previous results for similar applications.

In the following, some additional results justify the fusion of all five sensor channels instead of using more simple combinations of two decisions, for instance.

The classifiers based on sensors 1 and 2 were considered and the STFT-SVM approach was applied. In contrast to the 27 objects detected after fusion of five sensors, only 16 target objects were detected as the best achievable result; however, the number of false alarms decreased from seven to six. After fusion of sensors 3 and 4, the detection rate was 11 objects out of 36, with two false alarms. To compare the sensors 1 and 2 with the sensors 3 and 4, the individual numbers of false alarms are added for sensors 1 and 2 as 32 false alarms, and for sensors 3 and 4 as 11 false alarms. The ratios of the fused number of false alarms (6 for sensors 1 and 2, and 2 for sensors 3 and 4) to the sum of the individual number of false alarms (32 for sensors 1 and 2, and 11 for sensors 3 and 4) are almost similar (approximately 0.18).

For the CWT-SVM approach, sensors 1 and 2, and sensors 3 and 4 were fused. The results were as follows. Only 19 objects were detected by fusing sensors 1 and 2 and the number of false alarms was reduced to 1. For fusion of sensors 3 and 4, 18 objects out of 36 were detected, with no false alarms. The ratios of the fused number of false alarms (1 for sensors 1 and 2, and 0 for sensors 3 and 4) to the sum of the individual number of false alarms (18 for sensors 1 and 2, and 18 for sensors 3 and 4) are much smaller than that obtained through STFT-SVM approach. These results clearly indicate the better fusibility of the individual sensors and the lower redundancy.

In general, the individual sensors deliver a high number of false alarms for both approaches, so detection is unreliable. By combining two individual sensors, better reliability can be achieved with fewer false alarms. The detection reliability can be improved by decreasing the number of false alarms and increasing the rate of detection. This is achieved with a fusion process for the five sensors and related filters, in order to achieve deep insight into the problem diversities and distinctions. Although fusion leads to a slight increase in the number of false alarms, this deterioration is
negligible compared to the overall improvement in system performance. The deterioration can be explained by redundancy and the accumulation of disturbances when many sensors are considered together. The improvement potential of fusion lies in the quality of the sensor data obtained and the feature extraction process used.

4.6 Conclusion

Two different approaches for feature-based multisensor fusion were developed for a monitoring system. The goal was to monitor a production process for online detection of a target object with the lowest possible false alarm rate. The application is a stationary process with a continuous stream of sensor signals. The two approaches were compared in terms of performance and complexity.

The STFT-SVM approach uses STFT for feature extraction. The individual feature vectors for different acceleration sensors are classified using SVM to provide individual preliminary decisions about the presence of a target object. These decisions are fused using a novel fusion module to provide a reliable decision about the system state.

The CWT-SVM approach uses CWT as a prefilter to extract features, which are subjected to further prefiltering processes before SVM classification.

The results for both approaches reveal improved detection rates and fewer false alarms. Approach I leads to a better improvement in detection rate compared to individual preliminary decisions. The number of false alarms is also lower. Approach II leads to an even better improvement in the false alarm rate than approach I.
5 Wavelet-SVM system for crack detection

In this chapter, two main approaches used for crack detection and prediction in rotating machinery; model based and signal based, are investigated, in order to achieve a prewarning technique for rotor cracks to be applied for online monitoring in turbo-machinery. Several strength and weak points are discussed and compared, in order to achieve a comparative overview of the available techniques. The concepts fault severity estimation and remaining life time prediction are considered in the application. The signals encountered are periodic vibration signals with cumulative impact of the fault incident. Realistic simulation example is considered in this chapter. However, in principle the developed approaches can include arbitrary data acquisition techniques.

During the progress of this work, some scientific papers were published based on the studies and results of the work. Others are still under processing for publication. This chapter is prepared to a large extent based on these publications [SWWS16, SSW13, SSW12].

5.1 Introduction

Diagnostics, Fault Detection and Isolation (FDI) approaches of rotating machines are crucial factors to ensure cost effective and reliable industrial processes. Advanced approaches featuring monitoring and control of availability aspects of rotating machines like Condition-Monitoring Systems (CMS) or Structural Health Monitoring (SHM) systems require a reliable diagnostics and prognostics system. In industrial practice nowadays these systems include signal-based approaches in combination with machine learning methods. Model-based approaches using suitable system description are also discussed mainly in academic research as a possible alternative to the more application-oriented former signal-based approaches. Modern approaches are based on feature extraction and recognition algorithms, along with mathematical modeling and simulations, in order to detect and/or avoid faults able to breakdown machines and systems by affecting the functionality. In the consequence the task of related diagnostics and prognostics approaches is to establish relevant statements as early as possible.

Cracks in rotating machinery are the most critical and fundamental damages in the related industry, often caused by fatigue stress. Dynamically they often lead to vibration effects similar to those of asymmetry and misalignment, accompanied with changes in the vibration properties. These changing dynamical properties are used as indicators for changed mechanical parameters of the rotor, including deterioration effects. The knowledge about the related causal chain initialized by shaft cracks in effecting the system dynamics of the rotating system can be used by model-based as well as signal-based approaches.
It should be noted that both approaches (model-based, signal-based) use knowledge, but in a different way.

Signal-based approaches are using output signals (denoted as $S_o$). Fault detection modules relate the raw or filtered signals (denoted as $S_f$) to reference or threshold values stating changes with respect to the normal (regular, healthy) conditions, called fault detection. Additional knowledge and modules are necessary to relate these signals ($S_o$, but mainly $S_f$) to those related to distinguished one compared on a third level (feature space). Other classification approaches are used (possibly in combination with suitable chosen filters) to distinguish states/faults as classes. Relating to this, also model information/knowledge is used implicitly, but also these approaches are denoted as signal-based (or data-driven) approaches.

Model-based approaches uses beside output signals $S_o$, input signals $S_i$ and a model to be built (parameter identification) or to be assumed (observer). The comparison results directly from this level on the base of comparison (of parameters: identification or the outline establishment of residuum (observer)). Filtering of residuum allows the distinction of errors location within a so called parity space. These models are assumed as given/known directly, so these approaches are denoted as model-based.

In this contribution two different related approaches are explained in detail in order to evaluate their potential and applicability. The differences and the possibilities are illustrated with respect to the development of a reliable crack detection approach to be applied for online monitoring in turbo-machinery.

The work is partly based on a previously published model-based approach [SBM93], firstly published in 1993. Here the approach is briefly introduced and applied to a new example using realistic model data. The signal-based alternative used here has been previously published in complete different context [SS11]. Both approaches are well developed within the last years [SS11], or decades [SBM93]. In addition to a previous publication [SSW13], here the two approaches are applied to a very realistic simulation example for the first time and both are compared in detail using various studies. An addition to previous publications the approaches are given with more details.

### 5.1.1 Cracks in rotors

Rotating shafts are considered among the most important and most critical machine elements in the industrial processes and machines such as turbines, compressors, and pumps. The rotors of such machines are usually subjected to extreme working conditions of loading and temperature variations. Accordingly the consequent failures can lead to enormous damages, economical losses, and injuries. A profound and actual overview is given in [Ish08], here Ishida introduced case histories of accidents and cracks found in industrial machines.
Different kinds of faults and flaws have been recorded in the rotating machinery such as unbalance, misalignment, rub and looseness [WPJ13]. The cracks in rotors have long been considered as factors limiting the safe and reliable operation of the rotating machinery. A crack may be developed from some surface or internal imperfections and propagate without much apparent warning. In ductile steels used for rotors, cracks are influenced by many factors such as the rapid fluctuation of the bending stresses, the presence of stress raisers and possible design or manufacturing flaws, and the variations in temperature and environment [SKKQ04].

Methods of crack formation and propagation vary from high and low cycle fatigue to temperature and environment effects. A typical event of cracking in ductile steels can be divided into three stages: crack initiation; in which tiny discontinuities are initiated in the uncracked parent material, crack propagation; in which the discontinuity grows in size as a result of the cyclic stresses induced in the material, and failure; which occurs when the material that has not been affected by the crack cannot withstand the applied loads [SKKQ04, BPT10].

The transverse breathing crack is the most critical type of cracks in rotating shafts. Here the cross section is reduced weakening the rotor under certain conditions. In case of breathing, the opening and closing the rotating crack is due to the rotation of the shaft. The crack moves from the upper position in which the static bending moment forces the crack to be closed, to the opposite position in which the crack is forced to be open [BPT10].

The influence of the crack existence in the rotor structure is related to the change of the local stiffness of the crack. A crack introduces local flexibilities and time dependent changes in the stiffness of the structure due to strain energy concentration, hence reducing the natural frequencies of the original uncracked rotor [BPT10, GA08].

### 5.1.2 Crack detection of elastic rotors: A brief review

Several crack models are developed and used in the 70ties and 80ties, mostly used to be integrated within simulation studies.

Several techniques have been used to monitor cracks in rotors such as vibration sensors, ultrasonic measurements, tribological analysis, and recently the acoustic emission techniques [BPT10, MR06]. However, the vibration-based techniques have been used widely as tools for fault diagnosis in the rotating machinery [GC05, VG12]. Vibration-based systems directly measure the rotor response forced by rotor flaws. A general review of the vibration-based condition monitoring for structures is given by Carden and Fanning [CF04]. They presented several approaches adopted in the literature for time, frequency, and modal domains, such as the natural frequency-based methods which are modal methods dependent on frequency shifts and the
relation between stiffness changes and natural frequency changes. According to Carden and Fanning, the reliability of such methods is limited to single or few damage locations and/or small laboratory structures. They presented and discussed other approaches based on mode shape, modal strain energy, dynamically measured flexibility matrix, residual force vector, wavelet transform, neural networks, genetic algorithms, and statistical pattern recognition. They stressed that there is a lack in research to deal with synchronous faults and the remaining service life. The vibrational behavior of cracked rotors is also studied by Silani et al. [SZRT13]. They used a finite element approach and short time Fourier transform (STFT) to investigate the detection of small cracks. They presented that though the transient response does not change sensibly in the presence of very small cracks, the STFT of the response behavior can clearly identify cracks. In the work of Sawicki et al. [SSL09], the method of Multiresolution Wavelet Analysis has been applied on the vibration signal of a rotating system with and without external force excitation, in order to distinguish the existence of a transverse crack. They found that the differences are more pronounced in the presence of external force excitation. They presented the RMS amplitude values of the vibration signal in different frequency bands as a simple quantification method for fault severity. Several other vibration-based techniques are introduced in the literature [GP07, YMM03].

The objectives of any crack monitoring system comprise crack detection, localization, severity quantification, and remaining service life prediction. The crack detection and localization have been much more emphasized in the literature than the other two objectives.

An early concept of model-based crack detection based on the theory of disturbance observer is introduced by Söffker et al. [SBM93]. Here, based on the nominal behavior of the system, the fault effects caused by the crack are interpreted as unknown external effects acting to the nominal behavior of the rotor. Measurements of displacements and/or velocities of the vibrating dynamic system are necessary, together with further information such as the mechanical model of the rotor and the characteristics of the typical behavior of the crack. Another model-based method is proposed by Sekhar [Sek03] for the on-line identification of cracks in a rotor while it is passing through its flexural critical speed. The fault-induced change of the rotor system is taken into account by equivalent loads in the mathematical model. For crack modeling, the flexibility matrices of the cracked section are utilized according to Papadopoulos and Dimarogonas [PD87]. The equivalent loads are virtual forces and moments acting on the linear undamaged system to generate a dynamic behavior identical to the measured one of the damaged system. The rotor has been modelled using FEM, and the crack has been identified for its depth and location on the shaft for different rotor accelerations. The CWT has been used to extract the sub-harmonic features of crack from the time response. The work results show accurate estimation of crack location, however; the error of crack depth estimation increase with the decrease in measured vibration data (DOF). On the contrary, results of
Xiang et al. [XZCH08] show better accuracy of crack depth estimation than that of location estimation. The model-based detection system proposed by Xiang et al. is based on the combination of wavelet-based elements and genetic algorithm. Genetic algorithm is applied to eliminate the errors of frequencies between numerical simulation and experimental measurement. The wavelet transform is used also in the work of Nagaraju et al. [NNRMR09]. They studied the transient analysis of rotor system with transverse breathing crack for flexural vibrations. To extract the hidden features of the crack, the time signal obtained from the transient analysis is transformed to 3D-CWT plots in which the time-frequency components are clearly represented. A new wavelet plot called cross wavelet transform (XWT) has been applied to the time signals to obtain the phase angles. The XWT gives the phase angles of different frequency components along with the sub-critical peaks in a single plot. The inverse problem of crack detection has been carried out using Artificial Neural Network (ANN).

Some other reference papers for model-based systems are recommended [ELF98, SA08].

The signal-based systems for monitoring rotating machines have been used for long time. The techniques used are gradually updated according to data acquisition and signal processing techniques used. The advances in machine learning and feature extraction techniques have induced new methods and techniques to be adopted in the field of rotating machinery fault detection.

The work introduced by Tao et al. [TLLW13] comprises a detection method based on Fisher discriminant analysis (FDA) as linear dimensionality reduction technique and Mahalanobis distance (MD) for performance assessment. Data samples are projected into a new low dimensional space in which MD between the new measurement data and normal population is calculated for performance assessment. As a conclusion, the transformation of MD into the feature space and the determination of an adaptive threshold for fault detection is still a challenge. An energy-based approach to defect diagnosis in rotary machines is introduced by Yan and Gao [YG09]. The method uses continuous wavelet transform CWT and is based on the analysis of the energy content associated with the signal to determine the best suited base wavelet and decomposition scale for analyzing the signal.

Some other reference papers for signal-based systems are recommended [WP08, YMM02].

For deep understanding about the cracked rotors techniques and recent advances in general and for the two main categories model- and feature-based, some recommended general review references are helpful [WPJ13, SKKQ04, KR09, BPT10].
5.2 Rotor system

Modeling of elastic rotors has been developed over decades to a high degree of sophistication for simulation, fault detection, and isolation purposes. The developed models are validated by comparing numerical results with the natural frequencies, mode shapes and critical speeds acquired from vibration measurements of the rotors. However, sufficient performance of a rotor model should usually consider the dynamics of complex framework foundation which is directly connected to the rotor dynamics. This adds more difficulties and complexity to the process of rotor modeling and restricts the use of models.

The incorporation of breathing behavior into the dynamics of the rotor represents a significant increase in complexity as a result of the nonlinear characteristics of the real transverse fatigue cracks.

During the rotation of the rotor, and mainly as a result of gravity, a portion of the rotor cross section remains under compression and a portion under tension. In case of cracked rotor, the crack section facing tensile stress opens, while the crack section facing compression closes. Therefore, the crack section opens and closes according to the angular position of rotation. In the completely closed position, the rotor behaves as it was uncracked.

Crack breathing is accompanied by periodical changes in the stiffness of the rotor. At certain angular position, when the crack is completely closed, the rotor has almost the stiffness of faultless rotor. Similarly, at certain angular position, when the crack is completely open, a significant decrease in local stiffness exists, however; the reduction in global stiffness of the rotor depends on the depth and location of the crack.

Many approaches have been developed for modeling cracks in rotors, and the subsequent reduction in stiffness. The developed models should accurately represent the rotor system, however; the required accuracy depends on the intended use of the model. On the other hand, the complexity of the breathing crack mechanism leads to necessary approximations and assumptions which are required in order to simplify the process of modeling and use of model.

The earliest, most simple, but often used model, is the hinge model published in 1976 by Gasch [Gas93]. The steering function in the model is a step function approximation of the crack in which the crack is represented as either entirely open or closed. It is assumed in the model that vibrational amplitudes are small compared with the static weight deflection, and the axial and torsional vibrations are ignored [Gas08]. In Fig. 5.1 the "breathing" of the crack under the weight influence when the shaft is slowly turned, and the model steering function \( f(t) \) are shown.

A smooth transition between the open and closed positions was introduced by the sinusoidally varying model presented by Mayes [MD84]. The model uses a steering
function in the form \( f(t) = (1+\cos\Omega t)/2 \) as a better approximation of the breathing behavior. The use of Mayes model is more significant for deeper cracks, although the rotor stiffness is not directly connected to the depth of the crack.

Considering the crack related vibrations, more complicated breathing model was introduced by Jun et al. [JEEL92]. The presented model expressed the equation of motion with the response-dependent stiffness in a simple rotor. The model used the fracture mechanics to estimate the cross coupling stiffness, as well as the direct stiffness. The crack openness was determined through the response solved by the governing equation, and the response-dependent stiffness was calculated by numerically integrating over only the open crack area [JG08].

In order to implement more realistic rotor models, the finite element method has been used in connection with the previously mentioned models by many researchers. The previously mentioned models were applied and compared by Penny and Friswell [PF03] in order to investigate the influence of the crack model on the response of a general rotor model. According to their results, the three crack models examined had relatively small effect on the predicted steady state 1X response but they did have some influence on the predicted whirl orbit and the steady state 2X response. However, in any crack identification scheme, these differences are not likely to have a significant effect and simple models are more readily used [LF06].
The example system used in this contribution uses an application-oriented modeled rotor based on a finite element model of a length of 4.2 m and a radius of 0.14 m. The rotor is supported by 2 bearings, which are modeled with a simple bearing supporting damping (total damping coefficient \( d = 9 \times 10^3 \) Ns/m and stiffness \( k = 3 \times 10^7 \) N/m). While the 4 sensors at the bearing positions allow measurement of the rotor’s displacement; the displacements and velocities of the beam nodes in the \( x \) and \( y \) plane are measured directly during operation. This measurement scenario is the typical one in practice and different to those used in the previous publications [SBM93]. The discretized model of the rotor (Fig. 5.2), has 8 nodes, 7 elements and 32 elastic degrees of freedom (each node has 4 degrees of freedom, translation and rotation in the \( x \) and \( y \) planes). The vector equation of motion arises to

\[
M\ddot{q}(t) + (D + \Omega G)\dot{q}(t) + Kq(t) = F_w, \\
y = C_r q, \tag{5.1}
\]

where \( M \) represents the mass matrix, \( D \) the damping matrix (including bearing damping), \( G \) the gyroscopic matrix, \( K \) the stiffness matrix (including bearing stiffness), \( f \) the input matrix, \( q \) the displacement vector, \( y \) the measured nodes, \( C_r \) the output matrix (corresponding to sensor nodes), \( \Omega \) denotes the rotational speed, and \( w \) the input vector (unbalance forces and crack forces).

![Figure 5.2: Discretized rotor model [SSW13]](image)

The modeling of the shaft cross-crack is realized by integrating the effects of curvature dependent changes applied to the location of the crack. Additionally, crack-specific parameters [SBM93, MD84] have to be adapted. This procedure is used here similar to those introduced in [SBM93]. The integration of the crack effects results in an addition to the rotor dynamics description to additional strongly non-linear effects. The crack-related flexibilities are primarily influenced by the curvature-induced opening of the crack at the crack position (here assumed as known). The
integration into a FEM-based description is necessary for applications because for signal-based approaches output data have to be generated and for model-based approaches input-output information beside the model has to be used. Here the unknown external effects are interpreted as effects on the right side of the dynamical equation. In the case of simulations these external effects have to be taken into account for the simulation as well known effects.

The state space model is used for both simulations as well as for the observer design. It is known that the eigenvalues of a rotor system are speed-dependent. The eigenvalues are calculated at the rotational speed of 9000 rpm. The first four forward modes are illustrated in Fig. 5.3. The amplitudes for each mode are normalized, so that the maximal amplitudes for each mode are taken as unity. The two rigid body modes and the first two bending modes can be clearly identified.

To show the effect of the crack in the shaft dynamics, simulations are performed with and without crack. The system is excited by an unbalance \( U = 0.12 \, Kg \, m \) acting to node 6 of the rotor; the weight force is taken into account in the form of static forces in the y-direction. Using the location of the crack at the node 4, the

![Figure 5.3: First 4 rotor eigenmodes [speed of 9000 rpm] [SSW13]](image-url)
rotor crack is modeled using a relative compliance of $hr = 0.001$. In Fig. 5.4 an example of the system to be considered is shown, it can be stated that the crack affects only a small noticeable change in the oscillation amplitude, but not in phase.

![Image](image-url)

**Figure 5.4: Vibration amplitude (blue) and crack force (gray) at Lx [SSW13]**

The technical challenge for monitoring is similar for all procedures. The change of the rotor dynamics due to the occurrence of the shaft cross crack through the available (indirect) measurements of the bearing shaft movements has to be identified with respect to fault detection. The signal characteristics or in the sense of a diagnostic task, the identification of the mapping between the detected change and the related causal cause, should be used in the way that the fault should be assigned to the geometrical position of the irregularity.

### 5.3 PI-Observer (model-based) approach

As mentioned in the section of brief review (section 5.1.2), crack detection based on model-based approaches has been studied in the last years by many groups.

An early concept of crack detection based on the theory of disturbance observer, later denoted as PI-Observer [SYM95], is introduced by Söffker et al. [SBM93], later optimized for practical use and successfully used for several years [SYM95, LS12]. Here, based on the nominal behavior of the system, the fault effects caused by the crack are interpreted as unknown external effects acting to the nominal behavior of the rotor. For this task, measurements of displacements and/or velocities of the vibrating dynamic system are necessary, together with further information such as
the mechanical model of the rotor and the characteristics of the typical behavior of
the crack.

The system equation of motion (equation 5.1) mentioned in section 5.2 can be ex-
tended to more general description of state-space model as

\[
\begin{bmatrix}
\dot{x} \\
\dot{v}
\end{bmatrix} = \begin{bmatrix} A & NH \\ 0 & F \end{bmatrix} \begin{bmatrix} x \\
v \end{bmatrix} + \begin{bmatrix} B \\
0 \end{bmatrix} u
\]
\[y = \begin{bmatrix} C \\
0 \end{bmatrix} \begin{bmatrix} x \\
v \end{bmatrix}.
\] (5.2)

Here \(x\) denotes the 2n-dimensional state vector (consisting of displacement and velocity variables), \(A\) is the \(2nx2n\) system matrix, \(B\) represents the input matrix, \(C\) the output matrix, \(y\) the vector of measurements, and \(u\) is the 2n-dimensional vector of known control inputs and/or excitation functions. It is assumed that the system parameters \(A, B, C,\) and \(N\), as well as the input and output time signals \(u\) and \(y\), are known. The input matrix of the nonlinearities \(N\) couples the fictitious approximation \(Hv\) of the nonlinearities and unknown inputs \(n\) to the states where they appear. The signal characteristics of these inputs are approximated by a linear dynamical system with the system matrix \(F\). The task is to reconstruct the unknown nonlinearities (here the external disturbance forces of the crack) by applying Proportional-Integral Observer (PIO) \([SYM95]\).

From the structure of the PI observer illustrated in Fig. 5.5, the dynamics of the PI-observed system are described by

\[
\begin{bmatrix}
\dot{\hat{x}} \\
\dot{\hat{v}}
\end{bmatrix} = \begin{bmatrix} A - L_1 C \\
-L_2 C \end{bmatrix} \begin{bmatrix} \dot{\hat{x}} \\
\dot{\hat{v}} \end{bmatrix} + \begin{bmatrix} B \\
0 \end{bmatrix} u + \begin{bmatrix} L_1 \\
L_2 \end{bmatrix} y.
\] (5.3)

For the estimation of crack disturbances, it is necessary to emphasize the estimation residual as

\[
\begin{bmatrix}
\dot{e} \\
\dot{f}
\end{bmatrix} = A_e \begin{bmatrix} e \\
f \end{bmatrix} - \begin{bmatrix} N \\
0 \end{bmatrix} f
\] (5.4)

where the estimation error \(e(t)\) is introduced as

\[e(t) = \dot{x}(t) - x(t).
\] (5.5)

The analysis of the estimation residual can be used for the detection of faults and related localization. It is shown in \([SYM95, LS12]\) that suitable observer design in combination with large gains lead to acceptable estimation of crack faults.
5.3 PI-Observer (model-based) approach

The simultaneously realized estimation of the fictitious crack force as well as the related displacement at the location of the crack, the diagnostic indicator 'relative stiffness loss' can be determined as a causal indicator [SBM93] showing the dynamical behavior effect of the crack at the location of the crack. Clearly, the rotation-induced 'breathing' of the crack can be shown (Fig. 5.8). The observer-based results, based on the PI-observer method, are shown in Figs. 5.6 - 5.9. The variables can sometimes be estimated very accurately, as shown in Fig. 5.9. In Figs. 5.6 and 5.7 the time behavior of the estimation of the node displacement has been used to reconstruct the crack-induced effect from the vibrational behavior. Applying simulated noise (to simulate a real application example), a partly strong influence on the reconstructed curves is observed (Fig. 5.9).
5.4 Data-driven (signal-based) approach

Being easy to apply (no model is needed), signal-based detection concepts represent an usual technique for vibration monitoring systems in practice. The main advantage of this widely used field of techniques is the easy applicability. The main disadvantage is that the conclusion from measurable changes to the physical reason (diagnostic statements) assumes detailed and specific knowledge or assumptions about the physical behavior of the fault. On the other hand, modern machine learning methods are used to generate features representing different states of the rotor related to the existence of faults/changes etc. like due to the dynamical effects resulting from 'breathing’ cracks.

The existence and growth of cracks and faults in vibrating systems like turbomachines, can be implicitly observed by monitoring of features generated from measurements of the system. In spite of the easy use of the measurements, the detection of specific physical effects behind the change of signal properties is usually difficult to detect or classify directly, especially in the early stages of damages. This results
mainly from the weak effects and also from existing disturbances or other effects affecting the measurements as well as the vibrations. However; reliable measurements supported by appropriate information extraction techniques can also in case of the above mentioned effects produce recognizable features and patterns which enable reliable allocation of the physical causes, indicating the existence and size of cracks even in the early stages.

In particular, the diagnosis of failures appears as a complex task. Recent developments, however, permit the use of filtering techniques in combination with methods that do not have the limitations of classical threshold-based methods. Suitable filtering techniques for fault detection are used such as FFT, Cepstrum, STFT or wavelets, which produce sufficiently complex features to define complex characteristics of the vibrational state [GY11]. With the help of suitable pattern recognition and classification methods, the generated complex features can be learned to classify patterns in the application, i.e. assign the learned patterns. As classification methods, the known methods of Neural Networks (NN), support vector machine (SVM), and the fuzzy-based methods can be used. These methods as supervised
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Figure 5.8: Reconstructed relative compliance [SSW13, SBM93]

Figure 5.9: Reconstructed relative compliance considering additive sensor noise [SSW13, SBM93]
5.4 Data-driven (signal-based) approach

learning methods use a problem-specific data sets and form method-specific patterns that can differentiate specified faults and machine health states of interest. These techniques are in general easy to apply without the need for complex modeling task necessary for model-based approaches. The main disadvantage is that the conclusion from measurable changes to the physical reason (diagnostic statements) assumes knowledge or assumptions about the physical behavior of the fault.

Suitable machine learning methods are used to generate features representing related different states of the rotor connected to the existence of faults/changes etc. As introduced, one important dynamical effect results from ‘breathing’ cracks, which is an important but unusual fault. The feature extraction stage is realized to extract suitable features and to exclude the redundant ones. Additionally the suitable features are transformed into a representative form to help to make the recognition process easier. The transformed features are undergone the classification to detect specified machine health states of interest.

In wavelet analysis [GY11], signals are compared with a set of template functions obtained from scaling and shifting of a mother wavelet function. Wavelet-based approaches are widely used in classification and recognition tasks as feature extraction tools. The performance of the wavelets is proved to be more flexible than other usual approaches as they lead to time-frequency analysis with adaptive und suitable time and frequency resolution concurrently, and therefore with perfect reconstruction characteristics.

Vibration signals of the rotating machinery are usually a mixture of periodic and transient components buried in broadband background noise. For applications implying noise to be removed from a signal, a reliable alternative is the Discrete Wavelet Transform (DWT) which is obtained by a process of a dyadic parameter discretization of the Continuous Wavelet Transform (CWT) leading to more efficient computational effort as well as to a suitable size of generated parameters. These advantages make the DWT more appropriate for real-time applications in comparison to other approaches.

In general the system including crack to be monitored should be monitored, so it becomes necessary to observe and isolate growing cracks. The used routines should work robustly independent from changing operating conditions. Operating conditions may change, also damping effects. In many applications, parameters collected from the starting up of the rotor are used. It is also plausible that the stationary signals would provide reliable source of system state information by excluding the disturbing transient events.

The task of the diagnostic system includes the generation and related processing of a suitable feature set which is representative to the different machine states, and the reliable classification of the classes within the feature set. The combination of reliable feature extraction and classification procedures adds enhancement to the individual capabilities of the two modules (Fig. 5.10).
The application of SVM classification requires the selection of suitable kernel function and the parameters which adjust the function of the classifier. The Radial Basis Function (RBF) kernel is a usual first choice for diversity of applications for many reasons [HCL10]. Using only one parameter ($\gamma$) to be selected, the kernel can handle nonlinear cases more effectively, with fewer numerical difficulties. Additionally, the penalty parameter ($C$) of SVM should be assigned. A perfect separability of the training data is not necessary as it could be reason for over-fitting which is an indication to deteriorated generalization of the model. In order to avoid over-fitting, the method of cross validation (CV) is used. The training set is divided into $k$ equal parts. One part is chosen for testing and the rest for training the classifier. This is done for all the parts and gives an average indication of the classification accuracy for different values of $C$ and $\gamma$. A multistage grid search (Fig. 5.11) is then helpful in order to find the required best accuracy.

An illustration of the classification module is presented in Fig. 5.12. The parameters $C_{opt}$ and $\gamma_{opt}$ represent the optimal configuration of the classifier parameters and selected for the classification of the test data. In the case of multi-class SVM, the method used must be considered together with parameter selection strategy. As an example, there are two options to implement the "one-against-one" method considering parameter selection: First, for any two classes of data, the parameter selection is conducted to have the best ($C$, $\gamma$). The second option is that for each ($C$, $\gamma$), cross-validation in combination with the "one-against-one" method is used for
estimating the performance of the model. A sequence of pre-selected \((C, \gamma)\) is tried to select the best model [CLS05]. Considering the overall accuracy, one parameter set for each individual decision function may lead to over-fitting.

The generation of features using wavelets introduces diversity of choices according to the wavelet method and mother wavelet selection, and the level of decomposition, in addition to the way in which the generated subcomponents are handled. An illustration of the different approaches for features generation using wavelets is presented in Fig. 5.13.

In order to improve the classification process, the features set has to be manipulated for the purposes of

- generating of further features,
- improvement of the existing features, and
- the combination of features.
Figure 5.13: Different alternative feature generation procedures [SWWS16]

The information content of the detail and approximation levels of the DWT represents a possible indicator of the system states and accordingly a source of new features. In order to improve the existing features, some features are subjected to elimination because of the low content of classification indicators. The elimination of the coefficients with low classification abilities enables more focus on the data segments with higher CV accuracy. The proposed procedure for this concept is:

1. The best CV for all coefficients is determined.
2. One coefficient is eliminated and the CV is determined again.
3. In case that the CV accuracy after elimination is at least the same as before, the CV is assigned as the new best CV and the coefficient is permanently eliminated. Otherwise, the coefficient remains in the feature set.
4. Steps 2 and 3 are implemented for all the coefficients.

In order to combine features to generate new ones, some statistical measures are used. The Root Mean Square (RMS), as an example, is used to quantify the wavelet coefficients generated within the analyzing window, as a measure of the magnitude of varying quantities.

5.4.1 Implementation and discussion

The sensor data provided from the considered rotor consist of four time series of vibration acceleration signals (Lx, Ly, Rx, and Ry) taken at the two bearing ends (L and R) of the rotor in two independent coordinates, horizontal ($x$) and vertical
(y), taken from a stationary region. A time window of 1 second with a sample rate of 10 kHz is applied. A state set of measurements consists of 51 measurement signals of the size of 5000 points. The rotational velocity of the rotor remains constant on 9000 rpm.

To apply the DWT, an analyzing window of a suitable length is shifted across the data stream generating the wavelet parameters at a suitable level of the wavelet analysis. In this contribution the SVM method is used, therefore after a training phase a model for the classification of test data is developed. The corresponding transformation defines a dependency (mapping) between the indicating features and the system state using a separating hyperplane with a maximum separation. The main advantage of the SVM is its generalization ability. Here the maximum margin criterion in the process of selecting the separating hyperplane can be realized. Another advantage of SVM is its robustness against signal-related outliers using the so-called penalty parameter, which allows controlling the misclassification error.

The applied data set is divided into two data subsets. The first one is a training data set of four states; no crack and three different small sizes of crack (hr = 0.0001, 0.0005, and 0.001). The second data subset includes one state of comparatively bigger size of crack leading to chaotic behavior of the rotor. An enlarged example of the four measured signals is illustrated in Fig. 5.14 for stationary crack-free behavior and hr=0.022 cracked rotor. The signals are understood as measurements taken from the system from those nodes which can be measured. In general, all signals shown, result from simulations of the cracked and uncracked rotor.

The two data subsets are tested in order to investigate the influence of different artificial disturbances on the classification ability. Two kinds of disturbances are used. The signal $S(t_i)$ is disturbed by a random noise as

$$S_{Rnd}(t_i) = S(t_i) + Random\{-10^{-5}...10^{-5}\} \quad (5.6)$$

and by an amplitude-dependent disturbance as

$$S_{Amp}(t_i) = S(t_i)(1 + 0.5Random\{0...1\}). \quad (5.7)$$

The influence of the disturbances on the signal $L_x$ is enlarged as shown in Fig. 5.15. The Cross Validation (CV) is used as a measure for the quality of classification, if no test dataset is available. The application of scanning window is adjusted to generate 51 measurements for each crack state in order to have sufficient CV estimation for the classification ability.
The four crack states are considered as four classes for training. The classification results are summarized in Table 5.1. The best classification ability (100%) is achieved by the vertical measurements (y) in case of random noise (Rnd.). The CV
of the measurements in the right side of the rotor (Rx and Ry) is generally better, in which are the levels 5 and 6 give the best scale level of the DWT. These two levels are generally better also in case of amplitude-dependent disturbance (Amp.), in which the horizontal measurements ($x$) perform better.

Furthermore, the three crack states are combined in one class as cracked rotor. By not considering the differences between the crack sizes, the focus is put on size-independent classification. The classification results are summarized in Table 5.2. The same previous number of measurements is considered, thus 51 measurements for the class ”no crack” and 153 measurements for the class ”crack”, accordingly, the worst CV accuracy is 75%. The results are coinciding with those presented in Table 5.1. In addition to the approximation level of the vertical measurements ($y$), the detail levels 4-6 are best candidates for classification. As a conclusion, the classification between the states no crack and small sized crack is considered reliable.

Additionally, a larger size of crack (hr=0.022) leading to chaotic behavior of the rotor is generated by 51 measurements in order to investigate classification ability against a state of no crack. As a result, and considering all the features together, a CV accuracy of 100% is achieved independent of the state of the disturbance. In order to investigate the robustness of the classification, the classifier is trained by the four classes mentioned in Table 5.1 and tested by the bigger sized crack mentioned above. Individual features and minimum CV accuracy of 70% are considered. The allocation of the 51 test measurements into the four classes is introduced in Table 5.3. With the exception of Rx and one Ry measurements with random noise, all the other individual features classify the test measurements as cracked. This is an indication of reliable parameters for classification. Inconsistently, the test measurements in the table are most frequently classified as 0.0005 class crack.
A signal sample for a period of 4 seconds of rotor run is considered, including the stage of starting up, in order to further investigate the separability of the size of crack states and the remaining service life. To apply the DWT, an analyzing window of a suitable length is required. Here the most appropriate wavelet mother function is used. Different wavelet mother functions are tested on the system in different levels and parameters in order to find the most crack state indicators separating the states. The root mean square (RMS), as a measure of the magnitude of varying quantities, is used to quantify the wavelet parameters generated within the analyzing window. The tested wavelet mother functions include haar, dmey, sym, and db. The best results are obtained in the decomposition level 6 using the discrete meyer (dmey) wavelet mother function (Fig. 5.16), characterized by the highest separability of the crack indicators and a homogenous applicability independent of the place of application within the data. It should be noted that the choice of the mother wavelet as well as the observed result that using the coefficients from decomposition level 6 will give the best results, can not be generalized. This result is (as usual using these approaches) obtained by practical comparisons.

The resulting RMS measures and a related moving average smoothing of the noisy signal Ry are shown in Fig. 5.17. The results are presented for 4 different crack size levels of the considered rotor. It can be seen that the separability of the crack levels is not affected by the non-stationary startup of the rotor. It can also be seen, that based on fewer measurements, good results can be achieved.

For comparison, alternative four different results are shown in Fig. 5.18. The pre-
Table 5.2: CV results for classification of 2 crack classes with different noises (%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 1</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 2</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 3</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 4</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>79.4</td>
<td>81.3</td>
<td>82.3</td>
<td>75.9</td>
</tr>
<tr>
<td>Detail 5</td>
<td>75</td>
<td>79.9</td>
<td>75</td>
<td>75</td>
<td>76.9</td>
<td>88.7</td>
<td>81.3</td>
<td>75</td>
</tr>
<tr>
<td>Detail 6</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>78.9</td>
<td>91.6</td>
<td>86.2</td>
<td>75</td>
</tr>
<tr>
<td>Detail 7</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>76.9</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 8</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 9</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Detail 10</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Approx.</td>
<td>75</td>
<td>75</td>
<td>100</td>
<td>95.1</td>
<td>75</td>
<td>75</td>
<td>100</td>
<td>88.7</td>
</tr>
<tr>
<td>All feat.</td>
<td>75</td>
<td>75,9</td>
<td>75,9</td>
<td>75,4</td>
<td>75</td>
<td>79.4</td>
<td>81.8</td>
<td>75</td>
</tr>
</tbody>
</table>

Figure 5.16: Meyer wavelet mother function

sent for classification of 2 crack classes with different noises (%)

5.4 Data-driven (signal-based) approach

presented figures result from the same dataset used in Fig. 5.17 but using less appropriate DWT parameters and mother wavelets. In the results presented in Fig. 5.18(a) and Fig. 5.18(b), the high level of fluctuation and the non-homogenous solution prevent the applicability of the solution. The other two wavelet functions presented in Fig. 5.18(c) and Fig. 5.18(d) result in RMS range of cracks 1.82e-6 and 1.83e-6 respectively, whereas the selected wavelet (Fig. 5.17) results in higher RMS range (2.02e-6) which means better separability of the different crack sizes and accordingly more accurate results of the crack detection and evaluation system. In a window of
Table 5.3: Classification of the chaotic crack state in 4 crack classes

<table>
<thead>
<tr>
<th>Measur. Disturb.</th>
<th>Feature</th>
<th>CV [%]</th>
<th>Crack size</th>
<th>hr=0,0</th>
<th>hr=0,0001</th>
<th>hr=0,0005</th>
<th>hr=0,001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lx Amp.</td>
<td>Detail 4</td>
<td>71,1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>Detail 5</td>
<td>77,4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>51</td>
</tr>
<tr>
<td>Ly Rnd.</td>
<td>Approx.</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Approx.</td>
<td>93,6</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Rx Rnd.</td>
<td>Detail 5</td>
<td>70</td>
<td>19</td>
<td>8</td>
<td>23</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detail 6</td>
<td>75,9</td>
<td>4</td>
<td>17</td>
<td>30</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Rx Amp.</td>
<td>Detail 4</td>
<td>72,5</td>
<td>0</td>
<td>0</td>
<td>38</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detail 5</td>
<td>89,2</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detail 6</td>
<td>89,7</td>
<td>0</td>
<td>7</td>
<td>44</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Ry Rnd.</td>
<td>Detail 5</td>
<td>83,3</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detail 6</td>
<td>87,7</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Ry Amp.</td>
<td>Approx.</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Approx.</td>
<td>88,7</td>
<td>0</td>
<td>1</td>
<td>50</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.17: RMS and smoothing; Ry, dmey, level 6 [SWWS16]

0.5 second at the end of the data, the effect of changing the rotor system damping is presented as minimum in Fig. 5.19 for the selected wavelet (Fig. 5.17).

The task of the SVM classification module is to evaluate the extracted features which contain the indicators of the system state in order to achieve a statement about the existence and size of the cracks and faults to be detected. The fusion function of the
SVM classifier helps to obtain a more reliable complementary sensor array of the 4 filtered sensor data provided by the rotor system.

The required evaluation of the extracted features can be provided in two ways: binary classification and multiclass classification. In the binary classification the classifier is trained using binary training data to classify two classes; here: cracked
and non-cracked rotor. In this case the required quantification of the crack size is calculated using the position and distance of the specified state from the separating hyperplane in the feature space. In the case of using the multiclass classification, the training data used to train the classifier are grouped according to the size of the crack into segments coinciding with the required scale and accuracy of the size of the cracks. Furthermore, fine tuning of the results can be done using the distance of the state from the corresponding separating hyperplane in the feature space.

The training result of the multiclass classification of the previously mentioned rotor implementation is given in a two-dimensional view in Fig. 5.20. The class boarders of the crack size classes can be clearly detected. It can also be seen that the data resemble one-directional trajectory in the direction of the increasing crack size.

The decision function of the binary classification of the rotor implementation is presented in Fig. 5.21. The decision boarder in the figure represents the separating hyperplane between the two classes of the training data; cracked and non-cracked rotor. The 4 training datasets of the 4 different crack sizes which are mentioned in Fig. 5.20 are recognized in Fig. 5.21 as different distances from the decision boarder. In case of more data samples available representing all the crack sizes in between, the decision function would resemble a one-directional trajectory in the direction of the increasing crack size. In this case the size of the crack can be defined implicitly by using the distance from the decision boarder.

For remaining life prognostic purposes, the decision function can be undergone an extrapolation process to reach a pre-trained crack safety limit, as shown in [SS11].

The previous discussion indicates that the binary classification may be more suitable for the crack size quantization. This is concluded from the one-directional trajectory of the decision function in the direction of the increasing crack size. This conclusion is supported by the fact that the SVM classification is originally and more efficiently a binary classification [Abe10].

### 5.5 Discussion of the approaches to be compared

Many publications have been published presenting the successful applications of many methods representing the two mentioned approaches of monitoring system design. Indeed, it is quite difficult to estimate how successful an approach is, compared to the other for many reasons. In the literature, the successful implemented algorithms have generally been limited to faults which are basic in comparison. Very few publications have dealt with realistic behaviors of faults and cracks which might appear even simultaneously. Additionally, most of the published systems have been implemented and validated on laboratory structures which could essentially differ from the real world industrial systems. The lack of benchmark measurements and
5.5 Discussion of the approaches to be compared

The main advantage of model-based approaches is that the usually available, very detailed, and physical-oriented understanding of the fault and crack effects acting to the system is preserved and can be used by the approach to compensate measurements. The typical and known interpretation problem of signal-based approaches is avoided using problem-related indicators like the introduced stiffness change in rotating coordinates, showing a measurement-based reconstruction of the physical breathing of the cracked rotor. The introduced approaches allow also the implicit definition of the crack depth, if the measurements are noise-free. One of the drawbacks of this kind of approaches is the necessity of fault models, as well as the assumed hypotheses about the location of the fault or the crack. In general the success of all methods of analytical redundancy is essentially defined by the quality of the

![Figure 5.20: The SVM feature space [SWWS16]](image1)

![Figure 5.21: The SVM decision function [SWWS16]](image2)

assessment criteria for the systems make it even harder to compare. However, some general inferences can be concluded from the study of both approaches.
model. Modeling faults inevitably lead to errors which could lead with the possibly existing real effects from the rotor dynamics to the fact that corresponding faults cannot be distinguished in principal. Indeed, a successful rotor modeling should consider the dynamics of the related foundation which is much more complicated.

Modern signal-based approaches, on the other hand, are based on robust machine learning and feature extraction techniques, making the detection more reliable and robust even for small cracks. The used methods are more robust against disturbances and noises. This advantage makes them more suitable for realistic conditions in the industry. Additionally, the simplicity of the signal-based techniques makes them more appropriate for real time systems.

Considering the targets of the detection systems, more reliable fault localization could be achieved by model-based systems, although multiple fault localization requires the establishment of multiple model system with locations hypothesis. On the other hand, fault severity estimation could be more effective using modern feature extraction and classification techniques adopted by signal-based systems.

The field of sensor and decision fusion is one possible method to combine the two main approaches [ASS14]. Another alternative is to use a model-based system to recognize the changing service conditions and operation setpoint, in order to adjust the adaptable feature extraction and classification in the concurrent signal-based system.

### 5.6 Short summary and conclusion

The two main approaches used for crack detection and prediction in rotating machinery; model-based and signal-based approaches, are investigated by one typical example. Several strength and weak points are discussed and compared for the two approaches using two representative applicable methods, in order to achieve a comparative overview of the available techniques.

Beside an observer-based solution predicting crack depth related information, a new signal-based/data-driven approach is introduced to improve the detection problem with respect to noise.

The PI-observer-based method is considered as a modern model-based technique, to give indication about possibilities and limitations of such kind of methods. A novel signal-based approach is introduced, based on SVM and wavelets as modern machine learning techniques.

Modern machine learning techniques are found more robust against disturbances and noises, whereas the model-based techniques are more adaptable with load changes of the system and more able to be connected with system physics and modeling parameters.
6 Summary and outlook

In this chapter, a summary of the thesis is introduced with brief conclusions of the work. The scientific contribution of the thesis is presented briefly, and some future prospects are mentioned at the end.

6.1 Summary and conclusion

In this work, the application of pattern recognition techniques is considered for different kinds of fault diagnosis and prognosis problems and applications. The investigated applications represent real industrial applications, in which different measurement characteristics (such as cyclic, impulsive, and periodic signals), different recognition objective characteristics (such as accumulative and one-time events), different operational conditions and parameters of the machine, and different faults and detection system requirements (such as wear, crack, and object detection; system state and remaining lifetime) are challenging the existence of modular pattern recognition procedures and techniques. Different approaches are investigated and applied such as SVM, DWT, WPT, and CWT, and many concepts and solutions are proposed and verified, in order to achieve a reliable condition monitoring system, which supports the maintenance planning of the machine and adds value to the production quality and cost.

In the first application, a production machine related supervision task is investigated over a long duration. An approach for developing a fault diagnosis and prognosis system to support condition-based maintenance of wear parts is presented. The system is used as a prewarning module to detect the necessity for replacing wear parts of production machines and to evaluate the remaining lifetime of the supervised part. Wear parts failure is detected before scuffing or seizing lead to serious failure of the machine. The sensor signals encountered for processing are nondeterministic with cyclic nature related to the operation cycle of the machine. Real industrial process and sensor signals are considered in this application. However, in principle the developed approaches can include arbitrary data acquisition techniques. By applying the proposed methods, a considerable improvement in the accuracy and robustness of the solution is achieved.

In the second application, the goal is to monitor a production process for online detection of a target object with the lowest possible false alarm rate. The application is a stationary process with a continuous stream of sensor signals. The individual events with no consequent and accumulating effects investigated in this work represent many possible process and fault related incidents. The signals encountered in the system of this work are characterized with nonstationary impulsive one-time events representing the goal object. Another characteristic of the sensor cluster signals is the partly simultaneous stimulation of events which prevents the advantage
of using exact simultaneous events for fusing the data in the features level, which requires the use of suitable decision fusion techniques. Real industrial process and sensor signals are considered in this application. However, in principle the developed approaches can include arbitrary data acquisition techniques. The results of the proposed methods reveal improved detection and false alarm rates.

In the last application, two main approaches used for crack detection and prediction in rotating machinery; model based and signal based, are investigated, in order to achieve a prewarning technique for rotor cracks to be applied for online monitoring in turbo-machinery. Several strength and weak points are discussed and compared, in order to achieve a comparative overview of the available techniques. The concepts fault severity estimation and remaining life time prediction are considered in the application. The signals encountered are periodic vibration signals with accumulative impact of the fault incident. Realistic simulation example is considered in this chapter. However, in principle the developed approaches can include arbitrary data acquisition techniques.

As a general conclusion of the work, it can be stated that Wavelets and SVM are reliable tools for feature extraction and classification in the field of condition monitoring, and the feature space of SVM is useful for remaining life prediction. However; specific application oriented solutions and tricks are necessary, considering the diversity of fault diagnosis and prognosis problems and difficulties. More different realistic applications and benchmark data are still required, in order to achieve sufficient insight into this diverse field.

### 6.2 Scientific contributions

Several scientific papers have been published based on the studies and results of the work in this thesis. These papers are mentioned as references in the beginning of the main chapters; Chapter 3, 4, and 5.

The applications investigated in this work represent real industrial applications, in which different situations and circumstances are challenging the existence of modular pattern recognition procedures and techniques. The investigated situations involve measurement characteristics, recognition objective characteristics, operational conditions of the machine, and detection system requirements. The diversity of the investigated problems helps to aware of difficulties and obstacles encountered in real life industry.

More specifically, some of the major contributions of the work are summarized in the following.

A concept for state evaluation and remaining life prediction based on the decision value of the SVM is proposed (Chapter 3 and Chapter 5). The proposed concept is
supported by the solidity and simplicity of the feature space concept in the SVM. The decision boarder of the SVM represents the separating hyperplane in the feature space. Consequently, the decision value is a measure of how far a measurement is from the separating hyperplane. Accordingly, the decision value is an indication of how much the information of a system state contributes to a particular class. Moreover, the measurements (and hence the system state) move between the class zones across the feature space. This movement, which occurs over time coinciding with the deterioration of the monitored system, is an indication of the rate of deterioration. The proposed concept provides a useful tool for severity quantification of faults and can provide a reliable solution to predict the remaining service life of a mechanical system.

Moreover, the proposed Change Index (CI) (Chapter 3 and Chapter 5) helps for online estimation of state and provides better indication of the critical parts at any time point of operation. The proposed index is more convenient for practical use as an indication of how "worn" a part is, and (in case of enough operation parameters provided) how long it will last. It is a measure function of the distance between the current position of the decision value and the maximum allowed position of the decision value before changing of the monitored part is necessary.

For the case of cyclic machine operation, the method of feature-based resampling is proposed (Chapter 3), in order to deal with the difficulties of the changing lengths of operation cycles. This kind of operation and behavior is familiar in many production systems. The proposed method suggests more reliable features as reference for the process of resampling, which is necessary for the construction of the input matrix of the classifier. The reliable features are based on a selective reconstruction process of DWT components, in order to provide more comparable operation cycles with more comparable features, which allow better localizing of the segments of the cycle for resampling. The proposed method considers the disturbed time scale of the resampled cycle by considering the original positions of the key features as part of the input matrix of the classifier.

Finally, a decision fusion technique is proposed (Chapter 4). The technique is developed as scale-invariant, based on cascade SVM classifiers, in order to deal with the inevitable and varying time shift between the event stimulation of the individual sensors. The technique is developed based on cascade SVM classifiers, as scale-invariant, for the fact that the effect of noise and disturbance signals to the system and sensors is inevitable, and the intensity of the sensor stimulation is not related to the size of the object to be detected. The technique combines the individual preliminary decisions to obtain the highest possible detection rate for the lowest possible false alarm rate. This proposed decision fusion technique can be applied to monitor various specific complex systems with similar characteristics.
6.3 Future prospects

As a continuation of the current work, some guidelines, which might be helpful, are worth mentioning. For the concepts of remaining life prediction and the Change Index (CI), more specific framework is required, in order to construct an extensive technique for remaining life modeling, considering changing operation parameters and different types of faults and incidents. It is also essential for the improvement of the concepts, to develop more reliable measurement techniques for the SVM feature space. It could be helpful to adopt mathematical techniques developed for multidimensional spaces, and techniques developed for dimensionality reduction. For the method of feature based resampling, and the method of scale invariant decision fusion, the applicability for various complex problems could be tested for better generalization of the techniques.
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