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Summary

SUMMARY

Spin control and spin manipulation are criticauiss towards applications of spintronic devices in
the future. Since the spin always carries a cerdamount of magnetic momentum, an effective
magnetic field is required to perform spin coneot manipulation. This effective field can be aithe
from one spin-related interaction mechanism, sughexchange interaction, spin-orbit coupling,
hyperfine interaction etc., or just from a magndietd, which is the most straightforward way.
Generally macroscopic Helmholtz coils are useddnegate a magnetic field, which nevertheless
gives poor performance with respect to spatial ldem for addressing local spins and high
frequency operation for studying fast/ultrafasihsfynamics.

In this thesis, the dynamics of two localized spystems are studied in semiconductors. Both types
of localized spins couple with the carrier spinhieTstudies are based on a micro-fabrication
technology, which allows one to electrically gemeran on-chip switchable magnetic field. The
experimental results demonstrate a local spin obatrd spin manipulation on a micrometer length
scale. Further, the underlying physics is addred$s®d theoretical calculations showing that the
local spin environment is critical for the studsgan dynamics.

The method to generate an on-chip magnetic fieléssblished by a two-step electron beam
lithography and lift-off technique. Single-turn doimicrocoils with variable aperture size ranging
from 3um to 20um are defined on top of semiconductors. Thankkéaninimized coil length scale
and the low complex impedance, a switchable magfietd up to tens of mT can be obtained with a
transition time less than 400 ps.

The concept of spin control by a local magnetitdfis demonstrated in a €dMn,Te/(Cd, Mg)Te
diluted magnetic semiconductor (DMS) quantum wél\). The Mri* ion spins are localized and
strongly couple with the free carrier spins Wp-d exchange interaction. Introducing a current
through the coil on top of the semiconductor, aecteically switchable magnetic field can be
induced which aligns the Mhion spins in the DMS QW layer. Due to the strapgd exchange
interaction between Miions and carriers, there is a huge Zeeman engli§irsy between carrier
spin states. Therefore even a weak magnetic fieldfew mT can generate an efficient carrier spin
polarization, which can be probed by polarizatiesalved magneto-photoluminescence (PL)
spectroscopy. A pronounced carrier spin polarizatiof up to 8.5% is obtained by the
current-induced field at liquid helium temperatufée spatial spin distribution directly reflecteth
locally varying sign and amplitude of the curremtiiced field. Since the spin relaxation process
between Zeeman levels is rather fast comparedet@xhiton lifetime, the detected PL polarization
can directly reflect the magnetization of frons. The magnetization process is a convolutibn o
Mn?* spin dynamics induced by the pulsed magnetic field the phonon dynamics generated by the
pulsed current-heating. A method is developed pasde these two contributions. For a DMS QW
with high Mrf* concentration of x = 0.067, the spin response moagnetic field is fast enough so
that the phonon dynamics can be determined fromPthepolarization dynamics. The phonon
lifetime in the studied samples is estimated tomé¢he order of hundred nanoseconds.
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By reducing the repetition period of the electripalse to be below the phonon lifetime, a thermal
quasi-equilibrium state is established betweenMmé* spin system and the lattice system. This
allows one to study the Mhspin dynamics on a sub-ns time scale in a wealnetagfield regime

of only several mT. In the absence of an exteriedd {Bex), the Mrf* spin dynamics is found to be
on the order of hundred picoseconds, which is ugate faster than any reported ¥spin response

to an external field. In the presence of a certig the spin dynamics is slowed down. From
numerical simulations, it is suggested anisotrgmm interactions, including hyperfine interaction,
Mn ion spin coupling with the local strain-induceléctrical field and the crystal field, are neeftad

an interpretation of the observed spin dynamicBgt= 0 these local interactions can induce strong
anti-crossings between Nhspin states, and thus induce fast?Mspin transitions by the adiabatic
relaxation channel on a sub-ns time scale. SineeZ#deman splitting is energetically dominant at a
certain Bex, Mn?* spin dynamics is governed by spin-lattice relaxativhich is generally much
slower.

The second type of localized spins is the nuclgan 1 n-GaAs. A pronounced nuclear spin
polarization is obtained, via Fermi-contact nuclelextron spin coupling, by means of injecting
spin-polarized electrons. By applying a RF currgmbugh the microcoil, optically detected NMR
with micrometer resolution is demonstrated in n-GaAo trace the variance of the nuclear field
namely the Overhauser field, the electron Larmoecession frequency is monitored via
time-resolved magneto-optical Kerr rotation. Swagpihe frequency of magnetic field induced by
an on-chip microscale current loop, nuclear spipotrization is achieved for each isotope species
(*°Ga, "Ga and®As). The measured nuclear field amplitude ratidsvben different isotope species
distinctly contradict the theoretically predictedes. This arises from a non-uniform nuclear spin
leakage factor for each nuclear isotope. This i uthe quadrupole relaxation which depolarizes
the nuclear spins, and the depolarization levehas uniform for different isotope species. By
applying resonance RF pulse sequences, Rabi discillaf "°As nuclear spins is obtained with an
effective dephasing time ~2Q3.

The observed non-fundamental NMR allows one toesflthe local nuclear spin environment. The
local nuclear spin interaction gives rise to adom@tof nuclear spin states. Assisted by resonance
field-induced spin flip, optically-forbidden NMR igbserved at RF of half-harmonics /2
harmonics 2% and two-mixedft* + %), wheref® is the RF for fundamental NMR of isotope species
a. The measured nuclear spin dynamics is well inéded as a two-level process between the
dynamic nuclear polarization formation and nuclepm depolarization via RF absorption. By
analyzing the nuclear spin depolarization amplitadd the nuclear spin dynamics, it is concluded
that the local quadrupole interaction and the curieduced oblique field are dominant perturbations
for 2 f* and 1/2f° NMR, respectively. Thef{* + f*% NMR can be only due to the nuclear
dipole-dipole interaction.



Chapter 1. Introduction

1 INTRODUCTION

In present computers, the information bit is repnésd by the carrier charge. Usually this is realiz
by utilizing electron charges in semiconductor gnéged circuits. The generation, transport and
control of electrons are achieved by applying elegl fields on the semiconductor device. With the
on-going miniaturization of the semiconductor alecics, a further improvement of the device
performance, e.g. lower power consumption and higloeputing frequency, becomes more and
more challenging [1]. In order to suffice the dagyowth of the needed processing capability as
illustrated by Moore’s law [2], an alternative tedfogy for information processing is urgently
required in the next decades.

Apart from the charge property, an electron alsbdraeigen spin. The electron spin was for thé firs
time experimentally observed during the famous ftsteerlach experiment” in 1922 [3], and it was
theoretically demonstrated by Dirac until 192834, From his theory, the electron spin turns out to
be intrinsic as a relativistic quantum effect, &ncthnnot be explained in context of classical jts/s

An electron can have a spin state of either “sgi ar “spin down”. Each electron spin state
corresponds to a certain amount of magnetic momeatspecific direction. As a result, the average
electron spin is manifested as magnetization foreasemble of electrons. The electron spin
properties are responsible for most magnetic effeacimodern physics [6]. Therefore the magnetic
properties can be controlled by tackling the spggrde of freedom. The spin states or magnetization
can be used as information bits in applications.

The electron spin degree of freedom has been témfically put into applications in
magneto-electronics [7, 8]. Thanks to the discovaryhe giant magnetoresistance (GMR) effect
[9-11], the information density in the hard drivisk$ has been increased by more than one order of
magnitude[12] in the past decade. The GMR-basedl meads of hard disks [13] and magnetic field
sensors [14] also have been widely used. Baseldeotuhneling magnetoresistance (TMR) effect [15,
16], the magnetoresistive random access memory (MR& commercially available since 2006
[17]. Because MRAMs combine advantages of a higlgmation density, the high speed of a static
random access and the non-volatility of a flash wmnil8], the trend is likely that new generations
of MRAMSs will replace the current memory produatghe future.

All the available magnetoresistive devices of infation storage are hitherto successfully performed
in metallic systems [8]. Nevertheless, the metatrcctures are not ideal candidates for infornmatio
processing as the electron density cannot be aenisly adjusted and there is no bandgap in metals.
These can give poor electronic controllability daection compatibility to most electronic and
electro-optical components, which are generallyetdasn semiconductor systems. To understand
spin properties in semiconductors thus becomesiatrémr potential applications of spin-based
information processing. This emerging field is ndm&s semiconductor “spin-electronics” or
abbreviated as “spintronics”.

Semiconductor spintronic devices are regarded as ainthe promising candidates for future
information processing [8, 19]. Compared with cleabgised electronic devices, they are expected to
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obtain several prominent potential advantages [Z0)].Fast spin control and coherent spin
manipulation up to THz frequency scale; (i) Mudwkr power consumption during spin control
and non-volatility for spin information storageii)(iBeing promising for quantum computing by
addressing the spin states of a single carriesrom a semiconductor nanostructure.
Towards applications of semiconductor spintroniegicks, several fundamental issues are regarded
crucial [8]: generation of spin polarization, spiansport, spin control, coherent spin manipulation
and detection of spin states. The spin-polarizedera have been widely generated by means of
polarized optical pumping [21] or electrical inject in semiconductor hybrid structures [22, 23].
Experiments of spin transport [24-26] are usualgrfgrmed in a spin-field-effect-transistor
(spin-FET) of which the architecture prototype msanalog to the conventional charge-based FET
design [27]. To control a spin state, a magneatdfor an effective magnetic field is required. An
on-chip magnetic field can be generated either feofarromagnet micro/nanostructure [28-31] or a
current loop [32, 33]. An effective field can betabed by spin-related mechanisms, i.e. exchange
interaction [26, 34], and spin-orbit interaction5[3etc. Coherent spin manipulation has been
demonstrated up to THz by tailored optical pulsgditation [36, 37], and up to GHz by pulsed
resonance RF excitation [34, 38-40]. The spin state probed electrically, e.g. via
magnetoresistance [41], or optically, e.g. via ln@sicence polarization [21] or spectral shift [42],
and the magneto-optic Kerr/Faraday effect [43].
In order to incorporate magnetic properties inteoamagnetic semiconductor, one alternative is to
introduce magnetic centers in the host semicondsictosemiconductor doped with magnetic ions is
named as diluted magnetic semiconductor (DMS) [#iMp DMS system, the magnetic ions partly
substitute the cations of the host material. Wethkn host materials like II-VI semiconductors, e.g.
CdTe, CdSe, CdS, ZnTe, ZnSe, HgTe, HgSe, ZnO, lbkivddemiconductors, e.g. GaAs, InAs, GaN,
have been widely utilized, and for the magneticaiap, Mn, Fe, Co, Cr, V, Eu are often used [42,
44]. The manganese Ninions are the most popular example. This is du¢heisoelectronic
property of Mif*-ion in 1I-VI semiconductors and the large locatiznagnetic moment, which come
from its 3d- electronic shell configuration. Thanks to the Hiygdeveloped growth technique,
excellent DMS samples can be well fabricated frark Inaterials [44] and quantum structures [42].
The Mn content can be precisely controlled evertoup0.7 while the DMS lattice structure is still
kept. Recently, novel structures incorporating Mnsi are demonstrated, e.g. single Mn ion in a
guantum dot (QD) [45], DMS core-shell nanocrysfdl], and DMS colloidal QDs [47].
The DMS system combines the electrical and opticaperties of a nonmagnetic semiconductor
with magnetic properties of magnetic ions, i.e. Mns. Due to the presence of the band gap in a
DMS, the carrier density can be flexibly controll@®, 48] and electronic state transitions induced
by optical excitation are allowed [44]. These faaik greatly the electrical and optical invesiigas
in DMS systems [41, 42, 44], e.g. carrier transpoeasurements and photoluminescence studies.
More prominent characteristics come from the magngtoperties. Due to the strong exchange
interaction, i.e. s-d exchange interaction betwderions and electrons and p-d exchange interaction
between Mn ions and holes, pronounced carrier pplarization can be obtained even in a weak
4
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magnetic field. This leads to the often observeahigiZzeeman splitting and giant magneto-optic
Farady/Kerr rotation [42, 44].

The concept of carrier-induced ferromagnetism By, gives the idea to control the magnetic phase
of Mn ions by tuning the carrier density, i.e. theagnetization can be varied between the
anti-ferromagnetism and ferromagnetism. Since tdeepchange interaction is stronger than the s-d
exchange interaction in a typical DMS system, tloelutation of hole density is generally used [26,
41, 51-53]. The demonstration of electrical contafl ferromagnetism [26] stimulated vast
experimental and theoretical investigations in masi DMS, which was afterwards expected as one
of the most promising material system for spintcodevices. Up to date, convincing results of
ferromagnetism control are still below room tempeanma [54].

The magnetization dynamics of Mn ions depends enMh content [42, 55, 56], which determines
how fast the Mn ion spins can be controlled and hmvg they can be coherently manipulated. The
longitudinal spin relaxation time, known as spittit relaxation (SLR) time, can vary greatly for
different Mn contents. Due to the absence of thet @pin for a Mn ion in 1I-VI DMS systems, the
spin-phonon coupling between the Mn ion spin araldittice is rather weak. Thus for a very dilute
Mn content, the SLR process is quite long up talhsecond time scale at liquid helium temperature.
Mn?* ion clusters are formed by increasing the Mn aoin&7, 58]. The SLR process is much faster
for a cluster as a result of the Mn-Mn interactiand via spin diffusion, single Mn ions surrounding
are relaxed [59]. As a whole the SLR time is redulcelow 100 ns for a Mn content of ~0.1. On a
contrary, the transverse spin relaxation time ngriig spin-spin relaxation time changes slowly
from a low Mn content to a higher value. It is gextly between ~10 ps and ~1 ns for different Mn
contents [55, 60-62].

In order to accelerate the SLR process, carriersrawroduced to provide an extra channel by means
of carrier-Mn spin scattering [63] bypassing thiatieely slow spin-phonon coupling. Experimental
results demonstrate a pronounced SLR acceleragiomdoeasing either the electron [64] or hole
density [65]. Further, the magnetization dynamias be shifted to a nanosecond time scale as a
result of the Mn ion spin interaction with the lbeavironment [56].

Similar to the localized electron spin of a Mn iona DMS, one nucleus also has a localized spin.
The nuclear magnetic moment is generally smallan tthe electronic magnetic moment by three
orders of magnitude. This leads to a much weakeplow between the nuclear spins and the local
environment. As a consequence, the nuclear SLR d¢anebe long up to even hours or days, and the
nuclear spin-spin relaxation time is a few J@0or more [66]. Due to the quite long spin lifetime
the nuclear spin states have been suggested fentg@dtapplications of information processing by
combination with electron spins [67, 68].

Since the nuclear magnetic moment is rather srfedlnuclear spin polarization is quite small in a
thermal equilibrium state. By making use of nonikloium electrons in semiconductors, the
nuclear spin polarization can be greatly enhanased eesult of the electron-nucleus Fermi contact
hyperfine interaction [69]. This phenomenon is knoas Overhauser effect, and the effective
nuclear field is usually named Overhauser fielde flon-equilibrium electrons can be generated by
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optical pumping [70] or electrical injection [7Xspecially optical means has been widely used to
address the various subjects of nuclear spin studisemiconductors [21, 72].

The magnitude of the nuclear field is determinedh®ystrength of the hyperfine interaction and the
nuclear isotope abundance [21, 73]. In llI-V semuabactors, which are most widely studied, a
nuclear spin polarization up to 50% was observe@s and the nuclear field of a few Tesla was
experimentally determined [73-76]. A complete naclespin polarization is limited by nuclear
leakage mechanisms [66, 77-79], like nuclear spin-gteraction, nuclear SLR, nuclear quadrupole
relaxation, and nuclear spin diffusion etc. Thescimanisms depolarize nuclear spins competing
with the hyperfine interaction which polarizes theclear spins. This explains why the nuclear
polarization obtained in quantum structures is mlacher than the value in bulk materials [21, 73].
Generally, an external magnetic field is requiredstippress the depolarization mechanisms. In
absence of an applied field, dynamic nuclear pzddion formation in QDs has been recently
demonstrated by using the Knight field [80, 81].eldo much smaller hyperfine coupling constants,
the nuclear field in II-VI semiconductors is mues$ compared with 111-V counterparts. The nuclear
field was experimentally determined to be ~10 m@, [&, 83].

The coherent manipulation of nuclear spins is agudeoy means of the NMR technique [66]. The
NMR in semiconductors can be detected by diffeetgerimental methods, e.g. highly sensitive
detection of nuclear spin polarization from freeduntion decay signals [72], luminescence
depolarization due to the Hanle effect [21, 77, 88, 85], electrical resistance variance in the
quantum Hall effect regime [86, 87], or the nuclgeld-induced photoluminescence (PL) spectrum
shift [88] and the electron spin precession dynamithe latter probed by time-resolved
magneto-optical Faraday/Kerr rotation [89-93]. @uiften, the RF field needed for NMR is
produced from a Helmholtz coil [89]. Other appraainclude all-optical NMR making use of the
Knight field from optically generated spin-polarizelectrons [90, 94], or an in-built micro-stripe
which has been hitherto used in the ultralow termijpee regime of ~50 mK [86]. By tailoring the
pulse duration of the resonance RF field, the raucépins can be coherently manipulated, and it is
known as nuclear Rabi oscillation. As the magnitofiehe RF field is limited to ~1 mT in most
experiments up to date, the coherent manipulasidypically in a frequency regime of a few kHz.
Recent experimental observations confirm the ingma¢ of the local nuclear environment to the
nuclear spins in quantum structures, where thesaugroperties are varying on a mesoscopic length
scale. The local quadrupole interaction is foundssong that the concept of the nuclear spin
temperature cannot be valid [95-97], as well thegknhfield is demonstrated non-uniform as a
consequence of the inhomogeneous electron wavédanct a quantum dot [98]. Usually, the local
nuclear spin interaction is extracted from eithgecdral features of the NMR signal, like spectral
broadening and spectral shift, or spin-echo typexgleriments [66, 86, 89]. In this way, the nuclear
spin information is typically analyzed as a resnfitthe total local nuclear spin interaction, e.g.
including both dipole-dipole and nuclear quadrupateraction. As the local perturbations can mix
the nuclear spin states, optical-forbidden NMR ttars be induced [99, 100]. This method has not
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been often used up to date, since the local nusfgarinteraction is much smaller compared with the
nuclear Zeeman energy in most NMR experiments [72].

This thesis is dedicated to address on-chip spitraglband spin dynamics of two localized systems
in semiconductor micro- and nano-structures. Thelavhvork is based on an on-chip electrical
technique, which provides a magnetic field by idtroing a current loop on top of the semiconductor.
This allows one to demonstrate sub-nanosecondataiftMn ion spin dynamics in a DMS quantum
well (QW) and local nuclear spin manipulation iltaAs. The thesis is organized as following:

In Chapter 2, the background physics of this werkriesented. In the first part, the crystal stmgctu
and the band structure of zincblende semicondueai@given. In the next part, the optical selection
rules are given for a bulk GaAs system. The funddaighysics of a DMS QW is introduced in the
last part. The optical properties are discussedaf@W system, and the magnetic properties of the
DMS QW are reviewed.

In Chapter 3, techniques used in this thesis am@daced. At first a microstructure fabrication
technology is established to provide an electycallitchable on-chip magnetic field, which is the
novel and key technique throughout the whole theBmss is done by a two-step electron beam
lithography and lift-off technique. In the next pathe high-frequency electrical operation is
demonstrated by adapting 50 ohm match for the sangpld the cryostat. The electrical
characterization of the microstructures is pregkeniée on-chip magnetic field is used for two types
of spin-related experiments. To address the magatin dynamics of Mii ions in diluted magnetic
semiconductor quantum wells, measurements of the-tesolved photoluminescence polarization
degree are performed by means of magneto-luminescepectroscopy, of which the working
principle is given in the third part. In the lasirp the time-resolved magneto-optical Kerr rotatio
technique is presented which is used to monitomti@dear spin polarization and detect the nuclear
magnetic resonance in one n-GaAs sample.

In Chapter 4, the concept of local electrical contf spin polarization is demonstrated by using th
on-chip microscale current loop. In the first pdhie magnetic properties of the diluted magnetic
semiconductor quantum wells are characterized istasic magnetic field. The strongp-d
exchange interaction between the carriers and Ma gives a large effective excitgnfactor. The
photoluminescence thus shows pronounced polarizatithe low field regime. In the second part, a
magnetic field is generated by introducing a curtbrough the on-chip microcoil. The switchable
magnetic field allows an electrical control of thpin polarization, which is a competing result
between the current-induced magnetic field raisthg magnetization of Mn ions and the
current-generated local heating for the demagneiizaA method is developed to extract the
contribution from each mechnism. In the last ptrg, magnetization dynamics on a sample with a
higher Mn content is investigated, and this sangde function as a detector for the phonon
dynamics with a nanosecond time resolution.

In Chapter 5, the magnetization dynamics down tw zeagnetic field is addressed in diluted
magnetic semiconductor quantum wells. In the fuatt, the interaction of Mn ions with the local
environment is introduced and the magnetic progpeifected by carriers are discussed. These two
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factors can strongly determine the Mn ion magn&tmadynamics in the regime of a low magnetic
field. Next the experimental results of the magraton dynamics are presented showing a
pronounced dependence on the external magnetic Tigis is due to the interplay between the local
anisotropic interactions of Mn ions and the Zeenmaraction with the external field. Numerical
simulations based on the Lindblad master equatrenparformed and the theoretical calculations
coincide well with the experiment results.

In Chapter 6, nuclear spin polarization and cohtenerclear spin manipulation are studied in one
n-GaAs sample. At first a theoretical backgrounddiscussed regarding the electron-nucleus
hyperfine coupling which controls the dynamic nacleolarization and the nuclear spin relaxation
in a semiconductor. Experimentally the dynamic eaclfield is optically addressed by the
time-resolved Kerr rotation technique. The dependesf the nuclear field properties is studied by
varying the experimental conditions. By utilizingh an-chip microcoil fabricated atop the
semiconductor sample and introducing a radio frequeurrent through the microcoil to produce a
resonance magnetic field, optically detected nualeagnetic resonance is demonstrated on a length
scale of a few micrometers. Further, the Rabi taiwh of °As nuclear spins is observed.

In Chapter 7, dynamic nuclear magnetic resonanegldsessed in n-GaAs, mainly with respect to
the observed optically forbidden magnetic resonafs®rption. The local nuclear spin interaction is
introduced regarding the nuclear magnetic moment @e nuclear quadrupole moment. The
multi-spin magnetic resonance is explained accgrthrthe local nuclear spin perturbations, and the
multi-photon absorption due to the tilted RF exata is discussed. A two-level model is given for
the measured nuclear spin dynamics, describing itkerplay between the dynamic nuclear
polarization via hyperfine interaction and nuclepin depolarization due to magnetic resonance
absorption. Comparing the characteristic nuclean splaxation rate obtained in experiment with
master equation simulations, the underlying nuclsgin depolarization mechanism for each
resonance is identified.
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2 BACKGROUND PHYSICS

This chapter presents the background physics femtbrk. In the first part, the crystal structureda
the band structure of zincblende semiconductorgiaen. In the next part, the optical selectioresul
are given for a bulk zincblende semiconductor. Timedamental physics of a diluted magnetic
semiconductor (DMS) quantum well (QW) is introdugedhe last part. The optical properties are
discussed for a QW system, and the magnetic piepeart the DMS QW are reviewed.

2.1 Properties of zincblende semiconductors

In this work, the two materials investigated aredshon the 1I-VI binary compound-semiconductor
CdTe and the IlI-V binary compound-semiconductorA&aBoth semiconductor systems have
zincblende crystal geometry, which leads to a simelectronic band structure.

2.1.1 Zincblende lattice structure

The zincblende crystal structure is schematicadiyicted in FIG 2.1-1. There are two types of atoms
in a cubic cell. Each type of atom has a face-cenubic (fcc) lattice. The two lattices are dispéec
against each other by a quarter of the space dehgen that each atom is tetrahedrally surrounded
by four atoms of the other type. The lattice contséa,; is conventionally defined as the side length
of the cubic cell. Each atom has four next neigihbamf the other atom type at the corners of a
regular tetrahedron at a distance 8/4[@, 4, and has twelve next-nearest neighbours of theesam
atom type at a distance qf2 /2 @y ax.

z [001]

att

y [010]

— W — x [100]

FIG 2.1-1: Unit cell of the zincblende crystal stiure. The atom type is specified by an individe@br. After Ref.[6].

A Wigner-Seitz cell is defined as the primitiveldalwhich there is only one lattice point if these
only one atom type in a crystal structure. The Wrg8Beitz cell for an fcc crystal lattice is preseht
in FIG 2.1-2(a). The counterpart krspace, i.e. the first Brillouin zone, is describedrIG 2.1-2(b).

9
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For an fcc lattice in real space, the first Brillozone is body-center-cubic (bcc) krspace. The
symmetry points and the axes are given by Greésréein FIG 2.1-3. In the origik, =k, =k, = 0,
the symmetry point is denoted las

(a) Wigner-Seitz cell (b) First Brillouin zone

k. (0011 [010]
lattice real space lattice k-space
x [100] k, [100]

FIG 2.1-2: Schematic description of (a) the WigBeitz cell for an fcc lattice in real space andt{i® corresponding

first Brillouin zone ink-space. After Ref.[6].

FIG 2.1-3: First Brillouin zone of zincblende crgsstructure. Symmetry points and axes are indichieGreek letters.
After Ref. [6]

10
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In a zincblende binary compound, there are two atofrdifferent types in one Wigner-Seitz cell. It
can be found that the volume of the Wigner-Seitzds= 1/43, .. The lattice constants involved in
this work are listed in Table 2-1. For a ternargcbhlende semiconductor compound, the lattice
constan®y ai-temaryCan be given by the Vegard's law [101]

+ x(Oa

a Latt-binaryl

= (1- X)[& (2-1)

Latt-ternary Latt-binary .’

in which (1x) and x are the contents of the binary semiconductor 1 2ndespectively. The
corresponding lattice constants arg-termary18NAay att-temary2

Semiconductor material Lattice constant (A)
CdTe 6.481*
MnTe 6.334*!
MgTe 6.419'%2
GaAs 5.654'%

Table 2-1: Lattice constants for different binagyréconductors with the zincblende crystal structure

2.1.2 Electronic band structures in zincblende semiconduors

Due to the lattice periodicity and the space symyniet a crystal system, energy bands are formed
[104]. The valence band is the highest range aftele energies in which electrons are normally
present at absolute zero temperature, and the rpabei band above the valence band is the
conduction band. In a direct bandgap semiconductmst electronic and optical properties are
controlled by the energy dispersion at Ehpoint in the first Brollouin zone.

For each zincblende semiconductor in Table 2-Ietiea direct energy bandgapiapoint, i.e.k =

0. From the group theory, the valence bandpbke symmetry and the conduction band kdike
symmetry in real space [104]. As a result, fourdsaare formed [105]: the conduction band (CB),
the heavy-hole (HH) valence band, the light-holeYband, and the spin-orbit (SO) split-off valence
band. The schematic description of a direct bandgalp zincblende semiconductor is given in FIG
2.1-4. Each band has a two-fold degeneracy by derieg the electron spin states. As convention,
the CB band is denoted B HH and LH bands are denotedigsand the SO band is denoted as
The energy bandgal, is the energy required to excite one electron fthal smaximum E,o) to

the e minimum Eco), 1.€. Eqg = Eco — Evo. The energy splittind\so from thel's maximum to thd 7
maximum originates from the spin-orbit interactidtere thel's maximum is defined as the zero
energy level.

In order to determine the energy dispersion ratatiothe center of the first Brillouin zone, th¢y
method based on the four-band Kane model is coresidd05]. The Hamiltonian in a zincblende
semiconductor is given as

cMV(r)xp (2-2)

2m, am?é
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Hereby pis the momentum operatory, is the free electron masy, (r)is the periodic potential of

the lattice at position, the constant is the light speed in vacuum and the operatoris described

by the Pauli spin matrix. For an electron, thetftesm represents the electron kinetic energy. The
second term is the periodic potential energy With = V(r + R), in whereR is the translation vector

of the lattice. The last item describes the sphitanteraction between the electron spin and the
internal electrical field which arises from the buhversion asymmetry in the zincblende crystal
structure.

CB

v

LH

SO

FIG 2.1-4: Schematic description of the band stmgcof zincblende-type bulk semiconductors in tioénity of I-point.

According to the Bloch theorem, the electron statasbe written as

Ve (1) = Uy (1) €, (2-3)
where

U (1) = Uy (r +R) (2-4)

is a periodic function. Here the indexrefers to the band arldis the wave vector. The energy is
given byE = E,(K).
By writing the Schrédinger equation for the wavediion in (2.3), it is obtained

o P> 5 1 . R
iy =(ﬁ+vm *amra ooV pjwnk(r) = E,(K)yar) 2-5)

By taking account the definition of the momentunegor, i.ep =-ik, the Schrodinger equation
can be rewritten in terms of the periodic functaan[105]

12
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ﬁ%ﬁ%km+m§6&mwawﬁ+ﬁ§gamwanwm):a«)wax (2-6)

with
E'(k) = E, (k) -h?K /1 2m, 2-7)

and
o= Bt 28)

ThereforeE,(k) can be obtained by fro, (k). In the vicinity of the™ point, the last term on the left
side can be neglected [105]. It becomes

my amy ¢

To solve the Schroédinger equation above, a righofbasis functions should be chosen, so that the

(ﬁo+£kfﬁ+ i 5DDV(f)XI5J%k(f):En'(k)thk(f) (2-9)

wavefunctionu,(r) can be represented by a linear combination afelienctions, i.e.
Uy (1) =D 8, V(1) (2-10)

Here {vn(r)} is the function set, and, is the corresponding coefficient.

As mentioned above, the conduction band &éke symmetry and the valence band lakke
symmetry near thE point, the basis functions can be chosen accotditige orbit spin in each band.
By considering the two-fold spin degeneracy, thedfunctions are chosen as follows [105],

T>, w(r)=| 1), \A(r)=‘—x%2w¢>

v () =|ist), \é(r):‘_X\EYl>, () =| z1), \é(r):‘ XJEiY1>

, X —iY
mwﬂsw,wm{‘f
2

(2-11)

Here the wavefunctiorst is the normalized-orbit spherical harmonic function. The wavefunoso

XxiY . . . . . .
|Z> and ‘:F NG > are thep-orbit spherical harmonic functions. These sphéheamonics are the

normalized electron wavefunctions of a Hydrogenmaf{@05]. The electron spin states are denoted
by |t > for spin up andi}> for spin down. Each basis function is a producbme orbit harmonic

function and the spin state wavefunction, evr) =‘iSl> :| i$ [l]l> The first four basis functions

are respectively degenerate with the last foursbfasictions, i.evy(r) is degenerate witha(r), vo(r)
is degenerate witlx(r), va(r) is degenerate withy(r) andva(r) is degenerate withy(r),.

At thel point, the electronic statbs T>, ‘X l>, ‘Y T>, ‘Y l>, ‘Z T> and ‘Z l> are degenerate

and have energy @, [105], i.e.

13
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H,
H,
H,

X 1)=E|X1), H| X1)= E| X1),
Y1)=E|Yt), B|Yi)= E[ V), (2-12)
Z1)=E|Z1), H|Z1)=E| Z1),

Similarly for the conduction band, the st4@$> and ‘Sl> are degenerate and have energiof

le.
Ho|St)=E|St), H| )= & 8), (2-13)
According to the basis functions in (2.11), the Haomian ﬁc contained in Equation (2.9) can be

represented by an>88 matrix. It is written as

H, 0
- (2-14)
0 H,
Here I—A|c is a 4x 4 matrix, and it is obtained as [105] :
= 0 kP 0 ]
0 E,-4s/3 V24s/3 0
H, = (2-15)
kP V24,,/3  E, 0
0 0 0 E, + 450/ 3

Here the assumptidky = ky = 0 is made. The Kane’s parame®eand the spin-orbit split-off energy
Asp are defined as

. h n
P=-i—(S|p| Z (2-16)
"{sn2
i [ V. oV
Ao = X -——nlY 2-17
SO 4nbzcz< ‘axpy ayR( > ( )
By using the definition&s = E; andE, = —Asd/3, the Hamiltonian in (2.15) is rewritten as

= 0 kP 0]

N 0 -24,,/3 ~v24,,/3 O
H. = so/ \/_ so/ (2-18)

kP N24,./3 -4/3 O

0 0 0 0

By considering the HamiltoniaH.for the first four basis functions, the Schrédingquation in (2.9)
is rewritten in the matrix form as

E, O kP 0] av(r) av(r)
0 _ZASO/S \/_2450 30 azvz(r) —-F azvz(r) (2_19)
kP ~24,,/3 —4¢,/3 0] aVs(r) a;vy(r)
0 0 0 oflav(r) a,vy(r)

14
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There are four eigenvalues for the eneiyyBy taking account Equation (2.7), the enekgk) for
k = 0 can be obtained as

212 2P2(E + 27, /3
CB:E(K)=E+ K win—t =1, & /3 500
2My cp Mecg M 7 %( %+ASO)
h’k? . 1 1
HH:E,, (K) = , with =— (2-21)
T 2my, My
21,2 2
LH:E,(K=—"%_ with—t =1_4P (2-22)
2My Mey M FI°E
e 11 op?
SOE, (K)=-Dt— X with——=1-___ & (o3
° = 2My 5o Meso My 31°( E+A )

The effective mass for each electronic state ismyivy Equation (2.20) ~ (2.23). To note, the Kane’s
model gives an inaccurate description for the éffecelectronic mass of the HH band, i.e. see
Equation (2.21). This can be fixed by the eightébanttinger-Kohn's model [105].

The coefficient setd,} for eachE’' can be determined. The corresponding wavefuncaoas

CB:u, (r)=|iS 1) (2-24)
HH:u, (r)=|- X\EY T> (2-25)
LH:uSk(r):%‘%T>+\E\zl> (2-26)
SOuw,, ( ):\E‘% T>—%‘ Z1) (2-27)
For the corresponding degenerate electronic stdtesvavefunctions are
CB:u, (r)=|iSt) (2-28)
HH:u, (r) = % l> (2-29)
LH:u7k(r)=—%‘ XEY¢>+\E\ZT> (2-30)
SO, )-:.\E‘X%ZN 1>+%\ Zt) (2-31)
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Now consider the electronic states in terms ofgpi@ states. The electron spin state is represented
by |5, me>, in whichs is the electron spin ands is the spin component along an arbitra@xis. It is
written as

[1)=192.42, . |v)=|127 L2 (2-32)

The orbital spin state is represented bylbynp, in whichl is the electron orbit spin and is the
spin component along ttreaxis. It is obtained

95100, |-X50) =114 [X5T) = 35 ) 42)=] 2 2-39)

By denoting the orbital angular momentum operaﬁorl:a and the spin angular momentum operator

as é the operator of the total angular momentum writtes J=L+S. The corresponding

A A

projection operators hol dj L, +S,. By performing the following operations

junk(r) = I:unk(r ) +S u,(r)= ju. )
Ju(r) = Luym)+ S,ur)= moyfr)
the electronic statas,(r) can be represented by the spin staf@s3;. They are summarized as
CB:u, =ily2-13 =[iS1),
u=ily2,43 =[ist);
HH:u, =|3/2,3 2, =‘— XJEIY T> :

=329, X200,
LH:%:B/Z,_M:_3\%»@»
w=l3243, = XEY1>+\E\ZT>:
sow,=[¥2-13 :@\%Q—%\zw ,
:|]/2’Mi:\/§‘%l>+%‘ZT>' (2-35)

Here the statan(r) is denoted as.

For an accurate band structure calculation, theipeatomic parameters should be taken into
consideration [105]. FIG 2.1-5 gives the calculabadd structure [106] for bulk CdTe (a) and GaAs
(b). From experimental data [L0H(CdTe) = 1.475 eVAso(CdTe) = 0.952 eVE,(GaAs) = 1.424
eV at room temperature. At a temperature of 1.24¢(GaAs) = 0.3464 eV is determined.

(2-34)
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(a) CdTe (b) GaAs

4&
3

Ly

Energy (eV)

ux z r
Wave vector (k) Wave vector (k)

FIG 2.1-5: Calculated band structure adopted fraah R06]. (a) bulk CdTe; (b) bulk GaAs.

2.2 Optical orientation in zincblende semiconductors

Due to the direct nature of the band structureimtidende semiconductors, optical excitation can
induce electronic transitions from the valence benthe conduction band in the vicinity Bfpoint.
Polarized optical excitation, namely optical orsn, has been widely used to generate
spin-polarized electrons for spin-related phenom&mdies in semiconductors. Quite systematical
investigations are summarized in Ref. [21] forWlsemiconductors.

The resonant optical excitation is considered atltlpoint. This means that the excitation energy

hw,,.is equal to the electronic bandgap enefgyi.e. Eg =hw,,.. An optically-induced electronic

exc

transition process can be treated as a state titangnduced by the electrical dipole Hamiltonian

operatoiH op Of the light. It is defined as

A

Hyp =€ [E (2-36)
The electrical field vectdE of the optical excitation is denoted as
E(t)=E,(t) + E, (1) [&° (2-37)

Here it is considered the light wave vector is gldhe z-axis direction (see Section A3). The
electrical field component alongaxis andy-axis are respectively representedeg@) andEy(t), and
the phase retardation is given 8yit can be found:

In case ofr*-polarized excitation, i.eE(t)| = E,(t)] andg=1v2,

17
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Hop (o) = e(XE + IVE,) = p(X +iY) (2-38)

Herey is constant determined by the spherical harmamction [105].
In case ob™-polarized excitation, i.eEL(t)| = E,(t)| andd=-172,

Hop(07) = e(XE - VE) = (X -iY) (2-39)
In case of linearly-polarized excitation, i.Ex(t)| = Ey(t)| andd= 0,
Ho, (7) = e(XE, + YE) = (X +Y) (2-40)

It could be found that™-polarized excitation can induce a transition frihra state |3/2, -3/2%0 the
statei|1/2, -1/23, as there is

(1/2-1/3H,, 6* | 3/2- 3/R=y(S1| X+ i?‘ XJ;Y ¢>:\/_2<5| XX (2-41)

Also thec™-polarized excitation can induce a transition frira state |3/2, -1/2%o the state|1/2,

1/2>, as there is
X =iY 2 2 2
14 = ZL )= =y (S| X| X) (2-42
=5 >\/3y<| %) (242)

As well, thea"-polarized excitation can induce a transition frih state |1/2, -1/2%o the staté|1/2,
1/2>, as there is

(112113Hy, 6"} 1/27 1/2=y(St| X+ i?‘ %%T ——13 Zl>:\/:;1y<5| X X) (2-43)

The transition probability is proportional to thgusre of the calculated values from (2.41) ~ (2.43)

(112112H,, 67 ) 3/2 1/12=y(St1| X+ i¥

Therefore the relative transition strength is 12/3 For the calculations, it has been used
(S| 5(| X)=(g A\f Y= ]BAIZ ¥by considering the spherical symmetrySftinction.

Similarly, state transitions induced lmy-polarized excitation and by linearly-polarized ixtton
can be calculated. The transition paths and tlaivel strengths are summarized in FIG 2.2-1.
Sincel 7 is split fromlg due to the spin-orbit interaction, the state titeorss from SO band to CB
band can be neglected in case of a resonant éanifadm I's to . If the excitation iss*-polarized,
the state transitions |3/2; 3/2> - |1/2, ¥1/2> and|3/2,¥1/2> - |1/2,+1/2> are both induced,
and the electron spin polarization is given as

., H1/2,1/2>j Ruo- V3 o, 1-1/3

P - —
Hl/z,l/z)j + Bue. v 1+1/3

opt

= +50%, (2-44)

where the transition probability to the spin sfd#2, 1/2% and |1/2, -1/2>are respectively given by
P2, 125 and pip, -12-4 This gives an upper-limit spin polarization bytiopl orientation in a bulk
zincblende semiconductor, i.e. GaAs. The obtainedt®n spin polarization is generally smaller
than this value as a result of different spin rateon mechanisms [21]. In quantum structures, the
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optically generated spin polarization can be upG0%, since the LH band is not degenerate with the
HH band anymore and only the state transition |[32> - |1/2, -1/2%is allowed in the case of
resonant excitation.

U»mj> /2, -12>  11/2, 1/2> /2, -1/2> 172, 1/2> 1172, -1/2> 172, 1/2>
N Y S— I — Y S—
| 1 2/3 2/3 1/3 1/3
1/3 1/3
o+ o— T /A T A
2/3 2/3
o+ o—
_ T o+ o—
lm> 13/2,-3/2> 13/2, 3/2> 13/2, -1/2> 1372, 1/2>

/2, -1/2> 1172, 1/2>

HH — CB LH— CB SO —- CB

FIG 2.2-1: Allowed optical transitions from valenband to conduction band by different polarizationke relative

transition strength is indicated.

2.3 l11-VI diluted magnetic semiconductors

Diluted magnetic semiconductors (DMS) are semicotidg alloys whose lattice is made up in part
of substitutional magnetic ions [107]. The host enals can be IV-VI, 1I-VI and IlI-VI
semiconductors [54] and the magnetic centers g@iealy of transition metals or rare-earth elements
e.g. Mn, Cr and Eu. Since the DMS system pertati Bemiconducting electronic properties and
magnetic properties, it has obtained great inteoest decades. From the aspect of fundamental
physics, it is interesting to understand the bphkigsics of the magnetic centers [42, 44, 108], a&ch
magnetic ordering and the magnetization dynamiecsth@ other hand, the DMS is regarded as one
promising candidate for future applications of $mnic devices [41, 54], especially after the
successful demonstration of electrically contrdidierromagnetism [26].

In this thesis, the DMS investigations are perfamim heterostructures made of II-VI
semiconductors belonging to telluride family, isngle Cd..Mn,Te/Cd.,Mg,Te quantum wells
(QW). Herex andy are the mole fraction of Mn and Mg, respectivélfie study focus is mainly
concerning to the magnetization dynamics of théMons acting as paramagnetic centers. Thanks
to the superb optical quality of the grown samfl&®9], the magnetic properties are optically
addressed by means of photoluminescence spectiosomasurements. In the following, basic
characteristics of the studied DMS QW are given.
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2.3.1 Bandgap of a DMS QW

For the studied GdMn,Te/Cd.yMg,Te heterostructures, both crystal alloys are enstadéavor the
zinc-blende structure, so that the compoundsthstite direct bandgap structures atEhgoint of the
first Brillouin zone. By using the virtual crystapproximation approach [107], the bandgap for a
bulk Cd..xMn,Te DMS can be well described by

E,(X) = (- ) E,(CdTe)+ xE (MnTe, (2-45)

in which Eg(CdTe) andEy(MnTe) are the energy bandgaps for CdTe and Mndspectively. Here
the bandgap is referred to the energy splittingvbenh thel'g valence band and tHe conduction

band. Thel'; split-off band is omitted for the studied (Cd, Me)system. In the liquid helium
temperature, it has been determine&g€dTe) = 1.606 eV [107] anBy(MnTe) = 3.198 eV [110].
The above relation can be simplified as

E,(X) =1.606+ 1.59% [eV (2-46)
For the Cd.yMg,Te alloys, the energy bandgap dependence is expetatly summarized as [111]
E,(y) =1.606+ 1.700/+ 0.3 [eV (2-47)

To determine the actual band structure of QW hetaroture, the offset of the valence band between
the QW layer and the barrier layer should be takémaccount. It is described by the valence band
discontinuity parameteny, which is used to define the depth of the trapgmetential Vy in the
valance band. The relation is given as

VV =ay (EB - EQ) (2'48)

HereEg is the bandgap of the barrier layers &agds the bandgap of the QW layer. In FIG 2.3-1(a),
the QW band alignment for a positive value @§ is schematically depicted. The potential
confinement in the conduction band and the valdraed both happen in the QW region, which is
known as the type-l QW structure. The studied.@th,Te/Cd.,MgyTe QW is this type and the
value ofay has been experimentally determined around to duenalr0.3 [112].

The higher barrier potential can confine the etativavefunction mainly in the QW layer. The layer
thickness is typically on the nanometer lengthescak a result of the quantum mechanical effect,
the electron momentum is of discrete levels in dghewth direction £-axis direction) [113]. As
shown in FIG 2.3-1(b), the energy level of the agtbn (valence) band is not on the band
minimum (maximum), but higher (lower) by a certamount. The discrete momentum in the growth
direction is

kzzF,with n=12,3.., (2-49)

Z

in which L, is the thickness of the QW layer andis the quantum number. The corresponding
discrete subband kinetic energy level is
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m°h? h?
2 r]2 +
erlaff—z |7 2rneff—xy

Hereby,z is the reduced Planck constamis., is the effective electron (hole) mass in the catidn

E.. (n)= k?,with n=1,2,3. (2-50)

(valence) band in the z-axis directiones.y is the effective electron (hole) mass in the catidn
(valence) band in the in-plane (xy plane) directiandk is the continuous in-plane component of
the electronic wave vector. As a rough estimatibthe quantized kinetic energy in the studied (Cd,
Mn)Te QW sample, by using parametarsl, k; = 0,L, = 12 nm, andn = 0.0941 in CdTe [103,
114] for the electron in the conduction band with as the free electron madSi,.e = 28 meV is
obtained. Similarly for holes in the valence balg usingmes.,-nn = 0.720 for the heavy hole and
Mesr-z-h = 0.130y for the light hole in the valence bartfi,nn = 3.6 meV antEginn = 20 meV are
respectively obtained. To note, the electronic iiavetion penetration in the barrier layer is not
considered here. This kinetic energy differencevben the heavy hole and the light hole causes the
non-degeneracy at thliepoint of the valence band.

(a) (b)
Conduction band
" | — _I —
| I
I I | .
1 | n=2 1 1
! I _
I I n=1 '——1 CB
ITI Le—]
EB
Eq
|—L| | == HH
n= e =l
: Ll Wy ——— LH
v 1 | n= 2 | 1

Valence band
FIG 2.3-1: (a) Band alignment in a type-I quantueilviaeterostructure; (b) Discrete kinetic energyels due to spatial

confinement at th€ point. CB band: magenta solid line; HH band: tdabd line; LH band: blue dashed line.

Apart from the electronic confinement, there isvensally lattice mismatch between the barrier
material and the QW material. Since the QW thicknssgenerally chosen to be much below the
critical relaxation thickness [115], finite strai generated, i.e. a crystal field is in presecea
result of the spin-orbit interaction, the LH subBias lowered compared with the HH subband in the
QW layer [116].

As a consequence of effective mass difference aedstrain-induced spin-orbit interaction, the
energy splittingAE;, between the heavy HH (blue solid line) and LH ébtlashed line) is indicated
in FIG 2.3-1(b). In the QW of the studied GMn,Te/Cd.yMg,Te heterostructures in which X is
between 0.024 and 0.067 and y is equal to ME3, is estimated ~20 meV from measurements in
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similar structures [109, 112]. Here, the non-degane between the HH subband and the LH
subband is dominated by the electronic confinement.

For spectroscopic measurements, the photoluminesggétL) is collected originating from the QW
layer. The photoluminescence comes after the recw@tibn of excitons, quasi-particles composed
of electron-hole pairs. The excitons are boundestatue to the Coulomb interaction between
electrons and holes. A schematic description ismgin FIG 2.3-2 for the exciton creation.

Conduction band

relaxation

relaxation

Valence band
FIG 2.3-2: Picture of exciton generation. For egyetgrms,zw excitation energyE,: exciton binding energyEex:

exciton energyE,: semiconductor energy bandgap. After Ref. [117]

The photon excitatiorg) lifts the electrons from the valence band todbeduction band, and thus
electron-hole pairs are generated after energyatm. One electron and one hole can be bound to
form a neutral excitonX) with a binding energyE, which reduces the total energy of the
electron-hole pair. Based on the semi-classicalrBuobdel, the exciton binding energy can be
written as

2 2
with g, ()= 1 A (2-51)

E,(n) = L

87E0€r aB,eff (n)

in which & is the vacuum dielectric constast,s the dielectric permittivitye is the electron charge
andn is an integer for the level of the exciton stdtee effective Bohr radius is denotedagag«(n),

in which mey is the reduced mass for the exciton. It is desdribymex™ = Mefrexy™ + Metthoxy
wheremes.e-xy aNdMeti-n.xy are the in-plane effective mass of the electrah the hole, respectively.
The formation possibility of the exciton state< 1) is generally much larger than the other stéte
1), therefore the photoluminescence is dominatethbyrecombination of excitons with n = 1. For

22



Chapter 2. Background physics

excitons (n =1) in bulk CdTe systeii, = 10.5 meV andig ¢ = 7.6 Nm have been experimentally
determined [118, 119]. In the QW system, the str@pgtial confinement could enhance the
electron-hole interaction to give rise to highending energy than the value in bulk system [120,
121]. In (CdMn)Te/(Cd, Mg)Te heterostructures, the PL intenfiom the light-hole excitons was
observed much weaker than PL intensity of heaveg-leatitons [109].

Further, if the sample is doped, a charged exdtoon) can be formed [122]. For instance, in the
case ofn-type doping, negatively charged trion§)(composed of two electrons and one hole can be
generated [123], while for p-type doping, the pusly charge trion X*) is obtained [124]. For
CdTe-based systems, these two types of trions Ib@se both clearly observed in quantum structures
in the past two decades [123, 124]. The trion lmgdenergy is typically larger than the neutral
exciton by a few meV. Usually the trion PL integsg higher than neutral excitons at liquid helium
temperature [125].

2.3.2 Magnetic properties of a DMS QW in a static magnet field

In 11-VI DMS systems like CdMn,Te alloys, the magnetic atoms (Mn) occupy randotimdycation
positions (Cd), and thus the outef 4fectrons contribute to the interatomic bindinghwthe anions
(Te). The manganese atoms then function as ioniter® i.e. MA' ions, which have the 3d
electronic shell configuration.

According to the Hund rules, all the five 3d-electrspins are aligned parallel to occupy the lowest
energetic state [6]. Therefore the orbital spih is 0, and the effective spin of one Kirion isS=
5/2. The Mn ions can be expected to be relativédarc localized magnetic centers, since the
spin-orbit coupling between the Mn ions and thdigtdynamic crystal field is rather small in a
perfect solid crystal [108]. For an isolated #ion, the ground spin state is of six-fold degengra

in which the spin components a& = -5/2, -3/2, ...... , +5/2 along an arbitrary define@xis
direction. The excited states contain one or mget®n spins antiparallel to the ground state,, e.g
it requires 2.2 eV of energy to flip one electrgins For optical excitation below this energy level
the Mrf* ion spin can be regarded always in the groune stat

* Magnetization of Mn ions in a DMS

The magnetic system is described by a macroscoagnatizatiorM, which could be treated as the
mean value of the spinSs averaged over all the Mhions in the thermal equilibrium state. In a
magnetic fieldBe, which is defined along the z-axis direction, tlegeneracy of the six-fold Mh

ion spin states is removed, and the energetic gelslare equally separated by the Zeeman energy
splitting [44]. For a Cd,Mn,Te DMS sample, the equilibrium magnetization of?Mions can be
written as

M (Bext’Tbath) == ngvu BN OX< Sz>’ (2'52)
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in which gu, is the Landegg factor of the Mn ionys is the Bohr magnetorl\p is the number of
crystalline elementary cells per unit volume, dng, is the sample temperature. For a system of
isolated Mn ions which are treated as paramagugetiters, e.g. in extremely diluted case witk<
0.01 [44], the average spirss> can be expressed by the Brillouin function

< Sz >= —§ QIZ(EQMLBB‘M) with
2 2 kBTbath (2_53)

2J+1 2J+1 1 1!
B = coth( —— coth )
(3 2] Y 2] D 2] %q‘

in which kg is the Boltzmann constant, aBg(q) is the Brillouin function ofith order. For the Ml

ion spin,J is equal to 5/2. In the regime of a higher Mn @ntcation, the Mn ions cannot be treated
as isolated anymore, since the d-d exchange intenacan couple neighbouring Mn ions with each
other. The d-d interaction is antiferromagneti@nir which the mean spinS& is expected to
become less. In the range of liquid helium tempeegatMn concentratiorx(< 0.67) anMBex: < 5 T,
the magnetization can be described by a modifiétbBin function [121, 126]

S OwnHsBo ]

5
M(B,.,T,.) =~ Juil N X< S,>== 0,1 Bsj — T
( ext? bath) gM B OX Sz 2 gM BN (?(eff SI(ZkB bath+-|-0)

- S OunteBod
DI Q’Z(stmammj

HereXes is the effective Mn concentration, and the effectMn spin temperature &= Tpath + To.
A smaller value thax is expected fok.s due to formation of Mn clusters [44, 127], e.g. Mm

(2-54)

pairs, Mn ion triangles and so on, in which the rder interaction is suppressed by the much
stronger d-d interaction and thus contribute lgsa polarization. As a result, the saturated mean
spin is less than 5/2, and it is denoted as anctafie Mr?* ion spin St = 5/2¥er/X. The
antiferromagnetic d-d interaction makes the Mn ibage a higher spin temperature than the sample
temperature by, (with a positive value). Based on Monte Carlo datians [127] and experiment
investigations [121], empirical formulae can beegivto describe experimental data for the bulk
Cd;xMn,Te system as

S, (¥ =0.0179+ 0.6586"%* + 1.807&°***
_ 35.37% (2-55)

° " 1+2.752x
Their dependence of the Mn concentration is degictd=IG 2.3-3. Monotonically the effective spin
decreases with increasing the Mn concentration thedspin temperature paramefgy increases,
both of which basically originate from enhanced eixdhange interaction for higher Mn contents.
For the Cd.\Mn,Te QW structures, the spectroscopic measureme@s 20, 128, 129] generally
show deviations from the empirical formula giveroad. The effective Mii ion spin deviates by a
small fraction , while the temperature param@&tgediffers by factor a two or so [129].
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FIG 2.3-3: Calculated effective spi; (black line) andr, (blue line) versus the Mn concentration in a botk  Mn,Te

system. The plotting is from Equation (2.55) witperimental data from Ref. [121].

Concerning the d-d exchange interaction betweenidvig, it is described by the Heisenberg spin
Hamiltonian [130, 131]

Hog =-> J“(R)S S (2-56)

i%]
Thereby é, and éj are the spin operators for the two Mn ions locae® andR;, respectively.

Jdd(Ri,-) is the exchange interaction constant. The exah@angcesses are categorized into three types
[107]: two-hole processes, one-hole-one-electrongd @wo-electron processes. The two-hole
processes known as superexchange mechanism igiaaht one with a contribution of ~95% to
the wholeHq.q. The one-hole-one-electron processes, i.e. ther@b@rgen-Rowland interaction and
the Ruderman-Kittel-Kasuya-Yosida (RKKY) interactjoaccount for only ~5%, while the
two-electron processes are negligible.

The exchange interaction decreases strongly witteasing distance between Mn ions. It has been
demonstrated both the nearest-neighbor exchangeegso (described byJy) and the
next-nearest-neighbor exchange process (descripetiNp) are antiferromagnetic, and thitq
gives antiferromagnetic coupling as a whole. Tyibycalyy is approximately five times larger than
Junn- Ina Cd.xMn,Te DMS systemJyn was experimentally determined about -0.54 meV [18ad
Junn ~ -0.095 meV [133].

e sp-dexchange interaction

The prominent magnetic properties in a DMS [44,]16%. the giant magneto-optic rotation and the
giant Zeeman effect, originate from the exchangeraction between the Mn ions and carriers, i.e.
s-d exchange interaction between Mn ions arnlike electrons (conduction banids), and p-d
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exchange interaction between Mn ions amdike electrons (valence banfi; and I's). The
Hamiltonian can be described as

Hoo 9= 39" r-R)S I3, (2-57)
R
HereR; is the location of theti Mn ion, andr is the electron coordinates,is the Mrf* ion spin

operator, S is the electron spin operator. TBp-d exchange interaction constant is denoted as

FPqr - R). Since the electronic wavefunction spans oveargel number of lattice sites which are
partly occupied by Mn ions with a concentratignthe summation can be treated in terms of the
virtual crystal field approximation. The itedi*4r - R)) can be replaced B*"r - R), whereR is
each lattice site in the crystal. Further, the mili" ion spin <S> is used to replace the spin over
all the Mn sites and the contribution from the #&lec spin is the z-componeist With these
assumptions, thgp-dexchange interaction can be simplified as

HooP?=x(S) §z F 4 -R)
=1 (S) §

Herel®Pis the integral fos-d or p-d exchange interaction, which are conventionallyoded asa
and /3, respectively. In the GdMn,Te DMS system, it has been experimentally deterchisyzr =
0.22 eV andNygfS = -0.88 eV. Therefore the coupling between Mn i@ml electrons of the
conduction band is ferromagnetic while it is antibenagnetic for the electron of the valence band.

(2-58)

The different coupling types and strengths areethisom the origin of each exchange interaction
between the band electrons and® &tectrons of Mn ions [107, 134]. There are two peting
exchange effects. A positive contribution is frohe tCoulomb exchange interaction, which favors
aligning the electron spin parallel to the Mion spin, and thus it gives the ferromagnetic diogp

A negative source is due to the hybridization & 8t electrons with the band electrons. Thd
hybridization between the electrons of the conductband and the Mn ions is forbidden by
considering thestype electron wavefunction symmetry, whifed hybridization between the
electrons of the valence band and the Mn ions l@vad to contribute a strong and dominant
negative contribution as antiferromagnetic couplitg a whole, the-d exchange interaction gives a
positive integral value and tlped exchange interaction a negative value.

Using Equation (2.58), the change of the energglléar each subband can be explicitly expressed.
For thel s conduction band, it gives

E,. =-m Na[X(S,), with ng=i% (2-59)

For the/g valence band, it gives

EFB=—¥mj X ), with rp=i%(HH), rJn=i—]2'(LH), (2-60)

in which the heavy-hole and the light-hole subbarerespectively clarified by HH and LH.
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* Giant Zeeman splitting in a DMS

As a consequence of tlep-d exchange interaction, the carriers (electrons de)hmanifest quite
abnormal effects in a DMS system compared with remmetic counterparts. The Mn ions are
magnetized in a magnetic field, and \Wp-d exchange interaction, the band structure is greatl
modified as indicated by Equations (2.59) and (R.@bnsider the two conduction subbands, the
energy levels are

E (M =+2)= E + (14 Do, +—(GeBuu~ NgtX(S)

1

e 2 (2-61)
E(m= _E) = g +(|+—2)7iwc ——Z(QeﬂBBext— Ng X(S,)

Hereby| indicates theth Landau energy level in presence of the extefieddl Beyx, w is the
cyclotron frequency angk is the electron Landg factor. The last term is spin dependent, withra su
of the electron Zeeman energy induced By and the energy shift caused by the exchange
interaction with Mn ions. The energy splitting beem these two spin sublevels is

1 1
JE ., =E(m =+2)- B(m=-)
= QeitpBe = N2 D(<Sz> = Oetr-el Bex

Here gere is the effective Landg factor of the electron. From Equation (2.61) aBdb2), it is
obtained

(2-62)

et = G = Nt X(S,) / (1 Bey) = 9e+M B4 9, with g2 —GntaBe (5 43,

:uB Bext 2 kB (-IE)ath + TO)
In the regime of a weak magnetic field, ges< 1, the Brillouin function can be approximate®T1
BS/Z (§ gMnluB Bext ]: Z gMnluBBext (2'64)
2 kB (Tbath + TO) 6 kB(-I-bath-i- T()

In this case, the effective Landdactor can be simplified as

+Z Ouin Noa (XS,
6 K (Toan + To)

which is field independent. By using the relatiam&quation (2.55) for a GdMnTe systemgun, =

2 [44], ge ~ -1 [135] andTpath = 5 K, the effective electrog factor is calculated, as presented in FIG
2.3-4 (black line). Generally it is larger than tectron factor by one order of magnitddand it
has a positive sign due to teed ferromagnetic coupling. The maximum value happanthe Mn
concentration ok ~ 0.1.

gef‘f—e = ge (2'65)

! The calculationns in FIG 2.3-4 give upper limits the effectiveg factor. In the low field regime, the local Kirion
anisotropic spin interaction such as hyperfineragon and spin-lattice coupling induced by straidocal crystal field,
and magnetic fluctuations can depolarize the mézatain of the Mn ions. As a result, tep-dexchange interaction is

reduced giving a smaller effective g factor forotlens and holes.
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Similarly the energy splitting between spin sublsve the HH valence band is

renn = Onnell8Bex = Nof D(< > Oetr-nnd! B ex (2-66)

Hereby,gune denotes the electrapfactor in the HH valence band, aggk-n1e the effective electron

AE

g factor. Because the corresponding hole spin alualyess an opposite sign with the electron spin of
the valence band, the effective Largiiactor of the heavy hole in the low field reginse i
7 Gy No S XS4

Qeti-nh = ~ Defr-rre = Grn ™ 5 k(T +T,) (2-67)
Again by using parameters above exagpt- 0, the effective holg factor is calculated as presented
in FIG 2.3-4 (blue line). It has a larger magnitutlan the electron by a factor of about four. The
maximum value happens at a same Mn concentratifor #ise case of the electron.
Since the carrieg factor values are typically smaller by orders cigmitude than the effectivg
factors, they could be neglected as an approximationost cases.
Similar calculations and approximations can be nfad¢he LH valence band. As a summary, the
energy splitting in between each subband can bitewras

AE, ¢ = =Ny X(S,)

AE gy =~ NS D(<Sz> (2-68)
AE g =~ (8)

The effectiveg factor of the electron, the heavy hole and thietligple can be approximated as

g 7 gMn Oa D(Seff
M6 kg (Tt To)
Y D(Seff

T e (T
~ _l gMn NOIB Ij(Seff

18 K ()

(2-69)

[+ *°* 1 " T [ " [ "+ [ 1]
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FIG 2.3-4: Calculated effectivg factor of the electron (black line) and effectiydactor of the heavy hole (blue line)

versus the Mn concentration in a;GMn,Te system. The sample temperatligg,= 5 K is used.
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The energy band structure of the conduction banldtfae valence band at thepoint is presented in
FIG 2.3-5. Due to the positive effectigefactor for the electron, the spin statenaf= -1/2 is in the
lower energy level in th€s band. On the contrary, the electron spin stateyof -3/2 occupies the
highest energy level in thEg band as a result of its negative effectiydfactor (to note, the
corresponding hole spin iy, = +3/2, and the effective g factor of the heavighs positive).

+1/2
/S .
INyou-x<S,>1
AN 12
Conduction band I'y o+ o+ m
.4 T
m;  my,
o— o—
vy =312 +3/2
y -1/2
Valence band I’ 2
IN,fx<S >
= - +1/2 -1/2
Y A 4 +3/2  -3/2
B..=0 B.. #0

ext

FIG 2.3-5: Energy band structure manifesting gigggman energy splitting as a resulspfdexchange interaction. The
blue arrow indicates the maximum energy splittirithin each band. The red arrows indicate the optieasitions from

the conduction band to the valence band. The palton of the optical emission is marked for eaangition process.

Spin states Optical | Energy (relative to zero Relative transition
ms m () polarization field position) strength
+1/2 +3/2 (-3/2) o -1/20(a - PR<S> 3
+1/2 +1/2  (-1/2) 11 -1/2M(a - fI3)X<S> 2
+1/2 -1/2 (+1/2) o -1/20Ny(a + BI3)X<S,> 1
-1/2 +1/2  (-1/2) o +1/20p(a + [I3)R<S> 1
-1/2 -1/2 (+1/2) m +1/20p(a - BI3)X<S> 2
-1/2 -3/2  (+3/2) o +1/2No(a - HR<S,> 3

Table 2-2: Transition energy and strength for gadtess marked in FIG 2.3-5. To not&,is negative.

Assisted by one photon emission, one electron k@rsit from the conduction band to the valence
band® According to the optical selection rulessfmn| = 0 or 1, the polarization of the optical

% The reversed process can be done via one phosomgion. The relevant parameters are the sanme Eatile 2.2.
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emission is marked along each transition procebs. ghoton with helicity of +1 is denoted a%
namely right-circularly polarized; the photon withelicity of -1 is denoted a®™ namely
left-circularly polarized; and the photon with toily of O is denoted as namely linear-circularly
polarized. The transition energy and strength mrearized [44] and presented in Table 2-2.

» Photoluminescence polarization in a DMS QW

Due to the giant Zeeman energy splitting in a DMStesm, appreciable carrier spin polarization is
generated even in a weak magnetic field. For phetanited carriers in a DMS structure, if carrier
spin relaxation process is fast enough so thatietarget polarize before their annihilations, a
polarized PL emission is expected resulting froraomebination of spin-polarized carriers. The
carrier spin relaxation arising frosp-dexchange interaction is very fast with a time ¢antof 75 ~

1 ps [136], while the exciton lifetimaey. iSs generally much longer, e.gexc ~ 100 ps for a
CdixMn,Te QW structure at liquid helium temperature [12B]the studied CdMn,Te QW, since
the PL intensity from the heavy-hole excitons isndltant over the light-hole excitons, the PL
polarization degree is considered here only forpiteious one.

The PL discussed here is from the bright excitdfist, the PL polarization is considered for the
heavy-hole neutral excitons. A schematic descnipisogiven in FIG 2.3-6 in the exciton picture. The
PL polarization degree is defined as

In'+_|n'—

= 2-70
PrL |7+ ( )

wherel®" and|® are the intensity values of tlog- polarized ana™- polarized photoluminescence,
respectively.

_ N !
]
\ "
7! spin relaxation )z, : "
/ |
L—L +1

+

generation: T | o— eh o+
R 7! recombination 7,
ground state
\4 \
BEXt = 0 Bext # O

FIG 2.3-6: Schematic description of the PL polai@afrom the neutral exciton). The energy splitting between the

exciton subbands BEx. After the exciton recombination, there is no igarieft.
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The electron-hole pairs are optically generatedabyinearly-polarized 1f) excitation with the
generation rate aR. The excitation is typically on a non-resonantrggdevel, and thus the carriers
and excitons undergo energy relaxation processeshvdre treated as a whole energy relaxation
process in this work [117]. It is assumed the fdraratime constant is the same for the exciton with
a total spin of -1 and the exciton with a totalnspf +1. The previous is denotedX4s1) andX(+1)

for the latter. The exciton spin is defined as $hen of the electron spire(the thin arrow) and the
hole spin , the thick arrow). Since the energy relaxation carapproximated as spin-independent
for the studied sample, the generation Ritdor excitonX(-1) is treated as equal to the generation
rateR. for excitonX(+1), i.e.R, = R- = R/2. As well, the lifetime o¥X(-1) andX(+1) are also treated
as same here, and it is denotedcaghich is in the order of several 100 ps.

Before the exciton recombination, the excitons xelato a dynamical equilibrium state. The
relaxation channel is dominated by t#@d exchange interaction in the DMS system, and tle sp
relaxation time is expected to be a few picosecdidsthe non-resonant excitation [136]. The
relaxation rate fronX(+1) toX(-1) is 77+, and it iszs; * for the reverse process. Suppose the Zeeman
energy splitting betweeK(+1) andX(-1) is AEx. Then it is obtained; “/zs; * = exp(AEx/kgTx) by
considering the Boltzmann factor in the thermodyitaequilibrium at the temperatuiig which is

the effective exciton temperature. The populatidnX¢+1) and X(-1) exciton is respectively
described by.(t) andN-(t) at the timd. The rate equation is written as

dN.() _ N, N(D N

dt i TX TSZ Tsl
(2-71)
dN() _p N, N NO)
dt i TX Tsl TsZ
In the dynamic equilibrium state, i.eNdt)/dt = dN-(t)/dt = 0, it is obtained
&& +(1+ RJTSl
R R
N+ - — Z-X = TSZ (2_72)
N‘ h + 1+&
Ty R

The PL intensity after exciton recombination isedity proportional to the exciton number in the
dynamic equilibriums state, i.¢" O N, and1°”

excitons in Equation (2.70) is rewritten as

&—1 LE 1+5 Ta_g
N, - N_ _ R Iy R\ 7,

Prix = Px = =
N, +N. &+1 Ta y 1+5 LE]
R R

z-X TS 2

O N-. The PL polarization degree of the neutral

(2-73)

For the neutral excitons, using the fadts= R and 7s; / 1z - = exp(AEx/k,Tx), the equation above
is simplified
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1-Fs2 .
T

Peix = == Pox.

L +(1+ TZ) L 1T (2-74)

TX Z-Sl

(2T _ DK 26 %
: I _e* € _ AE,

with [N —FTSZ and Lox = eAEx/ZkB-& N e_AEx/méI = tan 5 |;g _;

Hereby,mx is regarded as the PL polarization if the exclif@time is infinite 7x - o, andr; is the
spin relaxation time for establishing the dynamyaigbrium between the two subbands. Therefore
the factor /7« determines the actual saturation level of the Blajzation degree, which gains
larger values for faster spin relaxation. Due ®fict 7 <<7x, the PL polarization is also a reflection
of the exciton temperatui&, which reflects the energy relaxation process.

Further, by checking the optical transition eneligied in Table 2-2, it could be found the exciton
energy splitting is

AE, =-Ny(a-B) X< § > (2-75)
To note, the leakage of the wavefunction into the-magnetic barrier should be taken in account for
a QW structure. The full expression of (2.75Hs =-N, (5,0 -J,8) X< S >, in which & and &, are

respectively the probability of the electron anc thole confined in the QW. In a typical
(Cd,Mn)Te/(Cd,Mg)Te heterostructuréd,= & = 0.98 [63]. They are both approximated as unitg in
general case. Also, the magnetic fluctuation i® hmexglected, e.g. see Ref. [137]. Therefore the PL
polarization described by Equation (2.74) is thasipper limit value

The pronounced energy splitting duesip-d exchange interaction is a result of the ?Mion spin
polarization §>. The relation between the PL polarization andMimé* ion spin polarization can be
expressed as

Pox = tanr{—w <S§ >j (2-76)

Clearly, the PL polarization is a direct conseqeent the spin polarization of Mhions, or the
magnetization of the Mn ions by taking into accolquation (2.52).

In the low field regime for weak magnetization onMbns, e.g.Bex ~ 100 mT, by considering
Equation (2.62), (2.66) and (2.68), the excitonrgpesplitting can be represented in terms of the
effective carrieg factor

DB, = AB s+ DB = (Ge+ Ginn) 45 B (2-77)
It can be seen, the heavy-hole neutral excitonstakgiant effectiveg factor as

Oett-nix = Yette T Jettnns (2-78)
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which is positive since the effective electron gtéa and the effective holgfactor are both positive,
e.g. see calculations in FIG 2.3-4. This large atffe excitong factor indicates pronounced PL
polarization even at a weak magnetic field.

As a whole, by combining Equation (2.69) and (2.7¢)e PL polarization degree can be
approximated as

H _l nguB Bext %ff( N)a_ Nﬁ) _
tanh(¢) , with? = 12DkB e TO)DX T (2-79)

pPLX _1+T5/Tx

In an even weaker field regime where the excitoargy splitting is much less than the exciton
thermal energy, e.dBext < 10 mT, there is tanb) = {. The PL polarization can be explicitly
expressed as

! 1 3 gMnluB Bext Dxiff( N)a - Nﬂ) (2_80)
12 1+ z-s /TX kB (Tbath + TO) kBTX

IOPLX =

In order to make it more clear, Equation (2.80) bamewritten from (2.76) as

1 Ny(@-p)x
I+ /ry,  2KTy

oy, = <§, > with< § >= _Ze 0s, 208 (o)

ke (Ban ™ To)

This indicates that the PL polarization is linegstpportional to the spin polarization of the Mm$p
i.e. opLx O <S>

Again, since the exciton spin relaxation time iscimghorter than the exciton lifetime as well the
energy relaxation time, the dynamic PL polariza@(t) is determined the M#iion spin dynamics
and the exciton effective temperature. It gives

<500 (2-82)
T (D)

If the M** ion spin dynamics is much slower than the exciéarrgy relaxation, e.g. on the time

PFrix (t) -

scale above 100 ps, a mean and constant effectoroe temperature can be used. In this case, the
exciton temperature can be regarded equal to thiecldaemperature, i.dx(t) = TLax(t). The dynamic

PL polarization directly represents Mn ion spin agncs, i.e. magnetization dynamics of Mn ions,
and the lattice temperature in the DMS system,

Peix B~ < Sz (H> O, e ( t)_l ~ M( By Taes ) ] ( t)_l (2-83)

Now, the PL polarization from the positively chadgexciton (or trionX") is considered. One trion
is a quasi-particle composed of one electron amdhwles. The trions can appear in fhgpe doped
sample, in which there are pre-existing holes. Aestatic presentation is given in FIG 2.3-7. This
case is valid in the field regimfevhere thep-d exchange interaction energy is less than the @xcit

% In the high field regime, the dissociation eneigguppressed by thed exchange interaction. The two holes can take

a same spin. See Ref. [109, 138]
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binding energy, so that the spins of both holeadwneys antiparallel. In addition, it is assumed tha
the density of the optically generated carriemmigch less than the doping density of the holesheo
optical excitation negligibly affects the total gar density.

The treatment is the same as for the neutral axcitbhe denotations are similar, but with minor
differences. One trion containing an electron wagin +1/2 is denoted as.(+1/2), andX.(-1/2)
means the trion with the electron spin -1/2. Thenatyical populations ar®l-(t) and Ni(t),
respectively. The trion energy splitting at excigtdtes is NOVAEexx+, and the hole splitting IAEgsx
For thep-doping system, the population of the preexistimgehis N; for my = +3/2 on a higher
energy level andN, for m, = -3/2 on the lower (see FIG 2.3-5). The enerdittsy between these
subbands is denoted AEny. By considering the Boltzmann statistics, the potpoterelation is

N, /N, = & 25l (2-84)

whereTq, is the temperature for the holes.
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| I ny
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FIG 2.3-7:Schematic description of the PL polarization frdva positively charged exciton¥X). The energy splitting is

AEqx. at excited states amiEyx. at ground states. After one exciton recombinatibere is one hole left.

After the annihilation of the trions, one hole i®gent compared with no left carrier for one ndutra
exciton. For the triorX.(+1/2) , the hole with spin +3/2 remains after éxeiton recombination. In
the case oK.(-1/2) , the remained hole is with spin -3/2. THetime of X.(+1/2) andX.(-1/2) are
also treated as same here, and it is denotgg.as

The dynamics of trions is quite like the neutratieon. A same rate equation of Equation (2.71) can
be directly applied for the trions. Then the PLa@ation can be similarly rewritten from Equation
(2.73). By taking into account the probability distition of the ground states [21], the trion PL
polarization is obtained as
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(R faf1e R
N,_—-N N Ty, + )\ T
Peixs = Nt‘ " N‘* AR X R 2 (2-85)
t= t+ (Rt‘ +1JTSI1 +(1+R(‘j(r'511+ 1\]
R“‘ TX+ + Tst2

Similarly the relation betweery; * and 7 © is given by Yz - = exp(AEx:/ksTxs), in which
Tx+ is the trion temperature addEx. is the energy splittingRather, the generation ra®e. of X(+1/2)
and R of X(-1/2) are not equal anymore. It could be assurheddrmation of a trion is a binding
process between the optically generated electrém{bairs and one pre-existing hole, Xé+1/2) is

a consequence of the neutral excikfril) and a hole with spin +3/2, aX@-1/2) is a consequence of
X(+1) and a hole with spin -3/2. Therefore it is @ppgmated that the trion generation rate is
proportional to the population of the hole whicmeeded to form the trion, i.B+ 00 N; andR- [

N,. By considering Equation (2.84), it comes out

R_/R,= N/ N= dw/sh (2-86)

The trion energy is determined by the optical titeors summarized in Table 2-2. It could be seen
that for PL of the same circular polarization, trensition energy is the same betwegnandX. The
energy splitting between the discussed trion statése same as the case of neutral excitons,tand i
gives

AE,, =AEx, *AE . =AE=AE+AE, :( et gsff-hh):us B, (2-87)

Similar to the expression in (2.74), tke PL polarization can be obtained

pox+ * O Hst/ T)g
1+71, /1y

AE
with 7, =—sals2 5 =tan > | angp,, = tan AE,,
z-stl + z-st2 * 2k BTK 2kB-I-hh

Here the hole spin polarization is definedaas= (N2> — N1)/( N2 + N). In the case ofy <<7x., the

Peix, =

(2-88)

expression ofpp x+ is the same agrp x, the neutral exciton polarization. As a resulte tAL
polarization from the trions represents the sanfermmation of the magnetic dynamics and the
effective trion temperature. The relation in (2.82) (2.83) can be validly applied for the trioss a
<S(9>

T, () (2-89)
Poux. 1)~ <S,(0>O (D" ~ M(Bys Tawer 9T (9, fOr &7,

For a p-doped sample, the PL comes both from th&aleexcitons and the trions. The energy of the

Ppix, )~

latter is smaller than the previous by a few me¥ial is within the PL spectral width of each.

For the PL measurement, although the detected Rdripation is a mixture of the neutral exciton
polarization and the trion polarization, the magregion and effective exciton (XA4X temperature
are monitored in a same way. As a whole, it casthted the PL polarization is a direct reflectidn o
the magnetic ion spin relaxation and the excitdeotifze temperature
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<S§(H>
Tex, () (2-90)
pPL(t) ~ < Sz(t) > Dl__att (t)_l - M( %xt’ -[att ) t)D-[att ( D_l7 for Tyx,

Hereop, is the PL polarization from both types of excitons

PFeL (t) -
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3 EXPERIMENTAL TECHNIQUES

This chapter introduces techniques used in thisighé\ microstructure fabrication technology is
established to provide an electrically switchaliechip magnetic field, which is the novel and key
technique throughout the whole thesis. This is doype two-step electron beam lithography and
lift-off technique. These two steps are for patiegnelectrical contact pads which provide electric
connections to a voltage source and microcoils wigienerate magnetic fields, respectively. In the
next part, the high-frequency electrical operaiemdemonstrated by adapting 50 ohm match for the
sample and the cryostat. The electrical charaetioizs of the microstructures are presented. The
on-chip magnetic field is put into applications faro types of spin-related experiments. To address
the magnetization dynamics of Kfnions in diluted magnetic semiconductor quantum syel
measurements of the time-resolved photoluminescpalzization degree are performed by means
of magneto-luminescence spectroscopy, of whichatbeking principle is given in the third part. In
the last part, the time-resolved magneto-optical Ketation technique is used to monitor the nuclea
spin polarization and detect the nuclear magnesomance in a n-GaAs sample.

3.1 Microstructure fabrications on top of a semiconducbr

There are two factors to obtain an electricallytshable on-chip magnetic field. On one hand metal
microstructures with optimum geometry are desigtedenerate a magnetic field, of which the
out-of-plane component is dominant. On the othendhaconductive pads are made to provide
reliable electrical connections to external voltagarces.

To generate magnetic field dominant in out-of-plairection, the coil-like geometry is utilized. A
schematic description is given in FIG 3.1-1(a). Beeniconductor cap layer thickness is typically
several 10 nm. The structure dimension is on aomietre length scale by considering optical access
and metal-induced strain. Then for a current fldwotgh the microcoil, the magnetic field is
dominant in the out-of-plane direction while thepiane field is negligible in the microcoil center.
From the numerical simulation results shown in B&-1(b), the z-component of current-induced
magnetic field is ~10 mT fol = 120 mA in the coil center, while the x-componesft
current-induced magnetic field is almost negligiasepresented in (c).

As a current can contribute Ohmic heating in theameesulting a local heating of the active
semiconductor layer, microcoil structure geometithweighbouring metal pads is used to dissipate
excess heating for some used microcoils. To avaidsiple deteriorations of the studied
semiconductor optical propertiee.g. Chromium is quite diffusive, and makes poor optica
properties by diffusion into semiconductors), tiepasited metals are chosen as Gold (Au).

The other factor is to achieve electrical conneibetween the microcoil and an external voltage
source. This is achieved by a wire-bonding techamipetween on-chip metal pads and external
sample holder pads. To realise reliable wire-bogdinnormally demands strong adhesion between
the on-chip bonding pads and semiconductors. Thelihg pads are made of triple metal layers,

37



Chapter 3. Experimental techniques

Chromium (Cr), Palladium (Pd) and Au in the seqeent deposition. These multi-layered pads
demonstrate excellent adhesion properties on tajpffigirent semiconductors. Therefore it is used as
the standard layer structure for wire-bonding iis thvork. By considering the complex impedance
under high-frequency operation and the feasibilityperforming wire bonding, the pad area is
typically around 300 x 300 pimThe bonding pads connect the microcoil and thtereal sample
holder pads, which are connected with SMA/SMB cabia thermal soldering.

Because the two kinds of structures mentioned abowanade of different metal layers, the whole
microstructure fabrications for one sample are di#idi into two steps. The first step deals with
wire-bonding pads and marker definitions, and #@ad for microcoil structures. Each step is done
by a standard microstructure protocol, based owtrele beam lithography (EBL) and lift-off
technique.

30 mT
(a) " (b) B,
10 pm O

] {

L

AN
-40 mT
— 30 mT

o 10 um
ﬁ"\fp“du
(X
Z
X

-30 mT

FIG 3.1-1: (a) Schematic description of an Au-mimibon a semiconductor; (b) Numerical simulation éut-of-plane
componenB,, of the current-induced magnetic field; (c) Numatisimulation for x-componetg, . For simulationst =

120 mA, coil inner diameter: 8tm, coil width: 5.5um, depth: -70 nm below semiconductor surface.

Typically the sample is cut into ~5 mm x 5 mm piécen a large wafer, and then the sample is
cleaned by a standard protocol to remove possitiesion the semiconductor surface (see Section
Al). To pattern the required two-types of microstaues on top of the semiconductor, the following
protocol is used as standard, as well schematidakgribed in FIG 3.1-2.

S1-A. By spin-coating with a rotation speed of 3000 ©®0pm, the positive resist Poly methyl
methacrylate (PMMA) in Chlorbenzen of a concentmratof 7% (AR-P 671.07, ALLRESIST) is
dispersed atop the semiconductor, so that a PMMérls formed with a thickness of approximately
780 ~ 1200 nm. Afterwards, the sample is baked botplate under a temperature of 16Cfor 2
minutes;
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S1-B. The microstructure layout is designed with the hyl@Quantum software package (Raith
GmbH), and the mask is exposed by a well-focusadrsng electron microscop (SEM, SUPRA 25,
Zeiss). Detailed parameters of EBL process cambed in Section A2,

S1-C. The exposed PMMA mask is dissolved by using thegeliper solvent (AR 600-56,
ALLRESIST) for 80 seconds, and the sample is rirtsetsopropanol for 80 seconds;

S1-D. Three layers of metals are deposited by the nostaling system (E306A Coating System,
Edwards). A Cr layer with 15 nm thickness is defmubvia electron beam evaporation, and then a Pd
layer of 50 nm thickness is evaporated by meanthe&fmal evaporation. Finally 300 nm Au is
deposited again by thermal evaporation. As thezevao boats for thermal evaporation and one boat
for electron beam evaporation inside the coatingtesy, these three steps can be done without
opening the chamber. The sample is taken out aftethour for cooling.

S1-E. The sample is fixed by a pair of wood tweezers iamtiersed into a beaker with Pyrrolidon
solvent. The beaker is heated on a hot plate witbt demperature of 86 (the liquid temperature is
around 50C). After ~70 min heating, the beaker is put intavater pool of the ultrasonic cleaner.
Level 2 of the ultrasonic source is used for ~20os€ds, and then the sample is rinsed with
Isopropanol for 1 minute.

Steps (S1-A) to (S1-E) are for fabricating the bogewire pads.

For patterning microcoil structures, similar steps used as indicated from (S2-A) to (S2-E).

S2-A. A new mask is defined using the same procedu(8 as\);

S2-B.The microstructure layout is again designed ambsed as (S1-B), but with different structure
layouts and exposure electron beam current amplitDdtails can be found in Section A2;

S2-C.The exposed PMMA mask is dissolved by the PMMAaddeper solvent for 70 seconds, and
the sample is rinsed by Isopropanol for 70 seconds;

S2-D. In the same coating system, an Au layer with 25866 nm thickness is done by thermal
evaporation. The sample is taken out after hati@umr for cooling.

S2-E. The sample is fixed by a pair of wood tweezers iamthersed into a beaker with Pyrrolidon
solvent. The beaker is heated on a hot plate wst aemperature of 8C. After 35 min heating, the
beaker is put into a water pool of the ultrasoéacer. Level 1 of the ultrasonic source is used fo
~20 seconds, and then the sample is rinsed wigirépanol for 1 minute.

In a whole, Section A2 gives detailed conditiond parameters for each processing step. FIG 3.1-3
shows the SEM micrograph of the fabricated micumdtres on top of a semiconductor. They
include wire-bonding pads, microcoil structures,rkees to identify structures, crosses to define
same structure positions between different EBL @doces, and sample names.

FIG 3.1-4 presents four typical microcoil strucsir€or the microcoils in (a), (b) and (c), the inne
aperture size of the coil ranges from 3 um to 2Q pnd the coil width from 2 pum to 10 um. The
metal pad around the coil in structure (d) is destyto dissipate current-generated local heating
[139].

After the microstructure fabrication, the sampldixed by conductive glue (G302, PLANO) on a
copper plate served as the sample holder. Aftarrakd5 minutes, an insulation plastic sheet with
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copper pads is pasted by the same glue on topeo$ample holder. After another 15 minutes, the
whole sample ensemble is ready for wire-bonding BI1-5 presents the schematics for a sample
before wire-bonding.

The wire-bonding is done with an Au wire of 25 pmardeter. The bonding is performed by an
automatic and semi-auto ball bonder (5610, F&K Dtde). The Au wires are bonded on both the
on-chip Cr/Pd/Au pads and the copper pads on thstiplsheet. On the latter, the electrical cable
soldering is made afterwards. The length of thedednwires is on the order of millimetres, which
allows high-frequency operation electrically on Haanple.

(S1-A) Resist coating (S1-B) Electron beam lithography (S1-C) Development

(S1-D) Metal deposition (S1-E) Lift-off N PMMA

- Exposed PMMA
5B BN B

Au
Pd

Cr

(S2-A) Resist coating (S2-B) Electron beam lithography (S§2-C) Development

gy, W,

(S2-D) Metal deposition (S2-E) Lift-off

= -

FIG 3.1-2: Side view of microstructure fabricatiprocesses on a semiconductor. The set of procesgpg (S1-A) ~

(S1-E) are for fabrication of wire-bonding padsq ateps (S2-A) ~ (S2-E) are for fabrication of ra@wil structures.
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1 mm

FIG 3.1-3: SEM micrograph of the whole fabricate@tnwstructures on a semiconductor after processtegs from
(S1-A) to (S2-E).

FIG 3.1-4: SEM micrographs of four typical fabriedtmicrocoil structures.
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FIG 3.1-5 Left: The schematics of a fixed samplsesnble. The sample (blue) is glued on the sampieh@pink). The
insulation plastic sheet (white) with copper pagalléw) is glued around the sample. Right: Layofith® insulation

plastic sheet. The number is defined for each brangdad.

3.2 High frequency adaptation for samples
Motivated by fast electrical control over spin dgmies, it is required to obtain a pulsed currenhwit
a short transition time, i.e. on the order of sal&00 ps. This means the sample should be adapted
for high-frequency (HF) electrical operation.
To perform HF operation during experiments, all ¢éhectronic setup is with 50 ohm matching. SMA
cables and SMA connectors are used to make coonscbetween electronic instruments. The
sample is terminated with a 50 ohm resistor incilygstat. A schematic of electric connection during
measurements is presented in FIG 3.2-1. A signamgegor serves as a voltage source, and by using
a voltage modulator with GHz bandwidth, the voltageplitude could be driven up to Vpp = 8V
within a transition time constant of a few 100 pte modulated voltage pulse is applied to the
cryostat sample via a SMA adapter allowing RF digremsmission on a GHz scale. Two SMA
transmission cables are used inside the cryossah Endpoint of each cable is split into the ground
line and the signal line. The signal lines are alyeconnected, while the ground lines are conreecte
via the 50 ohm terminator. By thermal soldering theer side of the SMA adapter and the
conducting pads on the sample, each line of cabl@gsoperly connected to achieve the electrical
connections for the on-chip microcoil structure.
For the whole electrical connections described abtivere are several factors which limit the HF
behavior capability due to non-ideal 50 ohm matghiin The broken part of the two cables inside
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the cryostat; (i) Each soldering part; (iii) Therlsling Au wires; (iv) The on-chip metal structures
making metal-semiconductor contacts.

Signal generator Inside the cryostat
Cryostat SMA adaptor
Ro = 50 ohm (o) (o]
(3 Amplifier
0

GND

R=50 ohm
SMA termination

FIG 3.2-1: Schematic description of electrical cections between a signal generator and the stushedple in a

cryostat.
Signal generator Inside the cryostat
RF reflection
Ro = 50 ohm RF incomingﬂ P3 < D) © (0]
D Power divider
[m—— e m e ————
I Vosc 1
I ; 50 ohm |
I 16.7 ohm \ Ro = 50 ohm
I 1 R=50 ohm
[ 1 SMA termination
| 1
: : Oscilloscope
(N 1
I
| \%, 1
L 20ohm Uo -

FIG 3.2-2: Schematic description of electrical cections to probe the reflection RF signals fromdhmstat sample.

In order to test the HF capability, the reflectiwaveform from the cryostat is probed by using the
scheme presented in FIG 3.2-2. Here a 6 dB powsdeati (MODEL 5331, Picosecond Pulse Labs)
receives RF wave (black arrows) and divides it ivto parts with an equal amplitude. One part
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travels into the cryostat and the other into anlloscope with 50 ohm output resistance. The inset
gives a simplified diagram of the electrical citsuiEach port of the power divider carries a
resistance of 16.7 ohm (blue rectangles). Sinclk tha signal generator and the oscilloscope have a
50 ohm matching, the only possible mismatching corfrem the cryostat, i.e. the sample
construction. In the case of a perfect 50 ohm niagcim the cryostat, the total resistance of thalo
circuit is 50 ohm. Thus, the whole circuit has adtn matching. Then no reflection wave (red
arrows) is expected. Otherwise, the oscilloscopexisected to detect a distorted RF wave as a
superposition of the incoming RF and the reflecigdal.

FIG 3.2-3 shows the probed temporal profiles of dtage pulse by a sampling oscilloscope
(Tektronix 7854) and a GHz sampling unit (Tektraf®d.1 & 7T11). The used signal generator is an
Agilent 81133A, which is sufficient to provide vafie pulses with a transit time less than 90 ps.
These fast leading/falling edges are confirmedeas sn FIG 3.2-3(a), in which the oscilloscope is
directly connected via a SMA cable with the siggaherator. To estimate the wave reflection during
the RF transmissidnthe electrical configuration is used as descrilmeIG 3.2-2. FIG 3.2-3(b)
presents the waveform in the case that P3 is ctetheild a perfect 50 ohm termination. The
electrical edge transit time is kept below 100 fsis means the electrical circuit could afford the
transmission of such a RF pulse even in case ofdeal matching. As a comparison, P3 port is kept
open for the measurement of FIG 3.2-3(c). Thera isomplex waveform as a result of serious
mismatch in this frequency regime. For the measargnof FIG 3.2-3(d), P3 is connected with the
cryostat. The detected waveform is quite similarthe one in FIG 3.2-3(a), which means the
electrical properties of the cryostat are closa perfect 50 ohm resistor on a GHz frequency scale.
Further, similar testing was performed for voltagelses which are typically used under
experimental measurements. The cryostat temper&édudes K. The pulse width is 4 ns for FIG
3.2-4(a) and (b) and the repetition period is 20 Ttee similarities between FIG 3.2-4(a) and (b)
confirm a rather small RF reflection from the logntperature cryostat. For waveforms presented in
FIG 3.2-4(c) and (d), the pulse width is 7 ns dm&repetition period is 35 ns. The voltage modulato
is used between the signal generator and the 6dRmpdivider. A weak reflection is present in FIG
3.2-4(d). Since the amplitude of the reflection ef@vm is relatively small and the transmit time is
fast enough, it could be estimated that the voltageeform applied on the sample is close to FIG
3.2-4(c). For detected waveforms from FIG 3.2-4¢ajd), the leading/falling edge time constant is
generally below 400 ps.

The generation of fast electrical pulse allows tmperform on-chip electrical spin control on adim
scale of a few 100 ps. By combination of time- gmarization- resolved photoluminescence
measurements, the fast spin dynamics controlledhbyelectrical pulse could be detected on a
sub-nanosecond time scale.

* The test measurements in FIG 3.2-3 were perfoimée early stage of this work. A T-junction conter withoutthe
three 16.7 ohm resistors was used as the powedediviihis made the circuit mismatched in a wholeer&fore the

testing results gave an indication of better HFrapen in the case of the 6dB power divider.

44



Chapter 3. Experimental techniques

FIG 3.2-3: Probed temporal profile of a voltagesguht room temperature. The pulse width is 20QgsThe signal
generator is directly connected with the oscillgsgo(b) P3 (see FIG 3.2-2) is connected with agoerb0 ohm
terminator; (c) P3 is terminated as an open cirddi The electrical connections are used as FI&23.The output

voltage from the signal generator for (a) ~ (3@ mV, and the output voltage for (d) is 100 mV.

FIG 3.2-4 : Probed temporal profile of a voltagéspat a temperature of T = 4.5 K. For (a) andR8)js connected with
a perfect 50 ohm terminator; for (b) and (d), tleztical connections are adopted as FIG 3.2-2(&pand (b), the pulse
width is 4 ns and the repetition period is 20 rax. (€) and (d), the pulse width is 7 ns and thestiipn period is 35 ns;
and the voltage modulator is used here. The chaisiit time constants for the leading and therfgliedges are less

than 400 ps.
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3.3 Time-resolved magneto-luminescence spectroscopy

The magnetization dynamics of Kfnions in the CdMn,Te/CadyMg,Te quantum well system is
studied in the magneto-luminescence setup. Theripateon degree of photoluminescence (PL)
gives a sensitive detection of the carrier spinappation in semiconductors, e.g. via the optical
Hanle effect [21]. Thanks to a spatial resolutionaomicrometer length scale, the setup allows one t
optically address the local spin states inside rtherocoil area. Since the temporal resolution of
optical detection could be down to several ten ggconds, the local Mh spin dynamics can be
traced on a sub-nanosecond time scale.

The detected PL polarization degree is defined as

o+ o=
17" =1

= — 3-1
P= (3-1)

wherel®" andI® is the PL intensity of right-circular polarizatiqa™) and left-circular polarization
(07), respectively. As discussed in the Section 2.8@,PL polarization degree is controlled by the
Mn?* ion magnetization and the exciton temperatureni@asuring®* and1”, the PL polarization
degree is determined, and thus the?Man spin dynamics can be evaluated.

3.3.1 Magneto-luminescence setup
A schematic illustration of the magneto-luminesaesetup is given in FIG 3.3-1.

CCD PC _ Photon counter

<> ﬁ\
M3
OM: Optical modulator Photon detector

LP: Linear polarizer |
MO: Micro-objective CCD

BS
BS: Beam splitter PL Monochromator
M: Mirror k

MO OM LP

PL: Photoluminescence
MI n {\
X \ \ Laser
M2 U U
Signal Lens
Cryostat <=

Lamp

Superconducting
magnet R

Stage controller

FIG 3.3-1: Schematics of the magneto-luminesceatigs
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e Optical excitation

A diode laser head with a center wavelength of BAilserves as the excitation source. The laser
head can work under cw or pulsed operation coetdby the laser driver (PDL 800-D, PicoQuant).
Alternatively a He-Ne laser with 632.8 nm waveldn@¢AreoTech GmbH) is used. The excitation
beam is focused on the studied sample by a micjeete with a high numerical aperture (N.A.).
The used objective is either the LD-Epiplan 50xhwit.A. = 0.6 (Carl Zeiss AG) or the LD EC
Epiplan-Neofluar 100x with N.A. = 0.75 (Carl Zei8§5). Approximating the incoming ray as an
ideal Gaussian beam, the laser spot diameter @tkfis the beam waist) under focus is [140]:

2wy = 2/]_[": (3-2)

)

whereA is the laser wavelength, is the distance from the sample surface to theabbge lens, and
a is the beam radius on the objective lens. Sineemtbdern micro-objective system is an infinity
optical system [141], the focal plane of the objextens is the object plane, i.e. the sample serfa
here. Then herE is equal to the focal length of the objective ldnscase of the optical window full
of illumination, the beam diameter is equal to léwes apertur®, i.e. 2y = D. From the definition
N.A. = sin(arctanD/2F)), there isaw = Ffan[arcsin(N.A.)]. The focused laser spot can bigevr as

' 2/
2w, = 3-3
“ r@an[arcsinN A ) (3-3)

For A =641 nm, N.A. = 0.75, the minimal laser spot ditan@wy” = 360 nm. This is the ideal case,
while factors suck lacking full illumination, experental turbulence like setup vibration and so on,
limit the spot size around 1 micrometer for optieatitation.

During the experiments, the optical power is de@difter M1. In order to calculate the excitation
power density in the studied semiconductor layee, dptical reflectance of each optical component
through the light path should be taken into accoAstan approximation, the reflection coefficients
of M2 and M3 are used as unity, the reflection fioeihts of the beam-splitter is ~50% for each, the
transmission of the micro-objective is ~90% frore thatasheet, the reflectance of each side of the
cryostat window is ~4% (two surfaces), and theeaifon on the sample surface is ~50 %, e.g. for
the studied (Cd, Mg)Te alloys, then the excitatmower transmitted into the sample Rgxc =
0.2*Pmea HerePrea is the power probed after M1. For a typically ugemver Pnea = 6 W, the
average optical excitation density can be estimatgd: 150 W/cnf for a spot size of fim.

» Sample cryostat

The studied sample is fixed on a finger in a £Kiguid Helium*“He) flow cryostat (MicrostatHiRes,
Oxford Instruments). By pumping liquid Helium flotirough the cryostat, the sample temperature
can be cooled down to 3.5 K and varied up to 300yKusing the cryostat heater. The sample
temperature is set and read by the temperatureotient(ITC 530, Oxford Instruments). The
cryostat is mechanically fixed on a xy-translatgage, which is driven with a micrometer resolution
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by an actuator controller (ESA-C, p-drive contrglidlewport). By combing the cryostat with a

superconducting magnet system (MicrostatBT, Oxfogtruments), a magnetic field ranging from

-5 Tesla to +5 Tesla can be applied on the sammpkaraday geometry (optical path parallel to the
magnetic field). The magnetic field is set and rbgd power supply controller (IPS 120-10, Oxford
Instruments). In a whole, the magneto-optical setilgpvs one to perform optical characterization in
Faraday geometry, and it gives a spatial resoluiomicrometer scale at low temperature.

To obtain the structure details and the laser ppsitions, the sample is illuminated by a lamp. The
sample is imaged by a CCD camera which is conndot@dmonitor. The excitation area within the

microcoil is monitored in real time during the expeents.

» Photoluminescence detection

The photoluminescence is reflected from the sartiplaugh the micro-objective, guided by a 50/50
beam splitter, and focused into the monochromataax 550, Horiba Jobin Yvon). There are three
alternative gratings with a groove density of 606htn 1200 mm* and 1800 mnl. The linear
dispersion of each grating is accordingly 3.03 nm/r..55 nm/mm and 1.01 nm/mm. The dispersed
PL could be either collected by a cooled CCD cani2848x512BIVS, 26.6x6.9 mfimHoriba Jobin
Yvon) in the front exit slit for spectral measurarts or a cooled photon-multiplied detector for
counting PL photon numbers.

The collected PL wavelength range is approximawda= (Linear dispersion) x (Exit area) by
considering small diffraction angles [142]. In thase of using the 600 mhgrating, the CCD
detector can cover a range of ~75 nm for the Plctsp@® measurements. For the photon-counting,
the spectral width is about 6 nm, if the width lo¢ tside exit slit is 2 mm. As the PL spectral width
(Full width of half maximum) of studied samplestypically less than 3 nme(g, see Chapter 4),
both means of optical detecting could collect nudghe PL signal.

3.3.2 Time-resolved measurements of photoluminescence pakation degree

To obtain the PL polarization degree, the photominer ofc* ando™ PL is respectively measured.
The photon-counting for both kinds of polarizechtigs performed quasi-simultaneously compared
with the setup stability. This is realized by apptya periodic PL modulation by an electro-optical
modulator, which synchronizes the recording of tlerresponding circularly-polarized
photoluminescence. To monitor the PL polarizatiomaiics induced by an electrical pulse,
electrical synchronization is utilized between tgplied voltage sequence and the modulation
signal.

e Quasi-simultaneous measurements

The configuration for PL polarization degree meeaswents is shown in FIG 3.3-2. The
photoluminescence is modulated by an optical madula photo-elastic modulator (PEM), liquid
crystal (LC) or electro-optical modulator (EOM). t&f a phase retardation of2 or 72, each
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circularly-polarized component of the photolumiresste is converted to a linearly-polarized signal.
These two polarization directions are orthogonal.

By a 172 phase shift, thes® PL (red arrow) is converted to linearly-polarizegnal with a
polarization (red double-headed arrow) parallethte following linear polarizer, while the” PL
(blue arrow) becomes linearly-polarized with a piaktion (blue double-headed arrow) orthogonal
with this polarization. As a result, tii€ PL passes through the linear polarizer and isrdscbby
the photon counter; while th@ PL is eliminated by the linear polarizer and canm® counted. In
case of A2 phase shift, the PL is counted whileo™ PL is eliminated. The routing signal for
registeringo” or o™ PL intensity is synchronized with the optical mtadion signal, so that the
individual intensity could be transferred to twdfelient memories.

Linear polarizer Optical modulator

45° A Slow axis

Fast axis PL
-4

\

c'/c

N

_
Monochromator | 5
—

m————N -
1

Photon detector T Modulation signal

Synchronized trigger sources

1 Routing signal
=P ¥ G" memory j S L
Photon counter P = Io-+ 4 Jo-
=P | G memory

FIG 3.3-2: Schematic description of quasi-simultaremeasurements of PL polarization degree

In FIG 3.3-3, schematic descriptions of the phasmlutation technique are given for recording
o'-polarized ands™-polarized PL intensity. In (a), the PEM makes rsusbidal phase modulation
betweent/2 and w/2. The phase shift is given 8y;r = n/2[Sin(2xt/T) which is plotted in the upper
panel. Her€T is the modulation period. In the lower panel, Bieintensity (blacko®-polarized and
red: o -polarized) after the linear polarizer is depicledy. see Ref. [143]). In (b), the LC/EOM
makes a squared phase modulation betw#2rand #/2. The modulation duration is the same for
two phase levels. As a result, the/o -polarized PL intensity after the linear polaribas a similar
temporal profile which is depicted in the lower pan
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(a) PEM (b) LC/EOM
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FIG 3.3-3: Schematic descriptions of the phase modulationnigcie for recordings™-polarized ando™-polarized PL
intensity. (a): PEM, aftef143]; (b): LC or EOM. In each case, the upper paneteggnts the phase shift and the lower
panels depict the PL intensity (blaek:-polarized, redo -polarized) after the linear polarizer. The modolatperiod is

denoted byf.

It can be seen the optical intensity modulatiompasiodic during experiments. If the applied time
length is the same for measuriayjor 6™ PL intensity, a single measurement of the PL fddion
degree can be done within one modulation period. M, the modulation frequency is a fixed
value of 50 kHz; for LC, the used modulation fregeye ranges from 0.1 Hz to 1 Hz; for EOM, the
used modulation frequency ranges from 1 kHz toH®.All the used modulation periods are always
above the setup stability duration. This allows ¢maletect the PL polarization degree in a way
almost quasi-simultaneously. In order to obtain amdy signal-to-noise ratio, measurements are
averaged on a time scale of minutes.

A more detailed description of quasi-simultaneoolapzation degree detection can be found in Ref.
[143].

* Synchronization between electrical pulse and optit¢aetection

To detect the PL polarization dynamics induced mekectrical pulse, the PL polarization degree is
traced at a certain time delay with respect to thmeoduced voltage pulse sequence. Two
synchronization methods are used between the ielgbulse and optical modulation.

As shown in FIG 3.3-4, the optical modulation is)xddy a photo-elastic modulator (PEM-90, Hinds
Instruments) with a fixed modulation frequencyfef 50 kHz. There are two TTL voltage sequence
outputs as triggering sources from the PEM cordgrol\ square-wave sequence with frequehisy
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used to trigger the two-channel photo-counter (SR4&tanford Research Systems) to record the
modulated PL intensity. Since there are two cognthannels, the photon-counting frequency is
actually with frequency f2 The other TTL output is used to trigger the pudseerator (HP8110A,
Hewlett-Packard) with a frequency df 2

The temporal window width is 100 ng.{) for each photon-counting channel, which is adjddb

be centered a2 or 772 phase modulation (left side of FIG 3.3-4). Theet interval for opening
each detection window igqer =10 ps. Therefore the time delAy between the electrical pulse and
each photon-counting channel is the same. The diehey At is variable from O to 10 ps, which is
manually controlled by the input trigger sequencel @he output voltage pulse for the pulse
generator.

The time resolution is limited by the detection damv of 100 ns. The electrical pulse frequency is
inflexible due to the fixed PEM frequency. The potdetector here is a water-cooled
photomultiplier tube (R943-02, Hamamatsu). The poéion degree resolution is ~0.5%.

Time (us)
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| B S B S e

=]
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I

o+ window
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L l o- window
f 0 [ T . PEM
i
L ¢ 3 |
PEM controller -m2 !—! Twin : : 1
B | 1 1 1

Trigger: 2fl l Trigger: f - CHp

. Photon counter
Two-channel
generator Photon counter b ! 3
At — e At

lVoltage pulse

Voltage pulse
R (o) (o) B

—

T

PEM

Modulation phase (rad)

inter
FIG 3.3-4: Electronic-optical synchronization atlgaexperiment stageAt is the variable time delay between the

electrical pulse and the optical detection windoREM: Photo-elastic modulatdrs= 50 kHz; CH: Channel.

To improve the time resolution and the polarizatsensitivity, a time-correlated single photon
counting module (TCSCP-SPC630, Becker&Hickl) withmécro channel plate (MCP-R3809-51,
Hamamatsu) as the photon detector is used. Theieddconnection is presented in FIG 3.3-5.

In order to make time-resolved photon countingLa Voltage pulse (hamed as CH1) provided by a
pulse generator works as the “STOP” signal forit@&PC module. The other output channel CH2 is
connected to the cryostat sample to generate thehipnmagnetic field. The PL signal serves as the
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“START” signal for the TCSPC system. Detailed dgsans of the TSCPC principle are given in
Ref. [144]. Both output electrical sequences hawame frequencys, which determines the time
range of the monitored PL dynamics. The TCSPC nedaunts the PL photons through the whole
time range (Xf). The time delay is realized by a time to ampkwdnverter within the TCSPC unit
[144]. The used; value is from 500 kHz (time range of 5 us) to 58IM(time range of 20 ns)
during the experiments.

The optical modulation is performed by a liquidstal (Variable retarder VIS, Meadowlark Optics)
or an electro-optical modulator (LM0202 VIS KD*Pinbs), each of which is driven by a square
voltage sequence. A function generator (AFG325Xtroaix) provides the trigger sources. One
output channel (CH3) provides a squared TTL wawuh wapetition frequencts to drive the optical
modulation, and the other channel (CH4) gives alsyonized TTL voltage out to the R6 bit of the
TCSPC module [144]. The R6 bit works as the routsignal, which distributes two memory
sections for counting the” or theo™ PL intensity. In typical experiments, the modwatirequency
isf, = 0.1 Hz for the LC ant} = 1.852 kHz for the EOM.

“START” signal l

“STOP” signal
Pulse generator CHI

h

>

TCSPC system

‘B -

Memory 1
Memory 2

Function generator b T Routing signal

FIG 3.3-5: Electronic-optical synchronization atvd®ped experiment stage. TCSPC: Time-correlatadlesiphoton

counting; LC: Liquid crystal; EOM: Electro-opticalodulator; CH: Channel.

The digital time resolution of the TCSPC systerthestime duration of each counting channel which
is equal to the time range over the channel nurffb@n 64 to 4096). The real time resolution of the
optical detection is limited by the photon-electtoamsit time of MCP, which is approximately 25 ps.
Since it is not required to synchronize the appliellage sequencé;(signal) on the sample to the
optical modulation sequenck §ignal), it makes the PL dynamical detection waithre flexible time
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range compared with PEM-based method. Further dteripation degree resolution is improved to
~0.2%.

3.4 Time-resolved Kerr rotation technique

The studies of nuclear spin dynamics in n-GaAsadgomed by the time-resolved Kerr rotation
(TRKR) setup. The TRKR technique is a pump-prob&cap method to detect the electron spin
precession dynamics. It has been widely utilizedaddress ultrafast dynamic spin properties in
different material systems [145-147]. This thesiaaerns to the electron spin precession dynamics
around a magnetic field. The monitored magnetitdfis a sum of the applied static field and the
dynamic nuclear field namely the Overhauser fied®][ Therefore by evaluating the electron
precession Larmor frequency, the nuclear fieldegednined and thus the nuclear spin dynamics is
addressed.

3.4.1 Magneto-optic effects

When light propagates in a medium, the polarizastate can be varied by changing the medium
magnetization,e.g. by applying an external magnetic field. The magrmgitic effects can be
manifested during the transmission of the lighbtilygh a magnetic medium or the reflection of the
light from the medium surface. As a typical consaue, linearly-polarized light will be changed to
elliptically-polarized light with a rotation of thgolarization plane. A schematic picture is presdnt
in FIG 3.4-1.

In the case of light transmission (upper part, Bl&-1), the magneto-optic effect is named Faraday
effect [148] in the geometry of the material maggegton M collinear to the wave vector of the light
k (M /I k), while it is called Voigt effect [149] or Cottadouton effect [150] forM O k. In the
reflection case, it appears as the magneto-optic &fect [151] (lower part, FIG 3.4-1). It can be
classified into three fundamental geometries bysm®ring the relative orientation betwekhand
the incidence plane of the light. The polar Kerration applies to the case in whith is in the
out-of-plane direction and parallel to the incidendane. The longitudinal Kerr rotation lies foeth
case whereM is in-plane and parallel to the incidence plandjlevthe transverse Kerr rotation
dominates ifM is of in-plane direction and perpendicular to ihe@dence plane. Since each type of
Kerr effect is related to the light reflection orsarface, it can be further decomposed into the Ker
effect for thes polarization state and tipepolarization state, respectivaly

For a general case with arbitrary medium magnaetizatM can be decomposed into a sum of
magnetizations in fundamental directions. The talahnge of the light polarization state is a
superposition of those magneto-optic effects. Rerlight propagation from a nonmagnetic medium

® In FIG 3.4-1, thes polarization state and thepolarization state are indicated. Tépolarization state has the electric
field vector perpendicular to the incidence plamdjle the p polarization state has the electric field vectorthe

incidence plane.
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(vacuum) to a magnetic medium, both transmissia@hrafiection can exist on the medium boundary
[152], and thus all types of magneto-optic effedtisuld be included. For a magnetic material with a
large optical absorption coefficierd,g. metals or semiconductors with high-energy exatatithe
transmission effects can be neglected [153, 154k 1B just the case for the studied sample within
this thesis. Since thle-vector of the linearly polarized light during tlegperiments is always of a
small angle to the normal of the sample surface,pblar Kerr effect is much more pronounced
compared with the other two effects[154-156].

(c) Polar Kerr effect (d) Longitudinal Kerr effect  (e) Transverse Kerr effect

FIG 3.4-1: Magneto-optic effects in transmissiorotlyh a magnetic medium (a-b) and reflection ondidace of a
magnetic medium (c-e). For each magneto-optic effea fundamental geometry, the orientation isegibetween the
medium magnetizatiokl and the wave vector of the light or the incideplame of the lightfis the rotation angle angl

the ellipticity of the elliptical polarization stat

The magneto-optics can be described in the coraéxither macroscopic dielectric theory or
microscopic quantum theory [157]. The latter consdhe spin coupling between the electric field of
the propagating light and the electron spin. Fepia-polarized electron with a spin vector collinea
to the wave vector of the electric field in a magnenedium, the probability of the electronic state
transition is different between left-circularly polkzed optical excitation and right-circularly
polarized one. This causes the dependence of fitaetige index on the light polarization [158-160].
Such magnetic circular dichroism is the basic origi the magneto-optic effects. In this thesis, the
macroscopic explanation based on wave propagatidielectrics is given in the following.
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* Light propagation in a magnetized dielectric materal
The light propagation in a medium can be descrinetflaxwell’'s equations [152]. Considering the
light of a plane wave with the form

E(r,t)= E &®r (3-4)
H(r, t)= H e®m (3-5)

with E(r,t) as the electric field vector ardi(r,t) as the magnetic field vector. By using Maxweell’
equations for this electromagnetic plane waveivig

OXE(r )+ g (@) T =0 (3-6)
DxH(no—g@awaEﬁJ)=6 (3-7)
Equations (3-6) ~ (3-7) lead to
kxE - H=0
kxH +Ma,i:;E =0 &9

Here & is the vacuum electric permittivity, ang is the vacuum magnetic permeability. The
permittivity tensor of the medium is represented(ay, andu(w) is the permeability tensor.

TheH vector can be eliminated by using the formk#ékxE) = k(KE) - K’E. AskE = 0 due to the
transverse nature of the electromagnetic waveydésg

~k?E + g, luw’e (E =0 (3-9)

As the effect of magnetic permeability in opticédlepomena is generally small, it can be assumed
thatp(w) = 1 with 1 as the unit tensor. Thus, in the case of mediumnet@gation,&w) is dominant
affecting the optical properties. For simplicityhiet magnetizatiorM is considered in the-axis
direction and the medium is with cubic symmetryQ[[L& hen the permittivity tensor is given:

Ex &y O
swM)=-¢, ¢, O (3-10)
0 0 ¢,

Each tensor component may have a complex valuegji.e £ + i£’ and it depends on the
magnetizatiorM. The off-diagonal components introduce the anggntrof the permeability via the
magnetization inducing the magneto-optic effeatsl @anish if the medium is not magnetized.

By giving the definitionso = alco = /e,u, w, Wherecy is the light velocity in vacuum arfd = k/kg

as the vector of theomplexrefractive index, equation (3-9) becomes

N*-g, -&, 0 |E,
£, N°-¢g, 0 ||[EJ=0 (3-11)
0 0 N°-¢|E,
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Here the case of light propagation alangxis direction is considered. Thé&l = 0, and equation
(3-11) is written as

2 —
(N -¢,)E,-¢,E,=0

) (3-12)
& E (N —€,)E =0
To have non-zero solutions Bf andEy, the following relations must be fulfilled:
N> =g, *ie,, (3-13)
+iE, =E, = e""?E (3-14)

These mean there are two normal modes of lightggation in the magnetized medium, and there is
a fixed phase shift oft1/2 betweenE, and E, in each mode. Thus the normal modes are
right-circularly polarizedd”, items are labelled with subscript “+” in this ne)cand left-circularly
polarized ¢, items are labelled with subscript “-” in this n&dThe electric displacement (or called
by electric flux density) in the medium then became

D, =N,%,(E, ¥ iE,) (3-15)

To express the relation between the complex digtettnsor and the refractive index @iand o’
modes, some helpful definitions are given:

n

EgTE TIEL: EG=E JFIE

XX !

N, =n, +ik, (3-16)
An=n-n; n=(n+n)/2
Ak =K, —K_; K=(Kk,+K_)I2

Heren is the refractive index, and is the extinction coefficient of the light in tmeedium. After

some algebraic transformations, the dielectric deredements can be expressed in terms of the
refractive indices as:

XX

£, = n2—K2+£(An2—AK2), £, = 2k +ZAMAK
4 2 (3-17)

£, =NAK+KAN, £ =KAK = DAN

Similarly the difference between the refractive ice$ and the extinction coefficients can be
described in terms of the dielectric tensor elemast

An= KE,, —NE,,
- 2 2
n° +x (3-18)
ne, +KE,,
— y Xy
AK=—F—F—
n°+k

Thus, the magnetization gives rise to the anisgtrop the dielectric tensor in (3.10), which

determines the two modes of light propagation i thedium. For the two modes, the refractive

indices and the extinction coefficients are notetegate like in the non-magnetized case. Then it

can be expected both the light wave amplitude dred ghase could be changed by different
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magnitudes for the light propagation of the two e®dThe non-degeneracy of and o™ light
propagation is responsible for the interpretatioh tbe magneto-optic effects, which are
schematically demonstrated in FIG A3-2 (Section.A3)

* Magneto-optic Faraday effect

The Faraday effect is described in FIG 3.4-1(a)ictvltould be the dominant magneto-optic effect
especially for long optical transmission scale. Famplicity, it is assumed that both the
magnetizatiorM and the wave vectdr are alongz-axis direction, and the light is linearly-polarize

E. E.|(1). , .
in x-axis direction. The electric field is expressedtas [E J:%(J in the circular system with
E,| . . o . .
E, =|E_| =$ (see section A3). For the light transmission mtiagnetized sample of a thickness

d, the respective electric field component becomes

E, :Eé(km-a) :E d(N:fpd-ad :% d(n+ic)kdw) =% gebd gnkdox (3-19)

V2

E :Hé(k_d—wt) =E d(N-pd-w9 :E d(n+ic)lgd-wy :@ g-sd godox (3-20)
VP V2 V2 V2

Since the complex refractive indicBls, N. are non-degenerate as a consequence of magraetjzati

the phase and the amplitude are differentofoanda” light. The linearly polarized light changes to

an elliptically polarized light after transmissithrough the magnetized medium [Section A3]. The

Faraday rotation angle is given as following (sgeagion (A-2)):

—ad A ~owd ke, —ne,,
2, X, m+k?

6. = (arg(E.)- argE. ) 5 O~ n o= (3-21)

The ellipticity of the polarization state is

e—K_kOd - e_K+k0d é(+_/(_) lf)dz — é(K_,_‘K_) |@d2 Ka) d']g I +K£ " .
= T K-kod SK K)d: -K_) kpd2 —K—K)lédzztanh = tan Xy—2xy A
SR grit gk ghe 25 g T

(3-22)
For the two circular modes, the relative phaset shitiue to the circular birefringence, while the

_[E|-
- E

E.
E.

U

amplitude difference is caused by magnetic circdiehroism. In case of a long optical length, ae.
small optical absorption, which means << n, the Faraday rotation and ellipticity can be
approximated as

9': ~ C()d (C,‘Xy" +O(K‘)
2ng,
; (3-23)
w [
77F = znco gxy +0(K)
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* Magneto-optic Kerr effect
As a surface reflection effect, the Kerr effect elegls on the reflection coefficients with respecs to
wave ando wave, which can be described by the Fresnel tedleenatrix [155]:

r r
R=| P P )
= 3-24)

Herer; is the magnitude ratio of thepolarized reflected electric field to thepolarized incident
electric field. The matrix element indicates theesgth of thej-polarized wave changing to an
i-polarized via boundary reflection. In absence edium magnetization, non-diagonal elemenpts
andrsp are zero. The magnetization gives rise to non-ggrandrsp, Which determine the strength of
the Kerr effect.

The current focus is the polar Kerr effect as shawkIG 3.4-1(c) with normal incidence. In this
case, thes-polarization wave angb-polarization wave cannot be any longer distingegshThis
results in degenerate Fresnel reflection coeffisielh only needs to consider the reflection defesre
between the two normal circular modes. The reftectioefficients from the vacuum to the medium
are [152]:

(3-25)

+

The incident light is assumed to be linearly-pded in x-axis direction. The electric field is

expressed a&; :(E+j:E(lj with |E
- (B-) V2l '

£ (B B BN D N DY B -2 ) 0+ Bk, )
"\ E. _ﬁ(r_}‘ﬁ((N_—1)/(N_+1)J_ﬁ[(n_—1+ix_)/(n_+1+ix_)) (3-26)

The Kerr rotation angle is given by equation (A-7):

E : : i
. _T;| [see Section A3]. The reflection wave is

) ——(arg@ )- arg€., )y—( argl- LTy gl LYK 1 e& -6, . (327)

n.+1+ix_ n, + 1+ ik,
n.-1+ix
with 8., =arg=————)and 6,_ =arg—————). It further leads to
k + g( T1r ik, ) g(n_+1+iK_)
2K
tang, . = *
“n?-1+k,?
(3-28)
tand,_ = 2K
K n?2-1+k?2
By using the trigonometric relation otan(2, )= tang,, -6, F tand. - tanf. and some

1+ tang,, targ, _
algebraic transformations, it can be obtained as
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—2(n°k, k)~ (K.k_+1)(k_—K.)]

tan(, )=
(@) (N2 +k.2-D(n*+k_*-1)+ & .k

(3-29)
Using the definitions in (3.16) and relations in1@®, and neglecting items of higher orders, i.e.
AANAK), AAN?) and QAK?) et al, it could be approximated as

=2[(n* -3m* - n)g,, + Btk —Kk*~K)e,, |
(n* + k%) (n+1)*+x°)((n-1)*+« ?)

tan(2, )= (3-30)

For a small rotation angle, therdas(, )= &, . Then the Kerr rotation is further approximated as

_ (P’ =3k’ —n)e + Bk -kP-K)e,)

= 3-31
‘ (N* + &) ((n+1)* +k*)((n-1)*+K %) (33D
The ellipticity is given by equation (A-8):
E _|-|E. r{—ir, r_2—r+2
Ll Ll O A (3-32)
E[+|E.] [el+ln] (r|+]r.)
By similar mathematic processing, the ellipticityedto Kerr rotation can be obtained as
K =3’k +K)e,, +(N°-3rk?-n)e,
~( ) Xy ( ) Xy (3_33)

T () + KO- 17 )
In the experiment, the optical excitation is at avelength of 817.6 nm. To give a qualitative
estimation of the magneto-optic effect, an absorptoefficienta ~ 1¢* cm™ is assumed at low
temperature by considering excitation above absbrgdge [162]. The penetration depth is on the
order of 1um, which is much less than the substrate thickn&€s$00um. The reflection from the
substrate could be neglected, and thus the Fareffiegt will be ignored due to the light reflection
from the sample backside [153, 154, 163]. The digleconstants of the studied n-GaAs are adopted
from [164], i.e.n = 3.7,k = 0.1. By using equation (3-31), the Kerr rotatiowgle is calculated?| =
(0.025,” + 0.00%,"), and nx = (-0.00%;,” + 0.02,") from equation (3-33). Based on
experimental results in Ref. [165], the valuesgf and&,, " is on the order of 18 The Kerr rotation
is supposed to be as weak as a feW dfiiliradians and the ellipticity hardly changes by ~ 10*.
The magneto-optic Kerr effect has been observedamadlysed in similar semiconductor systems
[153, 154, 166, 167]. The sensitive detection athssmall change of the light polarization is
achieved by the time-resolved Kerr rotation setispuksed in the following section.

3.4.2 Time-resolved Kerr rotation setup

A schematic illustration of the time-resolved Kestation setup is given in FIG 3.4-2.

e Pump-probe beams

The laser beams are provided by a mode-locked ppldee laser system (Mira 900-D, Coherent),
which is optically pumped by a solid state lase582 nm wavelength (Verdi 6, Coherent). The
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lasing is performed in picosecond-mode with a riépatrate of ~ 76 MHz. The temporal width of
the generated laser pulses is ~2 ps, and the wagthles adjusted td = 817.6 nm. The output beam
is divided by a beam splitter (BS1:50/50) into tlxeams, i.e. the pump beam and the probe beam.
The pump beam is responsible for generating electpn polarization, while the probe beam is
used to detect the electron spin polarization veasuring the Kerr rotation.

# : Probe beam

Pumping laser

Arbitrary function
generator

Choppef

| f=110Hz
1 ———

Electric
magnet

/2 Rhombus

LP1

WP

Stage control

FIG 3.4-2: Schematics of the time-resolved Keratioh setup. For abbreviations in the figures, B&m splitter; LP:
linear polarizer; EOM: electro-optic modulator; HBL high-aperture laser objective; WP: Wollastorsipri LA: lock-in

amplifier.

The pump beam is reflected by a retroreflector (BER Newport Inc.), which is mounted on a
motorized positioning stage with a remote contro{(lRS 90, OWIS). The linear polarizer (LP1)
changes polarization of the pump beam parallgh¢ofast/slow axis of the following EOM. The lens
group collimates and resizes the beam to a dianoéte2.5 mm at the EOM entrance window. The
EOM is electrically driven by a TTL sequence from arbitrary function generator (AFG 3252,
Tektronix). The optical modulation frequency is 2kidz for A/4, A/2 or 3\/4 phase retardation,
which accordingly transforms the light to the paation state ofc”, linearly polarized ana,
respectively. The duty cycle is chosen as 50:580020. To get circular-polarized light on average
(within one period), one level is set A4 or 3\/4 phase modulation, while the other is seAt?
phase modulation. To gitearly polarized lighton averagethe duty cycle is used as 50:50 and the
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two levels are set tad/4 and 3/4, respectively. The beam is focused onto the &arby a
high-aperture laser objective (Linos). The focaigi is 50 mm, the N.A. is 0.31, and the incident
clear aperture is 30.3 mm. By using Equation (3I8),spot size is estimated aroundptd for the
pump beam.

The probe beam is guided through an optical chofd€1000A, Thorlabs). The beam intensity is
modulated with a frequency of 110 Hz. The followiivgear polarizer (LP2, extinction ratio < tp
makes the light highly linear-polarized. The diaeneif the probe beam is around 4 mm, and focused
onto the sample by the HALO. By using equation-43;3he spot size is estimated around %

for the probe beam on the sample surface.

The length difference of the light path betweenghenp beam and the probe beam is controlled by
the motor-activated stage. It functions as a tirakygline. The controlled length scaleliss 1 m,
and doubles by considering the reflection patls ttapable to provide a time delay&tf= 2/c0 =

2x1 m/(3x10° m/s)= 6.7 ns, which gives an upper-limit for the pumpkg time range. The step size
is 2.5 mm, which gives a temporal resolution of3+48s for the pump-probe measurements.

The incident beam positions on the HALO are showrriG 3.4-3. For most measurements, the
power of pump beam is measured ~3 mW and the grebm is ~ 0.6 mW in front of HALO. The
excitation power ratio is always kept around 5:Timy all pump-probe measurements. Taking
account into the beam size, the incidence angt #s 18 for both. Then the refracted angleds
=6 Incans = 4.9 in the GaAs active layer (also see inset of FI&4A. For the pump beam, this
tilting angle can enhance the nuclear field faatiitg the experimental observations. For the probe
beam, this geometry could well separate the intidea reflection beam, which carries the Kerr
rotation signal for detection.

Probe beam out

Pump beam out Pump beam in

Probe beam in

FIG 3.4-3: Incident positions of pump and proberbgan the HALO

* Sample cryostat

The studied sample is pasted on a sample holdea iHelium-flow microcryostat (Oxford
Instruments). By pumping liquid Helium flow throughe cryostat, the sample temperature can be
cooled down to 2.2 K and increased up to 500 K bingi the cryostat heater. The sample
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temperature is set and read by the temperatureotient(ITC 5305, Oxford Instruments). The
cryostat is mechanically fixed on a xyz-translatistage, which is controlled manually. An
electric-magnet (Magnet BE-10, Bruker) can provadeagnetic field up to 1.3 Tesla on the sample
in Voigt geometry, i.e. the optical path is perpenthr to the magnetic field. The magnetic field is
set and read by a power supply controller.

To obtain the structure details and the laser ppsitions, the sample is illuminated by a lamp. The
sample is imaged by a CCD camera which is connegctedmonitor. The overlapping between the
pump beam and probe beam, and the detected at@a Wieé microcoil are checked prior to starting
the measurements. The beam splitter BS3 (50%:58%gnhoved during measurements. The beam
splitter BS2 has a ratio of 92% and 8% for transmois and reflection, respectively.

» Detection of the Kerr rotation signal

The reflection of the linearly polarized probe beaaxries the Kerr rotation information. It
propagates through a mechanical pinhole andl/2aphase retarder of a Rhombus prism. The
Wollaston prism (WP) separates the beam into twanisewith normal polarization states. Each
beam is focused into one photodiode detector (A/i)in the auto-balanced photoreceiver (Nirvana
2007, New Focus). Tha/2 retarder can be rotated around its optical asesthat the light
polarization can be adjusted to arbitrary directibncase of no electron spin polarization in the
studied sample, the retarder is rotated to a fipesition, at which the light intensity of the two
beams after the WP is the same. Therefore it igredsthe diode bridge is balanced withl =
|Ua-Ug| =0 for the sample without magnetization. Thenase of non-zero electron spin polarization
after circular-polarized pumpin@U represents the electron spin polarization duriegsarements.
The voltage differencAU is extracted by a double lock-in technique [1524]1 The electric signal

is introduced to the first lock-in amplifier (DSR&5, EG&G Instrument) with a reference signal of
f, = 200 kHz, which is synchronized with the EOM miadion. For the second lock-in amplifier
(Model 5301, EG&G Princeton Applied Research), isference signal has a frequerigy 110 Hz
given by the output TTL square wave from the mea@drchopper. This gives a detection sensitivity
of less than Lurad for the Kerr rotation of the probe beam [153].

» Data evaluation
The pump-probe measurements are performed in theallml oblique experiment geometry
presented in FIG 3.4-4. The external magnetic flgis applied in the in-plane direction, while the
optical beams are incident with titling anglestie sample surface. The incident angle is indicated
the inset. After circularly polarize@{/o") optical pumping, the spin-polarized electr@ ¢énsemble
precesses around the magnetic fieldBgf = Bext + By With By as the nuclear field. The linearly
polarized probe beam is used to detect3heomponent of electron spi mainly arising from the
polar magneto-optic Kerr effect.
A typical scanning of TRKR measurements is preseime-IG 3.4-5. After optical absorption, spin
polarized electron-hole pairs are generated. (ibhinfirst few 10 ps, the dephasing process of the
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hole spin is done due to strong state mixing betvezavy and light holes; meanwhile the optically
generated carriers average spin polarization taltm®r-bounded electrons via exchange interaction
[168]. (ii) In the next several 100 ps, the totiglotron spin ensemble precesses around@ihevith a
certain extent of spin dephasing. (iii) After eleci-hole recombination, the bound electrons are lef
and the spin relaxation process ranges from a feeven up to 100 ns, which depends on the sample
doping level and the experiment conditions. Thaefthe detected signal can be expressed as

S, =S| €™ cost, withi for the different carrier typawthe precession frequencls the spin

dephasing time constant aBés the carrier spin polarization .

probe beam
/B pump beam 6,
ext A
—> 64, sample
B, 1 B,
A B, =By+B,,
B

S,(t) =IS(t)l-cos(wt)

Probe beam (linear)

X

FIG 3.4-4: Pump-probe experiment geometry. Aftecudarly polarized ¢*/o”) optical pumping (red), the electron sg@n
precesses around the total fidh}, The polar Kerr rotation is detected via the prdimam (green) with linear

polarization at incidence.

Since the carrier spin dynamics is complicated iwithe first few 100 ps, and on the other hand the
electron spin precession Larmor frequengy is the focus of the data evaluation, fittings are
performed according to experimental data with taekay longer than 200 ps. Framn = gusBiods =
gUs|BexitBn|/7, the extractedy represents the nuclear field. Heres the Landé factor, 15 is Bohr
magneton and is reduced Planck constant. The red curve igfitethe function

S, (1) =| S|0e"™ cosw t+DC (3-35)

The data-fitting is performed by 1stOpt softwar®<{3oft High Technology Inc.). The quantitié3, |
T,, ax and DC are treated as free parameters. The Lekgibarquardt algorithm is adopted and
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the fitting is finished with a typical correlatiocoefficient of 0.9999. The blue curve gives an
indication of the electron spin dephasing envelope.

2rl @,

<

a)L :g/uBBmt /h

0 500 1000 1500 2000 2500
Time delay (ps)

FIG 3.4-5: Fitting for TRKR experimental data. Téaid balls are experimental data and the red cisrby fitting. The
blue envelop indicates electron spin dephasingtlaageriodic oscillation is from the electron Lampoecession around

the total magnetic field. For the fittings¥ = 1 ns ando, = 13.585 GHz.
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4 LOCAL CONTROL OF SPIN POLARIZATION BY AN ON-CHIP
MICROSCALE CURRENT LOOP

In this chapter, the concept of local electricahtcol of spin polarization is demonstrated by using
the on-chip microscale current loop. In the firattpthe magnetic properties of the diluted magneti
semiconductor quantum wells are characterized istaic magnetic field. The strongp-d
exchange interaction between the carriers and Ma akes the excitons have a large effeagjive
factor, which is experimentally determined to beO6-2at liquid helium temperature. The
photoluminescence thus shows pronounced polarizatithe low field regime. In the second part, a
magnetic field is generated by introducing a curtbrough the on-chip microcoil. The switchable
magnetic field allows an electrical control of thpin polarization, which is a competing result
between the current-induced magnetic field raisthg magnetization of Mn ions and the
current-generated local heating for the demagneiizaA method is developed to extract the
contribution from each mechanism. In the last phe, magnetization dynamics on a sample with a
higher Mn content is found to occur on a time staw 10 ns, so that it can function as a detector
for the phonon dynamics which is on a longer timees

4.1 Diluted magnetic semiconductor quantum wells in atatic magnetic field
The layer structures of the studied semicondu@orpdes are schematically given in FIG 4.1-1. Two
wafers of diluted magnetic semiconductor quanturtsW®MS QWSs) are investigated. The samples
are grown by molecular beam epitaxy on an undopads@001) substrate with a 2.4im thick
CdTe buffer layer. A DMS QW of GdMn,Te with a thickness of 12 nm is embedded between a
1.23 pm thick lower Cd.yMg,Te barrier and a 70 nm €gMg,Te cap layer, both with a Mg
content y = 0.30. For the DMS QW layer, the manganencentration is x = 0.067 and x = 0.024
for Sample 1 and Sample 2, respectively.
On the left side, the energy bandgap structurettier heterostructures is given. The values are
calculated using the empirical formulae given inu&ipn (2.45) for (Cd, Mn)Te DMS QW and
Equation (2.46) for the (Cd, Mg)Te barrier. Dudhe pinning of the surface acceptor states and the
Fermi level of the QW layer, there is a band begdiaross the heterostructures, and thus the sample
is p-doped with the hole gas. The sheet density ofhthle gas is determined by monitoring the
Moss-Burstein shift, the energy shift between thetpluminescence (PL) energy and the optical
absorption energy [169]. The hole density is stlprependent on the cap layer thickness [109].
Thereby this method is found valid for the Mn camtcation up to x = 0.093. The hole density is
found maximum for a cap layer thickness of ~25 Based on the systematic studies in Ref. [109],
the hole density is estimated x710'° cmi*for the studied samples with a capper layer thiskrf
70 nm. The existence of the acceptor states isestigg to originate from the formation of telluride
oxides, which play a role to trap electrons [170].
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Cd, Mn Te
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Sample 1: x = 0.067
Sample 2: x = 0.024

FIG 4.1-1: Left: Layer structure schematics of ttedied DMS QWSs. Right: the energy band structue the

heterostructure. The values of energy bandgapsnarked. The pinning of the Fermi level and the awefstates gives

rise to the band bending. After Ref.[169] .

4.1.1 PL spectrum studies

As theoretically demonstrated in Section 2.3.2,dlamt Zeeman splitting can be manifested in the
PL spectrums of a DMS structure in a magnetic fiélie energy splitting is hardly dependent of the
exciton type, either neutral excitoX)(or positively charged (trion+), each of which has a huge
effective g factor. These results from the magnetization of ms, which strongly polarize the
carriers viasp-dexchange interaction.

The magnetic field dependence of thepolarized PL spectrum is presented in FIG 4.1+2bfuth
samples with x = 0.024 (left) and x = 0.067 (rigldr each sample, both trions and neutral excitons
are observed in the PL measurements. This evideheesxistence of the hole gas from the surface
doping. At an external field d = 0, the PL intensity is dominated by and theX is absent for
the sample with x = 0.024, while boXi andX are present for the sample with x = 0.067. This is
possibly due to the higher Mn concentration whicreg a larger bandgap, so that the Fermi level is
less below the valence band edge and thus, thedeaksty is reduced.

By increasingBey, the X intensity becomes more prominent while ¥eintensity is reduced. This
arises from increasingp-d exchange interaction competing with the dissommagnergy [125]. The
exchange interaction polarizes the holes in a predeorientation, while the trions always take two
holes with antiparallel spin orientations. Thisstsiation energy can be estimated ~ 4 meV from the
spectral distance between tigeak and thX" peak. This explains why th€ intensity is vanishing

at a magnetic field of around 1 T for the samplehef higher Mn content and at around 5 T for the
lower Mn content. The broader spectral width foe thigher Mn content might be due to the
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enhanced interface roughness (between the QW a@&nldattiier) or alloy fluctuations [171], and the
larger magnetic fluctuation [172] , which both adimtite larger fluctuations of the exciton energy.

Sample 2: x = 0.024 Sample 1: x =0.067
gET A T L
EBexI=5T JA jL BE“:STE
7F -
B =47 JJ& __/\ B =4T]
Z6Fs _ J\IL B
=S pBa=3T A B =3T]
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—5FB =25T J\}\ 3
= B B, =2T]
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FIG 4.1-2: Magnetic field dependence of thiepolarized PL spectra for the sample with x = 0.Q2%) and x= 0.067,
respectively. The neutral excitoX)(and the positively charged excitoX’ are marked. The PL intensity is dominated

by X" in the low field, whileX is dominating in the high magnetic field regime.

As a pronounced effect, the PL spectra are botrlgleed-shifted by increasing the magnetic field.
The field dependence of the PL energy shift istptbin FIG 4.1-3. Since the energy splitting ¥or
and X" have a similar dependence of the magnetic figltheeX or X* PL energy shift gives an
estimation of thesp-d exchange interaction. The energy shift is extchetgh respective to the PL
energy at zero field, using theline for x = 0.067 an" line for x = 0.024 from FIG 4.1-2. Each
energy shift can be nicely fitted (red lines) bg Brillouin function described in Equation (2-54ida
Table 2-2. The effective M# ion spin isS« = 1.10 for sample 1 anfx = 1.02 for sample 2.
These values are close to the theoretically predigotted in FIG 2.3-3. The antiferromagnetic
temperature parameters are= 3.9 K andTy = 2.6 K. Further, the effective excitan factor is
evaluated about ~ 200 for sample 1 and ~ 60 forptar, which are in good agreement with
calculations indicated in FIG 2.3-4 and Equatior7 §2.

The PL spectra for different temperatures are shawrFIG 4.1-4. The measurements were
performed for sample 1. At zero external field (#)e PL energy shift versus temperature is
determined by the Varshni shift: the PL energyes-shifted for a higher temperature [173]. As well,
the X™ intensity is clearly reduced by raising the tenapare, which is a competing result between
the increasing thermal kinetic energy and the dishing dissociation energy [125]. Tk is highly
suppressed at a temperature above 20 K. In casestfong magnetic fieldB. = 5 T, the PL
spectrum undertakes a blue-shift with increasirgtédmperature. This is mainly influenced by the
weaker Mn ion magnetization at an elevated temperatind thus thep-d exchange interaction is
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reduced giving a smaller energy splitting. The nameid energy shift is a combination of the giant
Zeeman effect and the Varshni shift.

w
o
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FIG 4.1-3: Magnetic field dependence of tiiepolarized PL energy shift. The energy shift israsted respective to PL
energy of the neutral exciton (sample 2) and tlent(sample 1) at zero magnetic field. Red lines fittings by the

Brillouin function, and the fitting parameters amdicated for each sampl@,,»= 5 K.
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FIG 4.1-4: Temperature dependence of the PL spémtrsample x= 0.067. The Varshni shift is reflecte the case of
Bext = 0 T (a), and the energy shift in caseBgfi = 5 T (b) is controlled by both the Varshni skiftd the giant Zeeman

effect.

The giant Zeeman splittinyEp, * versus temperature is plotted in FIG 4.1-5. tbisained from FIG
4.1-4 (b) by subtracting the Varshni shift evaldateom FIG 4.1-4 (a). The energy shift is nicely
fitted with the Brillouin function (red line) usinthe same parameters as determined in FIG 4.1-3.
The Mn ion magnetization is suppressed in the heghperature regime, i.e. ttep-d exchange
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interaction is reduced by a factor of two frofgun = 5 K to Tpan = 20 K. The Varshni shift is
depicted in the inset, and the data are fitted by

2
aTbath

AE o=~ ,
Evarsh Tbath + b

(4-1)

in which the fitting parameters age= 0.24 meV/K and = 100 K, which are close to the literature
data [174].
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FIG 4.1-5: Temperature dependence of the PL energy shifsdaiple x= 0.067. The extracted energy shift isrotled
by the giant Zeeman splitting Bt,; = 5 T, and it is fitted by the Brillouin functiomsing the same parameters as FIG

4.1-3. The Varshni shift is depicted in the ingetB,,, = 0 T.

4.1.2 PL polarization studies

In addition to the PL energy shift, the PL polatiaa can characterize the giant Zeeman effectén th
low magnetic field regime. As theoretically discedsin Section 2.3.2, the PL polarization can
sensitively reflect the Ml ion magnetization at a weak magnetic field and ¢Reiton energy
relaxation after a non-resonant excitation. ThdoWihg measurements are performed in static
magnetic fields, so the results of the PL polarmaare characterized by the magnetization of Mn
ions in an equilibrium (or quasi-equilibrium) stafEhese data give important references for the
results after this section.

The magnetic field dependence of the PL polarinatiegree is presented in FIG 4.1-6. For each
sample, there is a pronounced PL polarization enltlw field regime, which gets saturated with a
value of ps ~ 92%. It is less than unity due to several pdesfacts. First, the saturated PL
polarization degree is (¥ 7x)" according to Equation (2.74) or (2.88). The firs@n relaxation
time 7; of a few picoseconds and the exciton kg of 100 ps ~ 200 ps can make< 1. The second
factor can be simply due to the imperfect polararatoptics in Section 3.3.1. The third possible
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reason can be due to the fluctuation of the Mn valmich can depolarize the exciton spins reducing
the PL polarization [137]. It requires an exterrf@dld up to a few Tesla to suppress the
magnetization fluctuations in DMS quantum dots [[L75Nevertheless this effect seems to play little
role for the studied QW structures. A critical Moncentration in an epilayer was verified to be x =
0.07 for achieving the formation of magnetic porerd176], and thus it is quite unlikely to obtain
magnetic polarons for the sample of x = 0.024 here.

The PL polarization is more sensitive to the agpfigagnetic field for the sample 1 than for sample 2
This is a direct result of a larger Mn magnetizatior a higher Mn concentration, while it turns out
to more strongly polarize the photon-excited casriga thesp-dexchange interaction. According to
the saturation level obs, the experimental data can be nicely fitted by d&igun (2.74) or (2.88)
using Top and S« determined from the spectroscopic results in FIG3} From time-resolved PL
measurementszx x+ = 220 ps is used for Sample 1 andk+. = 160 ps for Sample 2. The spin
relaxation time ist; = 5 ps for both fittings. A constant exciton temgiare Tx x+ = Tpath + ATexc IS
assumed and a value Afe = 8.5 K is used for both samples. This excitongerature being
higher than the bath temperature is reasonabl®hsidering the non-resonant excitation at 1.943 eV
and an energy relaxation time which is comparahbtl the exciton lifetime. Here the excitation
level is over 200 meV above the QW energy bandgap-B0O0 meV lower than the barrier energy
level. The lattice heating from the hot exciton¢eiss than 1 K and thus it is neglected, e.g. $6e F
4.1-8.

100 —r—r—7+———"1——" 71— 7

PL polarization degree p (%)

40 @ Sample 1
m Sample 2
20 4 7e.xc =85K -
7t;alh =5K
0 . M BT B R B B
0.0 0.2 0.4 0.6 0.8 1.0

Magnetic field (T)
FIG 4.1-6: PL polarization degree versus a staigmetic field. The experimental data of each sampditted by using

same parameters determined from FIG 4.1-3. Thaaxtémperature is used higher than the bath teatyer byAT,,.
for both samples. The excitation power densityli§G-W/cnd.

FIG 4.1-7 presents the temperature dependenceeoPlthpolarization for the two samples in an
external magnetic field dBex = 100 mT. The PL polarization is clearly reduceadificreasing the
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sample temperature, and it can be resolved fompeeature difference of 1 K. These data cannot be
well fitted anymore using determined parametersvapaince the exciton lifetime, the spin
relaxation and kinetic relaxation time all depemdtemperature. These data serve as references for
determining the Mfi ion spin heating for the experimental results used later.

The power dependence of the PL polarization is rgiire FIG 4.1-8 for the two samples. The
magnetic field iBex: = 100 mT, and the bath temperatur@ygsn= 5 K. Generally the polarization is
reduced by increasing the optical excitation powére excess kinetic energy of the photon-excited
carriers can be transferred to the pre-existingghand efficiently transferred to the Mn ions.
Meanwhile the carriers can dissipate kinetics @ Ititice system which can heat the Mn ions by
spin-lattice relaxation [42, 63]. The coupling beem the Mn ions, carriers and the lattice system is
presented in Section 5.1.2, e.g. see FIG 5.1-1reTtsean appreciable heating of Mn ions for the
power larger than 10W (corresponding a power densitymf. ~ 250 W/cni, see Section 3.3.1). To
evaluate the density of the optically generatediea; the optical absorption coefficient is usad a
Ocare= 2 % 10¢ cmi* [177], and the exciton lifetime is used as = 200 ps. The photon-generated
carrier density is given a®p: ~ Oexddex[lL- exp(LBcard] = 4 x 10° cmi®. Here the thickness of the
QW is denoted ak, = 12 nm. To note, the hole density from surfacginp is ~7x 10'° cm’.
Therefore pronounced heating could be generated leye relatively small amount of hot carriers
compared with the carriers from surface doping.
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FIG 4.1-7: Temperature dependence of the PL polarizationegegr a magnetic field d8.,; = 100 mT. The excitation
power density is ~150 W/cm

By comparing the power dependence of the PL pa@taa and the temperature dependence in FIG
4.1-7, it can be seen that the Mn heating is lafgethe sample of a lower Mn content than the

higher one by using the same excitation power.aroexcitation power of 20QW, the Mn heating

is ~5 K in case of x = 0.023 and less than 2 Kxfer0.067. This can be understood by considering a
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faster spin-lattice relaxation process in samplénlwhich the Mn ions can couple more strongly
with the lattice system [178]. As a result, the Neating is more contributed from the heated lattice
system, which holds a much larger thermal capawity thus the Mn ions are less efficiently heated
by hot carriers for the sample with x = 0.067.
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FIG 4.1-8: Power dependence of the PL polarizadiegree in a magnetic field &, = 100 mT and a bath temperature

of Tean= 5 K. The excitation power density is ~150 W#cm

4.2 Local control of spin polarization by an on-chip curent loop

To obtain local spin manipulation is one key tofmwards the applications of spin-based electronic
devices [20]. By applying an electric field, therrggr concentration can be controlled to modulate
the carrier-Mn ion exchange interaction in a DMS (®6], the electron-electron exchange
interaction can be varied by adjusting the overllagmf the electronic wavefunction in a double
quantum dot system [34], the electron wavefunctian be dragged to tune the value of the Lapde
factor in a heterostructure [179], or the spin-brdoupling can be directly controlled [35]. The
optical methods have been demonstrated to mangptilatelectron spins in an ultrafast regime based
on optical Stark effect [36] and the inverse Fayaelfifect [180]. These effects could be treated like
the generation of agffectivemagnetic field for the carrier spins.

The straightforward method is to use a magnetld.fidguch an on-chip magnetic field can stem from
a micro/nano-ferromagnet (FM) on top of the semdtzartor [28-31, 62], which allows one to define
a locally varying landscape of spin states in #misonductor. It was even suggested to trap carrier
with a defined spin states on a nanometer scatd [Hbwever, the ability to vary the magnetization
of the micro/nanostructured FMs in order to gaiteexal control over the local spin polarization is
quite limited. One possibility is to employ shomfense laser pulses under an applied external
magnetic field [182, 183] or even in zero field bsing polarized optical excitation [180]. Another
alternative is the current-induced magnetic fielohf a sub-millimeter coil which has been utilized
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to electrically manipulate spin states of Mions for studying the magnetization dynamics in ®M
QWs [33, 56].Here a microscale colil is used to eahithe local spin control in a DMS QW. The PL
results presented in this section are obtainedsinguhe experiment scheme in FIG 3.3-4.

A schematic description of the concept is giverFiG 4.2-1.By introducing a current through the
microcoil, a magnetic fiel®, is generated in the coil center dominant in theaftplane direction.
The Mn ions are magnetized, and sgdexchange interaction, the carriers are highly-goilarized.
Since the exciton spin relaxation process is maskef than the exciton recombination rate, i, &<
Tex, the excitons experience a giant Zeeman effeahguhe lifetime, and thus the PL emission is
expected to be circularly polarized. In order toximaze the giant Zeeman splitting or the exciton
spin polarization, a large effectigefactor is required. Therefore the studied samplehiosen to be
Sample 1 with the Mn content of x = 0.067, and Bhepolarization degree (under cw excitation) is
expected to be pronounced in presence of a few ajnetic field as shown in FIG 4.1-6.

Microscale current loop Microscale current loop

B ~10mT Magnetizes

(Cd,Mn)Te DMS QW

sp-d exchange Aligns
interaction (Ts << 7ex)

é t Spins of electrons, holes,
T = excitons

Exciton energy E
™ nN
m

Giant Zeeman Effect Polarized PL emission

FIG 4.2-1: Schematic description of the local sgintrol by a microscale current loop in a DMS QW

FIG 4.2-2(a) shows an optical micrograph of thes&®cture with an inner radius of 2.8 and coil
width of 2pm. In FIG 4.2-2(c), the spin polarization deggee (17 —17)/(1° +1 %) in the coil center
(black), with1?*, 1°"being the intensities af* ando™ polarized light, respectively, is depicted versus
the DC current amplitude dyam = 4.2 K. By increasing the current amplitude, anmunced spin
polarization is obtained, and the spin polarizat@ranges its sign when inversing the current
direction, as expected. At large current amplitugagaches a maximum of+3% as a consequence
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of the current-generated heat, which introducesnthk disorder into the Mii and carrier spin
systems aligned by the current-induced field. FI&2(b) shows a scanning electron micrograph of
the C2 structure with an inner radius of g, a coil width of 3um, and several metal pads around
the coil, a layout which is used from Ref. [139]. deneral, the spin polarization (red) in the C2
center shows a similar relation to the current anongé as in A2, but fot > ~60 mA, o(C2) is
obviously larger thanp(A2). This verifies that the design of the C2 callows for an efficient
dissipation of the current-generated heat resultirttjigher Mrif* and carrier spin polarizations.

P R T T O T N
n I

o
PL polarization degree p (%)

7 =42K

= bath
m
[ .l.l. 12
I mnE am_guN |
- ...I.. L ]
mm 1
BELEY §mEgEm

f @ & W C2

| S ST W [N TR TN TN [N O NN TN NN TN SN TN [ U S T

0 20 40 60 80 100
Current amplitude (mA)

FIG 4.2-2: (a) Optical micrograph of the A2 struetu(b) Scanning electron micrograph of the C2cstme. (c) Circular

PL polarizationp versus the amplitudeof a DC current for A2 (black) and C2 (red) stures affy,m= 4.2 K.

In order to further enhance the spin polarizatignsbppressing heat generation, current pulses are
used in the C2 coil. The electrical pulse width 400 ns and a time window of 100 ns of the photon
counter was chosen with a delayif= 170 ns with respect to the rising edge of thisg(see inset
of FIG 4.2-3, left). As presented in FIG 4.2-3 {Jethe PL polarizatiop increases linearly with the
current amplitude fot < ~ 60 mA and reaches gradually a maximumdo8.5 % atl = £300 mA.
On the right side, the measured relation betweengmgarizationp and an external magnetic field is
plotted for different temperatures. As can be Saahe figure,p increases linearly witle,; in the
low field limit. Thus, one expects a linear relatiof (1) for small currents, where heat generation
can be neglected (dashed line in the left plot).IF> ~ 60 mA the polarizatiop deviates from the
linear relation witH, which is attributed to a distinct contribution adting at large currents.
In order to quantitatively separate the two comnititms which determine the spin polarization,
namely the current-induced magnetic fi@dwhich aligns the Mfi spins and the current-generated
heat, which increases the spin temperature of th& Mns Ty, and thus the disorder of the Kin
spins, measurements are performed to determingpihegoolarization induced by a pulsed current at
an external magnetic field & = 100 mT.
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FIG 4.2-3: Left: PL polarization degrgeversus the amplitude of a pulsed curreat Ty, = 4.2 K. The dashed lines
indicate the lineap(l) relation at small currents. The inset depictstémeporal shape of the current pulse (blue) and the
temporal shape as well as the time délapf the observation window (black). Right: The Phlgrizationp is plotted
versusBey for Tpan= 4.2 K, 8 K, and 20 K, respectively.

From Equation (2.80), it can be seen that the Raration is proportional to the total field arftet
bath temperature, i.e ~ BiotTun “Mex L, in the low magnetic field regime. Heflgy, is the Mn ion
spin temperature with anfikx is the average exciton temperature. Since thedvinmagnetization is

on the saturation level at a time delayME 170 ns and the magnetization process is shibaerthe
observation window of 100 ns (see Section 4.3)Mhdon spin temperature can be approximated as
an average valu@y,. It can be used a$yn = Tvno + ATwmn, Where Tuno is the Mn ion spin
temperature without heating aAdy, is Mn ion spin heating from the current. Similartye exciton
temperature can be written @sx = Texo + ATex, WhereTexo iS the exciton temperature without
heating and\Tex is exciton heating from the current. The heatifidpath subsystems is due to the
elevated lattice temperatuf@arx = Tpath + ATiar, then it can be treated the heating of the three
subsystems is equal, i&Ty, = ATex = ATt It is obtained

pt - (B t BI) IJTMHO + ATLatt)_l []TEXO + ATLatt)_l (4-2)

ext —

Herep: is the PL polarization measuredBj; + B, ando-is obtained aBey: — B;.

Fig. 4.2-4(a) shows the spin polarizatiohand po-versus the current amplitude, respectively. As the
induced magnetic field depends on the current taecwhile the generated heat does mat,= (o«

+ p.)/2 directly indicates the local heatingBat: = 100 mT by using Equation (4-2). The average PL
polarization p,, is plotted as left axis in FIG 4.2-4(b). By comipar p.(1) with the temperature
dependence gb atBey = 100 mT (FIG 4.1-7), the change of the ¥apin temperaturATy,(1) with
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the current can be directly extracted at the time delay\bf 170 ns (see right axis). The heating is
growing with increasing the current amplitude. Fer300 mA, a heating of the Mhspin system is
up to about 6 K in the coil center.
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FIG 4.2-4: (a) PL polarization degrgeversus the amplitude of a pulsed current with thesi+) and negative [} sign

at Tpan = 4.2 K andBey = 100 mT. (b)o., (left axis) and the extracted change ofBpin temperaturé\ Ty, (right axis),
versus current amplitude.( c) The extracted currehiced magnetic fiel®, versus current amplitude The red line is a

linear fitting.

By considering the linear relation betweprand B for weak fields, the slope gi(B) at a given
temperature can be approximateddag4B(l) = p.(1)/Bex. Thus the induced magnetic field can be
written asB(l) = puir(1)/(404AB(1)) = puire(1)/pal1)*200 MT, wherepyi(l) is the half of the spin
polarization difference betweem(l) and o-(1), i.e. puirt(1) = 0.50lo«(1) - o-(1)], plotted as the left axis
in FIG 4.2-4(c). In the right axis, the evaluatedirent induced magnetic fiel is shown to depend
linearly on the current amplitudei.e. B, = 0.093 mT/mAf1, which is fitted by the red line.

As presented in FIG 4.2-5, the lateral distributidrthe current-induced carrier spin polarizati®r)

is monitored by using a spatial scanning with arareeter resolution across the micro-coil structure.
The studied B2 structure has an inner radiug#h7and a coil width of 4.9m (inset). Because the
Au coll is opaque, only the spin polarization or timcovered part of the DMS can be optically
addressed. A negative pulse witlr —300 mA is introduced, and a maximum @f< -6 % is
obtained in the coil center, decreasing in themitigiof the Au coil. Outside the coil a small posgt
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value of p, vanishing on a 1Qm scale, is found, which indicates the expected sayersal of the

current induced magnetic fieB there.
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FIG 4.2-5: Spatially resolved PL polarization degoéx) across the B2 coil (see inset, the red arrowcetds the scan

path). The current amplitude is =300 mA ang,= 5 K, and the solid lines serve as a guide tcetlee
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To quantitatively separate the two contributionsiolvhdetermine the spatial distribution pfx),
namely the current induced magnetic figx) and the local Mn ion spin heatidd un(x), the same
treatment is applied as above based on Equati@j. (4-

The spatial dependence of the PL polarization wttgdl in FIG 4.2-6(a). Similarly, the PL
polarization at a given lateral positiaris represented as.(x) for the positive current and.(x) for
the negative one. An average PL polarization iggiliypa(X) = 0.5[jo:(x) + 0-(X)] which is purely
determined by the local heating at a certain magrietid of Bex: = 100 mT. In FIG 4.2-6(b), the
palX) IS presented in the left axis, and the spatipkdédence of the local heatindw,(X) is extracted
by comparinga(X) andp(Tea) in FIG 4.1-7. As expected, the strongest heasngpbserved in the
direct vicinity of the metal coil. FIG 4.2-6(c) @8 the current-induced magnetic field distribution
Bi(X) = pai(X)/(Ap/AB(X)) with pgir(X) = 0.9[p+(X) — p-(X)]. The experimentally determined values
nicely agree with the theoretically calculateddielistribution from Biot-Savart’s law, as illusteakt
by the green curve.

4.3 Mn ion spin heating by pulsed current-generated phoons

As discussed in the previous section, the on-chipeat loop can function as a phonon generator to
heat the Mn ion spin system. The giant Zeeman eftam sensitively probe the Mn ion
magnetization which is affected by the Mn ion sigimperature, so that the DMS layer can work as a
detector for the dynamics of the nonequilibrium piws [184-187]. Thereby, the nonequilibrium
phonons are generated by heating a thin metaldéposited on the sample. The generated phonons
are typically in the sub-THz frequency regime, #mas gain a ballistic transport length scale akibve
mm [185, 186]. It is suggested that the Mn ionsttef DMS layer are resonantly heated by the
spin-phonon coupling. As the Mhion has a zero orbital spin, the coupling betweee single Mn

ion and the phonon system is quite weak. RatheMMheaon spin-phonon coupling is much more
effective between one phonon and a pair of Mn iafsch is mediated by the Dzyaloshinski-Moriya
exchange interaction [58, 188]. Therefore the dyinaraf the phonons can be probed by monitoring
the transient PL spectral shift. The detected phamergy is equal to the Zeeman energy splitting of
the Mn ions in presence of an external field, dandtthe phonon frequency spectrum can be figured
out by tuning the magnetic field magnitude.

In Ref. [185, 186], the Mn content was choggr = 0.07, so that the Mn ion spin-lattice relaxation
(SLR) process is below 100 ns [55-57]. The timelason is limited by the SLR process which is
much faster compared with the phonon decay on itther @f 1us at a bath temperature of ~2 K. The
phonon decay is expected faster at elevated temopesg[189, 190]. In the low Mn content regime,
i.e. Xun < 0.03, the phonon decay is much faster than the [BbRess which is above 18. Thus the
SLR process can be probed with a time resolutiontéd by the phonon lifetime [64, 65, 188].
Nonequilibrium phonons can also be generated by-resonant laser excitation, and tlg,
dependence of the SLR process has been quite sytstally studied in Ref. [120, 191, 192].
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The SLR rate is strongly depends on the sampledeatyre. For a rough estimation, the following
relation is given from Ref. [58]

TSLR_l D (3 + e24.4/'|'bath )—l qe24.4ﬂ'bath _ 1)—1 (4_3)

Here it is assumed the SLR rate mainly controllgdhg Mn ion pairs, which becomes more with
increasing the Mn concentration. If the temperaigrelevated by a factor of two, the SLR time
constant can be shortened by two orders of magnitud

Similar to the reported technique, the nonequiliiriphonons are here generated by an electrical
pulse. The used microcoil has an aperture ofu8i5and a width of 5.¢um, similar to the structure
shown in the inset of FIG 4.2-5. The studied sanple a Mn content ofy, = 0.067 (Sample 1) and
the bath temperature is generally 5 K or above.aFemmple withg, = 0.05, it has been determined
Tsir = 100 ns at a temperature of 4.7 K [57]. By considgethe fact that the SLR is becoming fast
with increasing the Mn content [55] and the straemperature dependence, the SLR time in the
studied is expected much less than 100 ns. From[E#3], it has been indicated the phonon decay
time has been estimated ~400 ns in a same santpeefdre the PL polarization measurements here
allow one to monitor the phonon dynamics with aetiresolution limited by the SLR time in the
sample withxy, = 0.067, in a field of 100 mT. The PL results prged in this section are obtained
by using the experimental scheme in FIG 3.3-5.

First, in order to determine the SLR time in thedgtd sample, the PL polarization measurements
are performed with a constant sample temperatarénid way, the PL polarization dynamics directly
represents the SLR dynamics. This can be realigechbosing an electrical pulse with a repetition
period less than the phonon lifetime. In FIG 4.8&,PL measurements are measured in an external
field of Bexy = 100 mT. The electrical pulse repetition perigmgl = 120 ns is chosen, and the pulse
width 7,5 = 40 ns. The electrical transit time is 2 ns. histcase, a dynamic equilibrium is
established between the phonon generation andhibr@op decay, so that the DMS layer experiences
a quasi-thermal equilibrium. Within the repetitiperiod, the lattice temperature and the Mn ion spin
temperature is a constant value. Tiepolarized PL intensity (black) aral-polarized PL intensity
(red) are respectively recorded by the modulatemhnique based on the TCSPC system (Section
3.3.2), and the PL polarization (blue) is evaluaaedording to the definition in Equation (3-1). The
PL polarization dynamics directly reflects the metation of the Mn ions a$yn = Tiax = Tex
throughout the repetition period, and it is onlieafed by the pulsed magnetic field.

As expected, the positive current can induce atipestontribution of the spin polarization presehte
in (@) and (c), and the negative current reducessphn polarization in (b) and (d). The onset and
decay of spin polarization is generally below 5 fbkis much faster rate is not surprising by
considering the lattice temperature. In casé ©fl00 mA, the PL polarization level is ~32% caused
only by the static external field. The lattice teargure is estimated about 10 K by comparing ibwit
the reference results in FIG 4.1-7. In casd ef 200 mA, the PL polarization level is further
reduced to ~20%, which corresponds to a latticeptgature of 16 K. This agrees well with the
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theoretical discussion above. The short SLR proaedews the phonon dynamics to be monitored
with a time resolution of a few nanoseconds.
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FIG 4.3-1: Time-resolved PL polarization degreeuretl by an electrical pulse. The generated phomwesin a
quasi-thermal equilibrium state since the pulsetiépn period is shorter than the phonon lifetime external field is
Bext = 100 mT. The time delay is with respect to tradlag edge of the electrical pulse. The pulse wisli40 ns and the
repetition period is 120 ns. The electrical traristimie is 2 ns. (a): a positive current is introedt = 100 mA; (b): a
negative current is introducéd= -100 mA,; (c)l = 200 mA; (d)I = -200 mA. The PL polarization (blue) is calcuthte
from the detected™-polarized PL intensity (black) and tieé-polarized PL intensity (red). For the presentesiiits, X,
=0.067.

To generate nonequilibrium phonons, a longer rapetiperiod of e, = 2 ps is used for
measurements depicted in FIG 4.3-2. In this casethe phonon lifetime is shorter than the
repetition period, the quasi-thermal equilibriumnicat be established throughout one electrical
period. As a result, the current-generated phonongrtake a nonequilibrium generations process as
well a nonequilibrium decay process. The latticetesy obtains a dynamical temperature and the Mn
ion spin system follows the dynamics via the fasR$rocess. For the left panel (a ~ c¢), the pulse
width iszy = 400 ns. In (a), the time-resolved PL polarizatiegree induced by the current pulse is
depicted for a positive curreht= 100 mA (black) and the negative currért -100 mA (red). In the
time delayAt of the first few nanoseconds, there is fast splangzation formation which again
confirms the fast SLR process. Afterwards the fularization is suppressed for both currents due
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to the accumulation of the current-generated phendhe dynamic PL polarization at a time delay
of At is represented as (At) for the positive current angd(At) for the negative current. The average
dynamical polarization, which is defined ag(At) = 0.5(p+(At) + p(At)), is plotted in the left axis
of (b). By applying a same argument as in FIG 4ahd FIG 4.2-6, thp,(At) directly reflects the
Mn ion spin heating, but with a time resolution dote a few nanoseconds. The Mn ion spin heating
is plotted in the right axis (blue). As expected Leating is maximum at the end of the currenteouls
Both the growth process and the decay processeoMtm spin heating can be exponentially fitted
with a time constant of 200 ns, which is just thmon lifetime 7pnonon = 200 ns. The dynamical
magnetic field is evaluated &(At) = gy (At)/pa(At)*100 mT, and it is plotted in (c). The
amplitude of the magnetic field pulse is ~9 mT, ethagrees quite well with the value determined
for1 =100 mA in FIG 4.2-4.

Pulse width: 400 ns Pulse width: 1200 ns
I 'a' —I100 rr;A' IB = 1'O(I) nlﬂ'l ' ] d) —-100mA Bex =100 mT
30?( ) +00mA ] (d) +100 mA '
i ] 25
O
— 20
=
15
304 .
== 39_25_
2 I = 110
! <F20f e
o : : g '
20 15 phonon = 260 ns
N ; T T T T T T
T 10}
= I ~ I
E 5f E Of
o [ ~ [
0 =0
| B U S S R S T S TR N S PR S SR TR NN SR TR TR TR SN S SN SN SN N T
0 500 1000 1500 0 _500 1000 1500
Time delay (ns) Time delay (ns)

FIG 4.3-2: Time-resolved PL polarization degreeuiceld by an electric pulse. The generated phonoasirara
nonequilibrium state since the pulse repetitioriqeeis longer than the phonon lifetime. The extéfied is Bey = 100
mT. The current amplitude is 100 mA. The time dakyvith respect to the leading edge of the eleatrpulse. The
repetition period is s. The pulse width is 400 ns for (a) ~ (c), and 8200 ns for (d) ~ (f). The electrical transnmite
is 2 ns.(a) and (d): Time-resolved polarization degreetfar positive current(black) and negative (red). &bl (e):
Time-resolved average PL polarization (red, lefshand extracted Mn ion spin heating (blue, rigkis). The phonon

dynamics are fitted by the red lines. (c) andEfjaluated magnetic field pulses. For the presergedlts, ¥, = 0.067.
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In the right panel (d ~ f), experiment results presented for a longer pulse widih = 1200 ns. The
time-resolved PL polarization for the positive mascurrent and the negative one is plotted in (d),
respectively. The averaged(At) and the extracted Mn ion spin heating are giverie). By an
exponential fitting, the phonon lifetime is deten@d asznonon = 260 ns. The evaluated magnetic
field is shown in (f). The field amplitude is ~9 mif a nice agreement with the amplitude in (c).

82



Chapter 5. Sub-ns magnetization dynamics in dilatednetic semiconductor quantum wells

5 SUB-NS MAGNETIZATION DYNAMICS IN DILUTED
MAGNETIC SEMICONDUCTOR QUANTUM WELLS

In this chapter, the magnetization dynamics dowrzém magnetic field is addressed in diluted
magnetic semiconductor quantum wells. In the fostt, the interaction of Mn ions with the local
environment is introduced and the magnetic progeiffected by carriers are discussed. These two
factors can strongly determine the Mn ion magné&tmadynamics in the regime of a low magnetic
field. Next the experimental results of the magraton dynamics are presented showing a
pronounced dependence on the external magneitit Tiéls is due to the interplay between the local
anisotropic spin interactions of Mn ions and thes@an interaction with the external field. The
numerical simulations based on the Lindblad mastpration are performed and the theoretical
calculations coincide well with the experiment fesu

5.1 Interactions on Mn ions

For a localized Mn ion carrying a magnetic momena isolid system, the Mn ion interacts with the
local crystal environment [108]. These include tmgperfine interaction between the five °3d
electrons and the nuclei of the Mn ion, and then smupling with the cubic crystal field or any
electrical field, e.g. caused by strain in semiaartdr quantum structures. In the presence of ¢arrie
the single Mn ion has-d exchange interaction with electrons gmdl exchange interaction with
holes. One Mn ion can also interact with the neaglting Mn ions viad-d exchange interaction [44,
107]. These mechanisms can affect the magnetizdtinamics of the Mn ions [56, 63-65, 178, 191,
192].

5.1.1 Local spin environment

For a paramagnetic center, e.g. a Mn ion, the lotagnetic interaction can be assessed by the
electron paramagnetic resonance (EPR) technique.cdlresponding Mn ion spin Hamiltonian is
written as [194-196]

HA = |:|z + |:|hf + |:|cub+z |:| strain+ |:| eIeeWith

HAz = gMnIUBBext [é’

H, = Al 5, (5-1)
H o =%[§X“ +5'+ S - X S+1)(35§+ 33 1)},

strain —

Hspan = Ds[éf——s( ?1)} E[57- §]
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Here Sand | are the electron spin and nuclear spin of the dn respectivelyBey denotes the

applied external magnetic which defines the dioectf the spin compone&. The first item is the
Zeeman energy with the Mg factor of gu, = 2.01 [108]. The second iteidys is the hyperfine
interaction with a hyperfine coupling constant 0.68 eV [56]. The spin coupling with the cubic
crystal field is given in the third item with = 0.32 pueV [56]. The fourth item is the Mn ion spin
coupling with a total strain-induced electricalldieln the studied (Cd, Mn)Te/GeMgosTe DMS
QW, the uniaxial strain along the growth directi@raxis) is around,; = -0.003 by considering the
mismatch of the crystal lattice constants [44, 103Je coefficients can be deduded= 0.62peV
andEs = 0 for strain applied in [001] direction [103,5,9197, 198]. In case of a strain in [110] or
[111] direction, both coefficients are non-zero.isTttould happen by local fluctuations and
dislocations. In Ref. [56], a strain of, = 0.004 is suggested for the (Cd,Mn)Te QWs, and thcan

be calculateds = -0.41peV andEs = 1.12peV [103, 195, 197, 198]. The last terid_. describes

elec

the spin coupling with the electrical field, whichn be present due to the pinning of the surfate st
and the Fermi level in the studied samples [16%uw to the applied voltage on the metal structures
The complex formalism is given in Ref.[196]. Siribe magnitude of the electric field is on the order
of 10" V/m, Heecis estimated to be around a few neV, and thusrithe neglected compared with the
other terms.

The Zeeman energy splitting between Mn ion spireudss is around fieV for a magnetic field of
10 mT. This indicates that the anisotropic spietiattions, i.eHys, Hcup andHsyain Can compete with
the Zeeman interaction in the low field regime [58ihd they are expected to highly modify the
magnetization dynamics, which is dominated by thm-fattice relaxation (SLR) process in the
strong field regime [42, 184].

5.1.2 Magnetic properties affected by carriers
In a DMS system, the existing carriers can affeetrhagnetic properties of the Mn ions in two folds.
For the magnetization dynamics, the SLR processbeaaccelerated by introducing carriers which
bypass the relatively slow spin-phonon coupling, [#24]. For the static property, the carriers can
enhance the magnetic susceptibility, and providaduditional effective magnetic field experienced
by the Mn ions [49, 52].
In FIG 5.1-1, a schematic description is given tfug relaxation channels between different energy
reservoirs in a DMS system in the presence of @ariThere are three sub systems, the Mn ion spin
system, the lattice system and the carriers. Theidis can couple with the lattice system via
spin-phonon coupling, namely the SLR process, wigdh a time range from a few nanoseconds to
milliseconds depending on the Mn content and theptzature [42, 55, 56, 58, 184, 192]. As an
additional relaxation channel, the carriers, ilecgons and holes, can make spin transitions @f th
Mn ions via a spin-flip scattering process [63, .6 addition, the carriers strongly couple with
lattice system via a kinetic relaxation processolhs typically on a time scale of 100 ps or ewess|
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[117]. As a result, the carriers can provide anraga channel to transfer the energy of the Mn ion
spin system to the lattice system. In DMS QW stred, the SLR process has been experimentally
demonstrated to be accelerated by tuning the deofthe two-dimension (2D) electron gas [64] or
the hole gas [65].

Carriers: holes and electrons
T

carrier

Kinetic relaxation

ps ... 100 ps Spin-flip scattering

Spin-lattice relaxation

Lattice system (phonons) Mn?* spin system
T — = T,

Latt

Several ns ~ ms
FIG 5.1-1: The schematic description of differenemgy reservoirs and their relaxation channels DMS system in

presence of carriers

For the spin-flip scattering process between thigara and the Mn ions, the relaxation rate is riyain
determined by the carrier density and the extefield. In a spin-flip event, the Mn ion is put to a
lower energetic spin level and the carrier is cleghtp a higher energetic spin level, so that the
energy is conserved. Generally the scatteringisdtgger for a degenerate carrier gas compardd wit
the non-degenerate one. This is due to two faptthg strongsp-dexchange interaction makes the
Zeeman energy splitting between carrier spin s#idemuch larger than that for the Mn ion spin; (ii)
the carrier spin transition probability is expectedbe higher if different spin states are occupied
near the Fermi level. In other words, the accelenadf the SLR process is enhanced by increasing
the 2D carrier density, and the acceleration besosatéurated if the Fermi level is much larger than
the Zeeman energy splitting.

In Ref. [63], a saturation density of a 2D electgas is theoretically estimated ms= 1x10"cn? in

the low field regime for a Mn contert= 0.01. Below this concentration, the SLR rate lsarfaster

by a factor of five or so if the electron densisyincreased higher by one order of magnitude. The
effect is expected to be even stronger for the @[ fas, since the hole gas holds a larger efiectiv
mass leading to a larger density of states (DO8)hates couple with the Mn ions by a stronged
exchange interaction. This has been experimentalhfirmed in Ref. [65]. The in-plane effective
mass of the heavy hole is about 2.5 times of theteln mass, i.eh.in = 0.250y andme.i, = 0.1y
[116]. Thep-d exchange interaction is about four times as stamthes-d exchange interaction. By
considering these factors, the saturation dengithe 2D hole gas can be expected to be larger by
one order of magnitude or so than the 2D electas n the studied sample, the hole density, fs

85



Chapter 5. Sub-ns magnetization dynamics in dilatednetic semiconductor quantum wells

7x10' cn?, which is likely below the complete degeneratedition in the low field regime, i.6Bex
=100 mT.

As a second prominent effect, the magnetic sudméptiof the Mn ions can be enhanced due to free
carriers in a DMS system. This is basically due carier-mediated ferromagnetic coupling
compensating the antiferromagnetic exchange irtierabetween Mn ion spins [49]. Once the
former overcomes the latter, the Mn ions are chdnffem the paramagnetic phase to the
ferromagnetic phase. This can happen by lowerirg tdmperature or increasing the carrier
concentration, so that the magnetic susceptibdég be highly enhanced forming the spontaneous
magnetization of the Mn ions [48]. Again, since fhd exchange interaction is stronger thangkok
exchange interaction and because of the larger pAge doping (holes) are typically used to
achieve the ferromagnetism in DMS systems. Thaeracontrolled ferromagnetism was first found
in 11I-V [51] and later II-VI DMS systems [52]. Thearrier density can be adjusted by modulation
doping [52, 199], and by optical/electrical injectior depletion [26, 48, 200]. The Curie tempematur
has been theoretically predicted for different Dké&terials [50]. In the studied (Cd, Mn)Te DMS
structures, the Curie temperature was experimgritalind to be below 4 K in case pitype doping
[48, 201].

As the sample temperature in current measuremeass above 5 K, i.e. higher than the Curie
temperature, the magnetic susceptibility is considén the paramagnetic phase. In Section 2.3.2,
the Mn ion magnetization for an undoped DMS systeas been described by the mean field
approximation (e.g. see Equation (2-53)). By comsid) the approximation valid in the low field
regime given in Equation (2-53), the magnetizatgrewritten as

2 2
MO =M (Bext’T ath) - 35gMn Hg NO)%ff Bext - C%xt (5_2)
12(8 Tbath + TO Tbath+ TO
3 2u’N
The constant C is the Currie constant with= SQMHIZZ 0%t . According to the definition, the
magnetic susceptibility in absence of carrierseisaled as
oM C
o ToB, T +T -3
ext bath 0

From the theory proposed in Ref. [49], the carrig@g. holes) in a DMS QW can introduce an
effective magnetic field®* seen by the Mn ions which is a functionBy;, and this field is given by

A n-n_[NA n-n
20t Ly 20unis NoL,, ’

in which n is the hole density fom; = +3/2 and nis the hole density fom; = -3/2, respectively.
Here only the heavy holes are considered for thdiesti QW structures, and the QW widthLig.

B* (Bext) = (5-4)

The enhanced magnetic susceptibility is given
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- aM (Bext + B* ( Bext)! Tbatl‘) = C (1+ B( Bex))

5-5
XC aBext Tbath + T0 Bext ( )
Therefore the enhanced magnitude of the magnetaegtibility is
B (B
77% :ﬁ—l:M (5_6)

X 0 Bext

The energy diagram of the hole spin sublevel iegils FIG 5.1-2, in which the energy axis is

reversed. In absence of an external field, the staites are degenerate, i.e/m,. Once an external

field Bex: is applied, there is a giant Zeeman splitiliag between spin-up state and spin-down state.

The Fermi energy level is given g, which is here defined respective to the valerarbottom.

According to the Fermi-Dirac distribution, the halensity is given
n, ﬂ.;dhh Dhe<E—EFS—kBETm+1

n —Im D dE
T +%Ahh h e(E_EF)/kB-E)ath +1

(5-7)

Here the heavy hole DOS, andkg is the Boltzmann constant. For a 2D hole gasyé#hae ofDy,

Is assumed constantmz%. In the studied (Cd, Mn)Te DMS QW, the calculatgimesDy =
T

5x10°cm?eV?! by usingman.in =0.250. After making the integration, the following rétats are
found

1+ e_(o-ﬂhh+EF ) KeThath

an,=n —n = D4,,+DKgl N
h ! n q1 hh h™B" bath 1+e(0-531hh_EF)/kBTbath (5_8)

n, = nl + n =2 Dn E: + D1 Ka-l[-)athln (1+ é(o'ﬂhh+EF)/kBTbath) (1+ é)ﬂ hi E p)K érhaxh)

The Fermi level can be determined by using thersgcelation, ifn, is known.

B, =0 B, #0

ext

FIG 5.1-2: Energy levels of heavy hole spin stald®e energy axis is reversed. (a) The external fi€B.,; = 0, the

energy values of two spin states are degenergt@h@degeneracy is lifted f@&;,; # O with an energy splittingu.
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In FIG 5.1-3, the hole density dependence of thenFkevel is depicted on the left-axis. It is almhos
independent on the magnetic field in the low fieddime by judging the overlapping betwegg; =

0 mT (black line) an®ex: = 100 mT (blue line). The energy splittidig, = 0.5 meV is used fdBey; =
100 mT, which is estimated for sample 1 witly, % 0.067 atTpan = 10 K (see FIG 4.1-5). The
surface doping density is, = 7 x 10®°%cm? indicated by the dashed line, and it could be ghen
Fermi level is quite close to the zero level.

3x10"

i

w

2x10"°™

N

4n,(cm

—_
T

—E,B =0mT

10
——E,B_ =100 mT |X10
an ., B =100 mT |

Fermi energy £_ (meV)

o

IEM
Hole density (cm™)

FIG 5.1-3: The heavy hole density dependence oF#reni energy (left-axis) and the density of thengularized holes
(right-axis). For the numerical calculations, tleenperature is used ds= 10 K, and the energy splitting between the
heavy hole spin levels is used4g = 0.5 meV at an external field 8, = 100 mT. The dashed vertical line indicates

the hole density for the studied sample,niyes 7 x 10°°cm.

Based on the calculated Fermi energy levels, tmsitfedependence of the spin-polarized hdieg

is plotted on the right-axis. For a hole densityc ~3x10*cm’, the value ofAn, is steadily growing
by increasing the total density, while it becomes saturated anglindependent for higher hole
densities. This is due to the much higher Fermrggnéevel as compared with the thermal energy
and the energy splitting, so that only lower enesttes can contribute fn,. This agrees well with
the conclusion in Ref. [49]: the effective fidh} is independent on the carrier density in cBse>
KsTpath fOr a perfect 2D hole gas system.

For n, = 7 x 10'°cm? it can be obtained\n, = 1.4 x 10'° cm®. This indicates a hole spin
polarization of 20%, which gives a reasonable agere with the measured PL spin polarization of
~30 % at ~10 K, e.g. see FIG 4.1-7. To note, thepBlarization is determined by the excitonic
Zeeman splitting, which is larger than the holerdae splitting by a factor of 1.25. Fog > 3x 10"
cm?, the saturated level is obtained with, = 2.6 x 10'° cm®.

From the calculated value dh, the effective field can be estimated by using d&igun (5-4). The
used parameters arky, = 12 nm,No = 1.46x 10°* cmi®, [NoB| = 0.88 eV andy, = 2.01. It is
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obtainedB” = 2.2 x 10"° An,(mT©nY). In case ofy, = 7 x 10'°cm?, which corresponds tan, =
1.4x 10'° cm? B" = 3 mT is obtained. In case nf > 3 x 10" cm?, which corresponds thn, = 2.6
x 10°° cm?, B" = 5.7 mT is obtained. This effective field givesnaadl enhancement for the magnetic

susceptibility, by a few percents if one considefls=B*/Bext. By modulating the hole

concentration for the studied DMS QW, a maximumngjeaof the effective field iAB" =+ 3 mT. In
addition, the hole-hole interaction should be tak#o account in the regime of the large carrier
density. This results in an enhancement of theiRasteptibility of the carriers, and then a furthe
enhancement of the magnetic susceptibility is etgquedor the Mn ions. This enhancement was
found to be a factor of two or so fopadoped (Cd,Mn)Te DMS system [53]. This effect caakmn
the effective field larger than the calcula®® by a factor of two or so, i.AB" = + 6 mT in the
experiment conditions.

5.2 Sub-ns magnetization dynamics in DMS QWs

To study the magnetization dynamics of magnetidazsris of fundamental interest in physics. In a
DMS system, Mn ions can serve as paramagnetic rsedtee to the isoelectric property of the Mn
ion with absence of the orbit spin. The magnetmatdynamics of the Mn ions describes the
relaxation process of the Mn ion spins to a newildgwm state. This can also provide basic
information for the quest how fast the Mn ion spystem can be controlled [20, 41].

Quite generally, the magnetization dynamics of Mnsi is investigated in presence of a strong
magnetic field, i.e. a few Tesla. In order to imigste the SLR process which dominates the
longitudinal spin relaxation process, the Mn ionnspystem is driven out of equilibrium by an
external disturbance, i.e. direct heating the Mmggstem via nonequilibrium phonons [57, 184, 188,
191] or indirect heating via optically generatedeguilibrium hot carriers [42, 192, 202, 203]. The
SLR process of Mn ions has been investigated bgctiay the magnetization-induced electrical
signal [57, 204], and optically monitoring the dymaal recovery of the giant Zeeman shift of the PL
spectrum [42, 184]. The SLR rate indicates how fastdynamical equilibrium can be established
between the Mn ion system and the lattice systeamc€rning the transverse relaxation process,
namely the spin-spin interaction of the Mn ionsdéscribes how fast a spin system loses its
coherence. This can be either deduced from thenaese linewidth in EPR experiments [108] or
obtained from the spin dephasing time in time-nestlmagneto-optic Faraday [60, 205] or Kerr
rotation measurements [61, 62]. At liquid heliwmperature, the SLR time ranges from 100 ns to
milliseconds strongly depending on the Mn conteurttile the spin-spin interaction time is typically
on the order of a few 100 ps [55].

In order to accelerate the SLR process, carrie@srawroduced to provide an extra channel bypassing
the relatively slow spin-phonon coupling [63], esge FIG 5.1-1. Experimental results demonstrate
an acceleration of a factor of two to four by irasmg the carrier density by one order of magnitude
[64, 65, 206]. Another alternative is to use a sigpigce, in which the Mn contents are different fo
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the neighbouring layers. The SLR rate for the layi#h the lower Mn content can be increased via
spin-diffusion from the layer with the higher Mnrtent which has a faster SLR process [59].
Nevertheless, it seems not possible to shift the &ine towards the sub-ns time scale in presence of
a strong magnetic field. In absence of an extefied, recent studies performed by Goryca et al.
reveal a nanosecond magnetization dynamics of thiéolk in dilute (Cd, Mn)Te QWs [33, 56, 207]
and QDs [208, 209].

In FIG 5.2-1, the magnetic field dependence of Rhepolarization dynamics induced by a pulsed
field is presented for sample 1yx= 0.067). The experimentally measur@dpolarized PL (red)
and o -polarized PL intensity (blue) are plotted in tlwsver part of each sub-figure and the PL
polarization (black) is evaluated according to Houm(3-1) at each time delay. Since the electrical
repetition period, i.e. 35 ns for (a) ~ (c) and & for (d) ~ (f), is much shorter than the phonon
lifetime as determined in Section 4.3, the dete&tegbolarization dynamics is a direct representatio
of the magnetization dynamics of the Mn ions. The iRAtensity is slightly enhanced by
nonequilibrium carriers at two edges of the eleatrpulse. Because the lifetime of these electyical
generated transient carriers is ~200 ps, theirceféem the Mn ion magnetization dynamics is
negelected after their vanishing.

Results in (a) ~ (c) depict the field dependencthefMn ion magnetization dynamics induced by a
pulsed current through the microcoil presentechanleft figure, top. The magnetization dynamics is
found to be 0.9 ns from fitting (magenta line) hetabsence of an applied static field. Once an
external field is applied 0Bext = 50 mT, the onset of the spin formation procasslearly slowed
down to ~1.8 ns. By increasing the static fieldl@ mT, the magnetization dynamics is further
slowed down to ~2.1 ns, which agrees well the Planmation dynamics observed in Section 4.3.
Here the bath temperature is estimated ~11 K bypemimg the PL polarization degree after the spin
decay process with the characteristic results @ 4L-7.

In (d) ~ (f), the field dependence of the magnéeitimadynamics is depicted for a microcoil presented
in the right figure, top. The inner aperture is #araand the metals pads are expected to provide
efficient heat dissipation. At zero external fielde magnetization dynamics induced by the pulsed
field can be well exponentially fitted with the santime constant 0.9 ns as used in (a). In the
presence of a static fieBLy: = 50 mT, the spin formation process is slowed dbtwvnl.6 ns, which

is similar to (b). By increasing the static fieln 100 mT, the spin formation is still well fitteq la
time constant of 1.6 ns.

For sample 2 with p, = 0.024, the field dependence of the magnetizatisramics is shown in FIG
5.2-2. The used microcoil is same as the left oG 5.2-1. In figure (a), the pulse repetition
period is 35 ns, then the magnetization dynamiosbeadirectly determined from the PL polarization
dynamics. Here the PL polarization differengg (see Section 4.2) is plotted to improve the signal
to noise ratio. In the absence of a static figlé, tnagnetization dynamics is found ~ 1 ns, which is
quite close to the dynamics for the sample 1 ire @8 = 0 mT. No pronounced spin formation is
observed if an external field of 200 mT is applied.
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FIG 5.2-1: Magnetic field dependence of the PL poéion formation process for sample 1 with,>= 0.067. The
time-resolved PL polarization (black) is evaluatedm the experimentally measureaf-polarized PL (red) and
o -polarized PL intensity (blue). In each case, tlagnitude of the magnetic field is indicated andftrenation process
is exponentially fitted (magenta) with the givemstant. (a) ~ (c): induced by a pulsed currentughothe microcoil on
the left side. The current amplitude is 120 mA, pliése width is 7 ns and the repetion period i985(d) ~ (f): induced
by a pulsed current through the microcoil on tightiside. The current amplitude is 40 mA, the pwidth is 10 ns and

the repetion period is 50 ns. The time delay iatiet to the leading edge of the electrical pulse.

In figure (b), a longer electrical pulse is used, i,,s = 400 ns and the repetition period ig The
magnetization is still controlled by a fast dynamiocess at zero external field, i.e. the data are
fitted by a time constant of 3 ns. In the presericBe,; = 100 mT, the spin formation is observed on
a much longer time scale. The magnetization dyngansjain formation or spin decay, is composed of
a fast process and a clearly slower process. Eagtandcal process can be well fitted
bi-exponentially by a short time constant of 3 ndgl @ longer time constant of 100 ns. This agrees
well with the reported results in Ref. [33, 56, 2008].
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FIG 5.2-2: Magnetic field dependence of the PL poédion dynamics for sample 2 withx= 0.024. In each case, the
magnitude of the magnetic field is indicated . (Bie current amplitude is 120 mA, the pulse widthvins and the
repetition period is 35 ns. (b): The current anypolé is 200 mA, the pulse width is 400 ns and tipetiton period is 2
ps. The time delay is given with respect to the ilegdedge of the electrical pulse. The pronoundedmetization
dynamics is mono-exponentially fitted by the givéme constant aB., = 0 and bi-exponentially fitted by the given

constants aB.,; = 100 mT.

By varying the pulse widthp, and the current amplitude the magnetization dynamics is further
analyzed in the case & = 100 mT. The experimental data are summarizetainle 5-1. As a
quite general rule, each magnetization dynamicsm@ion or decay) is composed of a slow
component and a fast component. The fast procesa time constant between 3 ns and 10 ns, while
the slow one ranges from 100 ns to 200 ns. Theitudplof each component is comparable, and the
ratio between two component amplitudes is the sfmmée formation and the decay process for a
specific pulsed current. The slow component is canaiple to the SLR time for this sample at the
bath temperature which is between 8 K and 15 Krateg to Equation (4-3) and the experimental
data in Ref.[202].

In the absence of a static field, the magnetizatipmamics is always fast on a time scale of a few
nanoseconds (< 5 ns, see Table 5-2). It seemghbse fast components are independent on the
static field and the current parameters withingkperimental errors.

In case of the longer pulse width, the presentegnmtization dynamics is obtained by using the
relation AM(At) O puir(At) /0a(At), In which At is the time delay. As indicated in Equation (4-2),
Pa(At) reflects the magnetization dynamics controlledtiiy dynamical Mn ion spin temperature
Tun (but at a constant magnetic field) and the excteEmperatureley, i.e. oo (At) O M(Bext, Twin,
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At)Tex ™. Due to fast carrier-lattice relaxation time, theiton temperature can be regarded to be the
same as the lattice temperature. The Mn ion spimpéeature is convolution of the dynamical
temperature and the SLR relaxation process [18&].tlve quantityoyiz(At), it could be regarded a
result of the spin response to the pulsed fi2ldhe magnetization dynamics affected by the Mn ion
spin heating and the exciton temperature gs@(At) O M(B), Tun, A)Tex ™. In the low field regime,
the quality ogir (At) /0a(At) reflects the magnetization dynamics induced leyghlsed fieldB,(At).
This should allow one to give a rough estimatiothef magnetization dynamics.

Slow / fasf Amplitude, | Time constants,| Amplitude, Time constants,
Tou /| formation formation decay decay
400 ns / 100 mA 0.6/0.4 100 ns /5 ns 0.6 /0.4 150 ns / 5 ns
400 ns/ 200 mA 0.5/0.5 100 ns /3 ns 0.5/0.5 100 ns / 3 ns
1200 ns / 100 mA 0.8/0.2 120 ns/5ns 0.8/0.2 100 ns / 5 ns
1200 ns / 200 mA 0.5/05 200 ns/ 10 ns 0.5/05 150 ns /10 nfs

Table 5-1: Fitted parameters of the magnetizatipmachics induced by different pulsed currents fangie 2 (O, =
0.024) atBg,; = 100 mT. Both the formation process and the dgwagess are analysed. Each dynamical process is

biexponentially fitted by a fast and slow componamdl the normalized amplitude of each amplituded&ated.

From the experimental results presented aboveafopte 1 and sample 2, it can be concluded, (i) the
magnetization dynamics is independent of the Mnteranin the absence of a static magnetic field;
(ii) the magnetization dynamics is clearly slowenvd by applying an external field. A summary of
the observed magnetization dynamics is given inel'ak? for the studied two samples.

Dynamics (ns Sample 2, x =0.024
Sample 1, x = 0.067
fast slow
0 0.9 <5ns none
50 1.7+ 0.1 - -
100 1.85+ 0.25 6.5+ 3.5 150+ 50

Table 5-2: Summary of the observed magnetizatioradycs for two samples.
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In order to understand the field dependence optlised field-induced magnetization dynamics, the
Hamiltonian of one Mn ion is considered as describg Equation (5-1). Both the electron spin
states$> and the nuclear spin states ¢f the Mn ion are taken into account, and th@mgonent is
defined parallel to the direction of the externalgmetic field. The state is denoted @&slj> for the
electron spin of§ and the nuclear spin ¢f There are totally 36 states which are orthogoviti
each other by considerirty= 5/2 andl = 5/2. Based on the Mn ion spin Hamiltonian byngsihe
parameters given in Section 5.1.1., the energyldedethe eigenstates are plotted in FIG 5.2-3hEac
eigenstate is a linear sum of different state§of;$.

For small values of the magnetic field as showrfh)) there are strong state anticrossings. They
origin from the anisotropic spin interactions irdilug the hyperfine interaction and the spin couplin
with the crystal field as well the strain-induce@atric field. The anticrossings indicate adiabatic
state transitions which bypass the energy trats®reen the spin system and the phonon system via
SLR process. Therefore the state transition procesgolling the magnetization dynamics can be
treated as a series of Landau-Zener processesdspsvg the magnetic field [56] in the absence of a
static field. For the larger magnetic field, e.0ImT in (a), it can be seen that most eigenstates
energetically separated. In this case, the magatetiz dynamics induced by a pulsed field is
expected to be dominant by the spin-lattice reiarat
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FIG 5.2-3: Numerically calculated energy levels efjlenstates by taking account into the hyperfirgeraction,
mismatch-induced strain and the crystal field. Egigenstate is composed of the electron spin statgshe nuclear spin

states of one Mn ion. The right figure is seleaeeh of the left figure.
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The spin dynamics of one Mn ion induced by a pulsald is numerically simulated by solving the
Lindblad-type master equation [210]:
dp_ 11 C At .
E_E[H,p}(zl_,ol_ {c L,p}) (5-9)

N

Here H spin Hamiltonian in Equation (5-1)p is the spin density matrix for the eigenstates

determined in FIG 5.2-3, andl the Lindblad operator. The Lindblad operator carsipeplified as

L=C+ L,+L,, with [[=r4,, L,=r,4 ,andL,=r,4,. The terms ofL,and L,describe the

spin-lattice relaxation process and the constépntand />, are determined by the SLR rate and the
Zeeman energy splitting between the subbands. tBelyvin ion SLR is considered while neglecting
the nuclear SLR process. The constant values amengiby /1= 7gr and /7=

[ @xp(AE/ks Thar), WhereAE is the energy splitting between the subbands.t@he L; describes

the spin-spin relaxation process afiglis the spin-spin relaxation rateZ, ,6_and &, are the Pauli

matrices.

The simulation results are presented in FIG 5.24sbmple 1 (4, = 0.067). According to the
experimental conditions, the used parameters lagebath temperature is 10 K, the magnitude of the
pulsed field is 9 mT, and the SLR time is 3 ns "redspin-spin interaction is used as 500 ps [35]. |
can be seen, the simulation results are in a qiakt agreement with the experiment results
presented in FIG 5.2-1: the magnetization dynamsi¢éast on a sub-ns time scale in the absence of a
static field. A slow component with much smaller @itude is also indicated. The dynamics is
clearly slowed down by increasing the externaldfiéh (a) where the in-plane strain is considered
absent, the pulsed field induced magnetization ehycsis almost indistinguishable fBgy: = 50 mT
andBex = 100 mT, which is similar with the experimentakervations. In Ref. [56], a strain &f, =
0.004 is introduced due to local fluctuations aslatations. The simulation results are presented in
(b) incorporating this effect. As a result the metgration dynamics is further accelerated in cdse o
Bk = O mT and the slow component disappears. The etagtion dynamics becomes
distinguishable betweds.,; = 50 mT anBex = 100 mT and the SLR process is more dominara for
higher magnetic field. Definitely the strain in thELO] direction can accelerate the magnetization
dynamics due to the anisotropic interactions wite Mn ion spins. This might explain why the
dynamics is observed relatively faster for the waoil with a smaller aperture, as demonstrated in
FIG 5.2-1. The bath temperature is estimated ~OKHG 5.2-1(f), and the bath temperature is
estimated ~11 K for FIG 5.2-1(c). Thus the SLR psxcis supposed to be longer in FIG 5.2-1(f).
This contrary indicates the faster spin dynamic$-i@ 5.2-1(f) might origin from the microcoil
geometry, e.g. it could be expected the straim@eDMS layer is larger for this microcoil due to a
smaller aperture size. Such an acceleration ofrthgnetization dynamics was also found in a (Cd,
Mn)Te QD system with a stronger strain comparedh @iQW system [209].
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FIG 5.2-4: Numerically calculated magnetic fieldpdadence of one Mn ion spin dynamics induced byulseg
magnetic field for sample 1 x = 0.067). For the simulations, the magnitude efgilsed field (magenta dashed line) is
9 mT, the pulse width is 7 ns, the bath temperatii® K, a SLR time of 3ns and spin-spin time @0 %s are used. The
magnitude of the external field is indicated byadific color. (a): straim, = 0; (b) &, = 0.004.

A similar simulation is performed for sample 2, 0.024). The numerical calculations are given
in FIG 5.2-5. The used parameters are: the batlpeesture is 10 K, the magnitude of the pulsed
field is 9 mT, and the SLR time is 150 ns and thi@-spin interaction is approximated as 500 ps. At
zero external field, the magnetization dynamicsaastiinstantaneously follows the pulsed field. This
agrees nicely with the experimental result: the metigation dynamics is independent of the Mn
content in case dB.x:= O mT. In case of an external field, the magnétmadynamics contains a
fast component and a slow component. The amplinfdéhe slow component is growing by
increasing the magnetic field while the amplitudehe fast component is going down. This field
dependence of each component amplitude coinciddswith the experimentally extracted data in
Ref. [33, 207]. As a prominent effect found expemtally, the external field greatly slows the
magnetization dynamics which trends to the SLR g@sec

It has to be mentioned that the simulation is penfx for one Mn ion isolated from surrounding
ones. Thereby, the d-d exchange interaction framgighbouring Mn ions is not taken into account.
Since the d-d exchange interaction is anisotrogidurther acceleration is expected for a DMS
sample with a higher Mn content. In addition, thagmetization saturation level is expected to be
reduced due to anti-ferromagnetic coupling betwten Mn ion pairs. The exchange interaction
between the Mn ion and the existing holes is atstoincluded. One can expect that the carriers can
slow down the magnetization dynamics induced bylaqal field in the absence of a static field, and
the carriers can accelerate the dynamical procesisei presence of a moderate magnetic field [56,
208].
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FIG 5.2-5: Numerically calculated magnetic fieldpdadence of one Mn ion spin dynamics induced byulgeg
magnetic field for sample 2 @x = 0.024). For the simulations, the magnitude efghlsed field (magenta dashed line) is
9 mT, the pusle width is 400 ns, the bath tempegagi1l0 K, a SLR time of 3ns and spin-spin timé&0® ps are used.
The magnitude of the external field is indicatedabspecific color. The straidy, = 0.004.
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6 LOCAL MANIPULATION OF NUCLEAR SPINS IN A
SEMICONDUCTOR

This chapter deals with the nuclear spin polarra@nd coherent nuclear spin manipulation in an
n-GaAs sample. At first a theoretical backgrounddiscussed regarding the electron-nucleus
hyperfine coupling which controls the dynamic nacleolarization and the nuclear spin relaxation
in a semiconductor. Experimentally the dynamic eaclfield is optically addressed by the
time-resolved Kerr rotation technique. By meansptically generating spin-polarized electrons, the
nuclear field is built up on a typical time scalkminutes. The dependence of the nuclear field
properties is studied by varying the experimentahditions. By utilizing an on-chip microcoil
fabricated atop the semiconductor sample and intiod a radio frequency current through the
microcoil to produce a resonance magnetic fieldicafly detected nuclear magnetic resonance is
demonstrated on a length scale of a few micromekemgher, the Rabi oscillation 8fAs nuclear
spins is observed with an effective dephasing oine200us.

6.1 Dynamic nuclear polarization in a semiconductor

Since the nuclear magnetic moment is rather srttadl,nuclear spin polarization is quite small in
thermal equilibrium state. To enhance the nuclgar polarization, it was proposed and predicted
theoretically to be achieved by making use of nquHérium electrons in metals by the pioneering
work in Ref. [69]. Thereby, the basic idea is tdgpae the nuclei via the Fermi contact hyperfine
interaction, since the non-equilibrium electrona @& the nuclear spins in a preferred orientation
[211]. The enhancement factor is proportional dkeviation of the electron spin polarization ot o
the electron spin in thermal equilibrium statewds also proposed to drive the electron spin states
from the thermal equilibrium by applying electrgmirsresonance excitation with a saturating radio
frequency (RF) magnetic field. This phenomenonnevin as Overhauser effect and the generated
effective nuclear field is named Overhauser field.

Actually the fundamental requirement to cause therBauser effect is to generate an average
electron spin (8>) different from the electron spi%{) under thermal equilibrium. The difference of
|<S> - S| determines the strength of the Overhauser fi€ltere are more general methods to
achieve a nonzero$: — S|, while the RF resonance excitation is not a reszgscondition.

Two pioneering experiments demonstrating the Owesbiaeffect in semiconductors are introduced
here. In an experiment performed in an InSb sendigotor sample [71], the nuclei were found to get
polarized by injecting hot electrons from a DC euntr under an external magnetic field. Later,
optical pumping was also found to be able to higidyarize the nuclear spins in a high-purity Si
sample [70]. The required condition can be fulfllley controlling the polarization of the excitation
light by considering the optical selection ruled][ZFor a semiconductor with a finite electron spin
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polarization at thermal equilibrium state, e.g. @end strong external field, the optically generated
electrons can be set to non-polarized by linearcappumping for enhancing the nuclear spin
polarization. In the case of negligible electromgmolarization, e.g. under a week external fidiah
optically generated electrons can be spin-polarizgctircular optical pumping for generating an
enhanced nuclear spin polarization. In both twoeeixpents, the nuclear polarization processes were
observed to occur on a time scale of hours. Restedtes indicate the requirement can be met either
by spin-polarized electron injection [79, 212-2164,by fabricating ferromagnetic layers/structures
to imprint the nuclear field [217]. The nuclear rsgiolarization is enhanced by several orders of
magnitudes than the thermal equilibrium value bingishe Overhauser effect. This has been widely
used to facilitate studies of nuclear spin propsrin various semiconductor systems [21, 72, 73].

Overhauser field

r-r-r—-———=—=—=—-7—7""7"=—=—7—=——7%- L
{ I
Contact hyperfine coupling
Electron spin system < > Nuclear spin system
Spin transfer
[ 1)
e e e e e e e e, —————— -
Optical pumping, Knight field

electrical injection

Non-equilibrium electrons

FIG 6.1-1: Electron-nucleus coupling by contactdmfime interaction

The process of generating nuclear polarizatiorrésgnted in FIG 6-1-1. Non-equilibrium electrons
are injected in the semiconductor either by medrptical pumping or electrical injection etc. This
nonequilibrium electron source aims to continuoushnsfer the excess non-equilibrium spin
|<S>-S| to the nuclear spin system via contact hypernimeraction, so that the nuclear spins get
polarize, the so called dynamic nuclear polariza{ibNP) process. In the dynamic equilibrium state,
the electrons see an effective nuclear field, tiverbauser field, and the nuclei see an effective
electronic field named as Knight field. The enhahceiclear magnetization is probed either by
conventional nuclear magnetic resonance (NMR) spewter by monitoring the free-induction
decay signals [72], or detected from optical meth@dg. Hanle effect [21].

In 11I-V semiconductors, the hyperfine interactioonstantd, is on the order of 100eV (Table 6-1).
The coupling can generate an effective nuclead figd to a magnitude of several Tesla, which has
been observed in bulk semiconductors [21, 72, 8784, 94, 213-215, 217-226], quantum wells [79,
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89, 90, 212, 227-233] and quantum dots [34, 73,2856, 234-238]. The pronounced Overhauser
field has been manifested in different spin-relapggbnomenon in the semiconductor electronic
system. For electron spin resonance experimergstetsonance spectrum is broadened and shifted
due to the Overhauser shift which depends on tleetrenh spin states [219, 220, 224]. In
photo-/electro-luminescence experiments, the Hanlwe shape of luminescence polarization is
changed as a result of the additional nuclear fijely 78, 212, 213], or the photoluminescence
spectrum is energetically shifted [81, 216, 2346]23n electron-transport measurements, the
magnetoresistance is either varied as the nudkdri§ large enough to tune the Laudau fillingdev
[230-233], or it is modified due to the non-unifogeneration of the nuclear field [214, 215]. In a
double guantum dot system, the leakage currenouiated by the nuclear polarization which can
determine the electron energy splitting between memhbouring dots [34, 235]. In time-resolved
Faraday/Kerr rotation measurements, the dynamicahge of the electron Larmor frequency is
observed which is ascribed to the DNP formationngldhe external magnetic field [89, 94,
220-223].

In 1I-VI semiconductors, the electron-nucleus hyier coupling is much weaker as presented in
Table 6-1. Nevertheless, the Overhauser effectbleen also experimentally confirmed in optical
pumping NMR measurements [239-242]. In additior, ¢thange of the electron Larmor frequency
resulting from the Overhauser field has been alstealed by means of time-resolved Faraday
technique [83]. Further in a CdSe/ZnSe quantunsgstem which is intrinsically n-doped, the DNP
formation is observed as a non-equilibrium prodasthe absence of a magnetic field. An external
field can strongly quench this electron-nucleusptiog [73, 80, 82, 243, 244]. The observed nuclear
field generally has a magnitude of a few mT or Bbis might be one reason why nuclear spin
studies are not so widely performed in 11-VI systenp to date.

Isotope| Nuclear spin number  Isotope abundanceA, (LeV)
*Ga 3/2 60%
Ga 3/2 40%
GaAs, | "®As 3/2 100% ~ 100
InAs, Bn 3/2 4.3%
9N 3/2 95.7%
Se 1/2 7.6%
Cdse | Ycd 1/2 12.8% ~-10
1cd 1/2 12.2%
Si, 293 1/2 4.7% ~0.2
C 3¢ 1/2 1.1% ~1

Table 6-1: Parameters of electron-nucleus hyperifiteraction for several typical isotope speciesémiconductors

(data after Ref. [73], Ref.[245] and Ref.[246])
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In materials of the IV group, e.g. Si and C, thetope with nuclear spins is strongly diluted. This
means one electron can couple with a much smateuat of nuclear spins. In these materials, the
DNP formation is typically achieved by electricajection [246] or optically pumping local defects
[247]. In the carbon nanotubes, tHE€ nuclear spins has been found to be crucial fereflectron

spin transport [246]. The hyperfine interactionrégarded to be less critical for the electron spin
transport in Si-based device [248], and Si actuia#lg been used as a clean host system for nuclear
spins [249] .

In semiconductors, mostly the observed Overhau$ecteorigins from the Fermi-contact hyperfine
interaction coupling between the electron spin #mel nuclear spin. A short discussion from a
theoretical aspect is given in the following sewetio

6.2 Electron-nucleus hyperfine coupling

In a semiconductor, there could be four types gbenfine interaction: electron-nucleus contact

coupling, hole-nucleus contact coupling electroclaus dipole-dipole coupling and hole-nucleus

dipole-dipole coupling [66, 72, 245, 250]. In tbentact hyperfine interaction, the nuclear spins
interact with the carrier spins at the nuclei. Aac&on in the conduction band, which has s-like

symmetry, can strongly couple with the nuclear spkor a hole, which has p-like symmetry, the

contact hyperfine coupling vanishes at the nuctmiations. The situation is opposite for the

dipole-dipole hyperfine interaction, which arisesnfi the interaction between the nuclear spins and
the carrier orbital spins. As a result of the diéfet wavefunction symmetry, the electron-nucleus
dipole coupling is negligible compared with thediolucleus dipole coupling. In GaAs, hole-nucleus
dipole hyperfine interaction is estimated ~ iV, which is weaker by one order of magnitude than
the electron-nucleus contact hyperfine interacf@b]. Generally the carrier-nuclear spin coupling

is dominated by the electron-nucleus contact hyperhteraction in a n-doped GaAs system.

For an electron in the conduction band, the Hamig¢ho of the contact hyperfine interaction at a

nucleus site is given as [66]

A =2 .1 T RIBIUR) =2 4 g i J RIBBRW(RE, ()

where/p is the vacuum permeabilityss is the Bohr magnetomy, is the nucleag factor, g is the
nuclear magnetonJA(R,) is the nuclear spin operator at the nucleus I%.iieéis the electron spin

operator, angh(R)) is the electron density given by the electron efaxction. From Bloch theorem,
the wavefunction is treated as a product of theteda density functiondR) and an envelope
function ¢(R). At the nuclei positionR,, the electron density constad{R,) is defined by

d(R) = d(R)= —1D(i) , and it is normalized in the volume of a WigneitSeell. The value
1 2 rZ

r-0
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of the wavefunction envelope B is given by¢AR,) which is normalized over the whole space as

_[|z,u(R)|2d3R:1. If the electron wavefunction is limited insideVdigner-Seitz cell, the contact
R

hyperfine interaction becomes the case of coughetgveen an inner-shell electron and the nucleus
[66].
For GaAs, it has been determined®°Ga) =d ("'Ga) = 5.8<10°** m>, d ("°As) = 9.8x10* m3[77,

251]. The hyperfine coupling constaAts is defined ag\, :%uBgnuN d(R). In GaAs, the

contact hyperfine constant is calculatdg{®°Ga)= 35.6 eV, An("*Ga)= 45.3 eV, andAn( °As) =
43.0 1eV. In a Wigner-Seitz cell the total hyperfine cbog constantA.(GaAs) = ZX“Aﬁ (o) =

0.6* Ani(*°Ga) + 0.4*Ay("'Ga) +An("°As) = 82.5 1eV. Hereby the isotope abundangkis taken
into account, an®®°®?= 60%,x"*%*= 40%,x"**° = 100%.
For one nucleus site Equation (6-1) is rewritten as

HAhf = Ay |¢’(R1)|2 IS (6-2)
In the Ising form it is given as
A P P A
Hir = ARO[ TTLS, +5 (1.8 + 18)] (6-3)
Here the Ladder operators are definedfas: IAx +iIAy, | = IAx —iIAy, §+ = S + iA§and§+ = 3 - i$.

From Equation (6-3) it can directly be seen thag, mon-equilibrium electrons flip the nuclear spins
continuously from electron spin injection, so ttte nuclei get spin-polarized to give the Overhause
field.

6.2.1 Overhauser field and Knight field
Since the electron wavefunction covers a large eanf nuclear sites, the contact hyperfine
interaction experienced by one electron is goveined

Hy = ASD (R 1(R) = A, SO, , (6-4)

where | is the average nuclear spin over the whole nudéas. There is an effective nuclear field

seen by the electron. As there are three nuclesniepin GaAs, the nuclear field contribution from
isotopea is written as

H 4/
B (a,) — hf — 0
N ge/’IBS 3 gs

gn/'INd(a) < I ava > 1 (6-5)
wherege is the electron Landé g factor ahgl’ is the average nuclear spin foisotope species. For

the case of spatially uniform nuclear spin polarag this effective field is independent on the
electronic state, either free electron state calleed state in a semiconductor.
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In GaAs it is foundge = - 0.44. For a complete nuclear spin polarizatiagthwl o,"> = 3/2, the
nuclear field contribution from each isotopebg(®*Ga) = -1.37 Thy("*Ga) = -1.17 T, anty(*Ga)
=-2.76 T.

From Equation (6-5), it can be seen that the giffieictive nuclear field is basically due to thegkar
electron density (indicated byl(a))at the nucleus sites. If the electron wavefunctics
homogeneously smeared instead of highly concent@ttaucleus sites, the effective nuclear field is
estimated to be on the order of 0.1 mT which isliika dipole-dipole spin interaction.

On the other hand, the nuclei can see an effeatizgnetic field, namely the Knight field, from the
electron. Since one electron can couple with margjan, the contact hyperfine interaction is shared
by all the involved nuclei. From Equation (6-2)e taffective electronic field seen by the nucleus at
R is

Be(RI): 9. U | cell — 3
n/~N

|¢(R| )|2 Veell S (6'6)
Herevge is the volume of Wigner-Seitz withe = 4.5x10%° m® [103]. It can be seen, the electronic
magnetic field depends on the envelope functiod, iarindependent on the nuclear spin. If there is
more than one electron seen by one nucleus, thete# field is a sum of each electripne.

B.(R)=Y By(R) = -3 LB ry, 5 6-7)

For free electronic states in a semiconductor Khight field can be quite weak. In an InSb sample
with an electron density of $tcm®, the Knight field magnitude was evaluated ~0.1 with full
electron spin polarization [252]. It can be expddfge magnitude is larger for localized electrdns.

a Si-doped GaAs sample, if one considers a donondbelectron with a wavefunction envelope

1
n.aBB

1/2
AR) =( J e-R/aB’With_[|(o(R)|d3 R=1 (6-8)
HereR is the distance relative to the donag,is the Bohr radius for the shallow donor, and ¢gfly
ag = 10 nm is used in bulk GaAs [77]. Put the Equa{®8) into Equation (6-6), one obtains

Be(R|) - 4/'10/'le (RI)V

37TaB3 celle_ZR/aBrtS:&(o) e_R/%rt S’

(6-9)

3 cell

with B,(0) = —‘V’%”B—(Wv

HereBg(0) is the Knight field at the donor site, ahdis the time fraction of the donor occupied by
the electronl'y has a value between zero and unity, &pds determined by thermal activation,
hopping to neighbouring donor sites and carrieomdmnation. The field amplitude for each
nuclear species is calculateBi(0, °°Ga) = B0, 'Ga) = -12.9 mT, andB«(0, "°As) = -21.8 mT.
Further, within the range of the Bohr radius, therage Knight field can be given as
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1 —2R a 1 —2R o
(BJ:EJ.:B B.(0)e2¥® I;Sdr :;X Be(oﬂ){gj':ﬁe I drj: 0_3%:% B, (Og J; S(6-10)

By considering the isotope abundance, the averkgeght field amplitude is Be> = -17.380:S mT.
For S = +1/2, the maximal average amplitude iBd< = (8.7I0;)) mT. In order to get a large Knight
field, the factof; is critical, which means a long occupation of &hectron at the donor.

The experimental observed value is typically smnalfe reported value is Be>| = 0.09 mT in a
compensated p-type GaAs [77], anBdgd = 0.6 mT in a single electron-charged GaAs quantotn d
[81]. Both experiments indicate a quite inhomogersedistribution of the Knight field.

6.2.2 Nuclear spin polarization in a semiconductor
In a semiconductor, the nuclear spins can relaxseaeral channels. The fluctuating hyperfine
interaction described in (6-1) aims to polarize theelear spins, while the other mechanisms could
depolarize the non-equilibrium nuclear spins. Takel include nuclear dipole-dipole interaction,
nuclear exchange interaction, thermal relaxatiowl lacal ion-induced quadrupolar interaction. etc
[66, 77, 79, 253] . Here the focus is on the cdantagerfine interaction inducing nuclear spin
polarization.

Explicitly the nuclear spins relax via the spinpffiop process indicated in Equation (6-3). For
simplicity, the high-temperature approximation igngrally used. For nuclear spin studies,
high-temperature approximation is valid due to sheall thermal equilibrium spin polarization at
helium temperature [66]. This means the Zeemanggnsplitting of electron and nuclear spins is
much smaller than the thermal energy, ggu{Bl| and |gsBY <<kgThath

HereTpam is the lattice temperature akglis the Boltzmann constant. For conduction elediiarthe
regime of Fermi-Dirac statistics, e.g. in highlypg@d metallic n-GaAs, where electrons are
degenerate as in metals, the nuclear spin relaxedie in the case of= 1/2 is given by [66]
> T

_ 1
Thf-pol t= _ﬂozﬂszgn zﬂN 2VceII2|d(RI)|2 n,

- (6-11)

in which T is the Fermi temperaturee is the electron concentration. The Fermi tempeeatan be
estimated based on the free electron gas mode].[E60 a metallic n-GaAs ofi, = 10%cm’, the
above equation giveEy.po (°As) = 9 x 10° seconds foll = 5 K andTg = 1000 K.

Similarly for conduction electrons in the regimeBdltzmann statistics, e.g. in intrinsic GaAs with
non-degenerate electronic states, the nuclears|airation rate in the caselof 1/2 is given [66]

1
_ 16 2 k. T2

Thf-pol ! :%#ozﬂszgnzﬂN 2nche||2| d(R|)| (%J ) (6-12)

where my is effective electron mass. As an estimation f@A& with n. = 10° cm®, the above

equation giveJhepol ("°As) = 5 x 10" seconds using = 5 K andmes = 0.06 .
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For electrons localized around donors describdeguation (6-8), the nuclear spin relaxation rate is
calculated to be [21, 218]

2
T -1 8 :uozluBzgnzluNQVceII2|d(Rl)| FT e_4R/aB,

hf-pol o2 hzaBe tle (6-13)

where.is the electron correlation time. By using=1, 7. = 10** s [225], it is estimated at the donor
site Thr.pol (°As, 0)= 0.17 seconds, anh.pl ("°As, ag) = 9.6 seconds at a distance away of the Bohr
radius. Compared with the nuclear spin relaxatiaomf the free electrons, the relaxation rate is
obviously much faster for the localized electrostates. This is basically due to much stronger
contact hyperfine interaction in the localized regi

In the case of localized electrons, the nucleanssfieyond the Bohr radius regime, get relaxed
(spin-polarized) via the nuclear spin diffusion gess [225]. The diffusion rate is given

Iy« "(a)=D,(a)lR? (6-14)

whereDy(a) is the nuclear spin diffusion constant of nuclspeciesa on the order of 18 cn¥/s,
andR is the distance to the donor site for rough edionaFor a semi-insulating GaAs sample with
a small n-doping and electrons are mainly localigedes, e.ga. = 10”° cmi®, the distance between
neighbouring donors iapp = 100 nm= 10ag. From Equation (6-14), then the nuclear spin difin
time is 7y = Do {app/2)* = 250 seconds. Nuclear spin diffusion on a similaetscale has been
experimentally observed in bulk GaAs samples dliig 225, 226].

For a n-GaAs with a doping level close to the mitslilator-transition regime, e.ge ~ 10°° cmi®,

the detected nuclear spin relaxation time ranges fseveral 1®seconds [94, 221] to about®.0
seconds [250]. This could not be explained witls&attory either by the theory for free electroms o
by the nuclear spin diffusion model for localizettatrons. It is quite likely the nuclear spin
polarization in this regime originates from the exasting of two electronic states comprising both
delocalized electrons and localized electrons [P&3-256]. In addition, the localized electrons can
couple via spin-spin exchange interaction whichniferromagnetic. The spin exchange interaction
makes a flip-flop process for two coupling elecsamth a rather short electron correlation time on
the order of 18* s, and thus results in a fluctuating field seerth®ynuclear spins. This additional
fluctuating field is able to accelerate the nuclpatarization process. Up to date, the mechanism
origins responsible for contact hyperfine interactin bulk GaAs is still under discussion. A more
complex model is required including factors sude lelectronic states [257] and optical absorption
[258].

In general, the nuclear spin polarization procesdawed down by applying an external field [66, 82
243, 259]. As presented in FI6-2-1, the contact hyperfine interaction makes rauftaneous
flip-flop process for the electron spin and theleacspin. For an easy description, the electrdras

a negative effectivg factor and the nucleus has a positive one Witli/2. Here the-axis is defined

to be the direction of the external magnetic fidlde electron spin iS; = -1/2, and thus it occupies
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the lower energy state by assuming an externafl fprallel to thez axis. Due to hyperfine
interaction, the electron spin is change®te1/2 (i.e. a higher energy level), while the naclepin
state is changed froin= 1/2 tol = -1/2. Each spin flip process is related to ep@tgange, which is
provided by absorption or emission of phonons e dhystal. For the electron, the energy change is
AEe = Qetss|Bext + BNJAS, = gets|Bext + Bn|, @and for the nuclear spin the energy changlbs =
Onthn|Bext+ BelAl; = -gntin|Bext + Bel. The total energy exhausted in this process is

AE:AEE-'-AET\: gJ'IBIBeX'[-'-BN |+gnun|Bext+Be| (6-15)

As ge < 0 andg, > 0, this spin flip-flop process requires an egeagnount; the reverse process
transfers the same amount of energy from the ggEtem to the lattice reservoir. The argument is
similar for arbitrary signs ofe andgn. As 44, is much smaller thapg (s = 180Qu,), Equation (6-15)

is usually approximated as

AE:AEEZ geiuBlBext-i- BN | (6'16)
1‘ S, =+1/2
1 1 | L=-1/2
v
H,; AE, AE, Hy
4
| [ =+172
Z//Bext J’ SZ:-I/Z

Electron: g, <0  Nucleus: g, >0

FIG 6.2-1 Electron-nuclear spin flip-flop process mediabgdcontact hyperfine interaction. The externaldikfts up the
degeneracy for different spin states. The enerdjitisp between the electron spin statA&f) is not equal to the energy

splitting between the nuclear spin statdg,j.

From a statistical aspect, the hyperfine interacfiactuation is weakened by the Zeeman energy
caused by the applied external field, and thugehexation is slowed down. The spin relaxation rate
for nuclear specieg is modified by multiplying a factor given by [666,7216, 225]

1

1
=Ty (0 )——— With o, = 4E, /i, (6-17
ree 2Ry e O e, ZA8 MO0

Thf—pol_l(Bext’a) :Thf—pol_l 0,0!) 1+ (a) T )

where a is electron precession frequency around the faghd, and the expressiom_po{l(o, a)
denotes the relaxation rate calculated from Equgtell) ~ (6-13).
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6.2.3 Dynamic nuclear polarization
As a consequence of fluctuating contact hyperfimeraction, the nuclear spins afisotope get
spin-polarized with an equilibrium state [66, 2284]

(@) =1 @)+ £, Hele D) -s)) (6-18)

Here lo(a) and & is the mean nuclear spin and electron spin intkle@mal equilibrium state,
respectively. € is the average electron spin during the lifetifhbe coefficientfi, is called the
nuclear spin leakage factor defined as

— hf pol (a)
o Th;l— pol (O’) Tirhlf—dep(a) ,

whereTi,hf-dep'l(a) is the nuclear spin depolarization rate of isetapdue to any other relaxation

channel except the contact hyperfine interactibrcah be different for different nuclear species.
Therefore the nuclear polarization rate of Equaii6+l7) is modified by taking into account the
leakage factor,

Th'f—pol_l( Ber @) = Thf-pol_l( Bexw®) + Tirhf-dep:l( Boe)= T, hf poI (B ea®) (6-20)

(6-19)

Sincelo(a) is too small to be noticeable, Equation (6-18jimplified as

(@)= Hellet e (s) -5 (6-21)

While polarizing nuclear spins, the contact hypefinteraction in addition partly depolarizes the
nuclear spins assisted by nuclear spin-spin intieracThe nuclear spin depolarization is driven by
nuclear dipole-dipole interaction and nuclear spichange interaction [77]. The precession around
the dynamical effective electronic field can alsepdlarize nuclear spins [79, 234]. This

depolarization rate is

B!

Thf—dep_l( Bext’ OC) = B |

;1f pol (Bexva) (6'22)

| ext

Here it is approximated the electronic field is ##ne for each nuclear isotope. The expression for
an arbitrary case is given in Ref. [77].

In Equation (6-22)Be is the Knight field. The nuclear dipole fieli is typically on the order of 0.1
mT, and{ is a factor charactering the depolarizing ratehé nuclear spin-spin interaction is solely

given by the dipole-dipole interactiod,is equal ta/3. While normally £ has small value in bulk

GaAs, it becomes quite large (up td’)llib the hyperfine interaction is subject to a kamjectron spin
anisotropic interaction which can strongly depaesi the electron spins, e.g. electron-hole exchange
interaction in quantum dots [234] or anisotropic eotfon spin interaction in
semiconductor-ferromagnet hybrid structures [79]21

The rate equation for the dynamical nuclear podgion (DNP) process incorporating the nuclear
polarization and depolarization process is writerf79]
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d(l(@)_ (1@)-( @) {(2)

dt Th'f—pol( Bext! 0’) Thf—dep( Bexl! 0’)

(6-23)

d(l(a
In steady state With%:o, and by considering Equation (6-22), the nuclgan ®f isotope

speciesu is given

_4,0,+Y) (B tB,)H(S)- ) ]
<I S(a)> - 3 fla |B + Be|2 +EBE (Bext + Be) (6 24)

ext

To keep in mind, the nuclear spin direction is gldime field Bex + Be) Seen by nuclei [77, 81]. The
rate of the nuclear dynamic polarization from therequation of (6-23) is given as

2
TDNP_l( Bext’ OC) = Tr,1f-pol_1( Bext’ 0!) +T hf-degl(B exta) = [1+ LBFJT,W'PO]. (B et ) (6-25)

| ext

The total Overhauser field seen by an electrohassum over three isotope species in GaAs

(1(@) -5 4l Dl by @) (Beu +B)[S)-S)

2 2 (B
Ia a 3 |Bext+ Be| +EBL

+B,) (6-26)

By ZZBN(O') :sz(a) ext
This indicates that, it has always to be ensuBed + Be [ >> &B.* to obtain an appreciable nuclear
field. In bulk materials, the Knight fiel@®yf* is typically smaller than the fieldB,? an external field

on the order of 1 mT is required to suppress thdeam spin-spin fluctuations. In some quantum
structures with high values df stronger external fields up to a few 100 mT ageded to generate
observable DNP [79, 234]. Recently, it is demonsttahat the Knight field is strong enough to get
an observable DNP process in single-electron claggeantum dots in the absence of an external
field [80-82], which is due to the strong spati@nfinement and relatively the weak nuclear
depolarization.

According to Ref. [66], one can define a nuclean $pmperature from Equation (6.24) [21, 77, 218]

2
— OnHn [Be + B[ +4B; (6-27)

T
ne 4'kB (Bext + Be) E(<S> - SO)

This spin temperature can be positive or negatiepedding on the electron spin. As a typical

estimation, forBex + Be | ~ 0.1 T and neglectindB.?, (<S> - ) ~ (<S> - S) ~ 0.1 andy, ~ 1 [77],

Tns ~ 10% K is obtained. This is far below the sample terapee T = 5 K for most experiments).

This is the reason why “nuclear spin cooling” igeof used for the nuclear spin polarization by
Overhauser effect.

In bulk GaAsl, is equal to 3/2 for each isotope, and for expentmeresented in this work it is
generally satisfiedB| << Bex| as well §B,% << Bex’. This means the nuclear field is along the
external field g-axis direction) |&k(a)>| = <l (a)>, and so is the electron spin aS}< Sp> = (<S> -
S0). Thus only the-component spin is considered. Equations (6.2%).27) become
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B =5 2 0@ £,(S)- $)

f T N0,a
O') = Trlmf—pol_l( Bext’a) = 2__Tepo ( )

T.. (B
o ( 1+Te2(ge"lB|Bext+BN |/h)2

ext?

(6-28)

T.= 9nHn |Be><t|2+<(Bi
4k, (B)(S)- )

For localized electronic states, either donor-boanaonfined in a quantum dot, the nuclear field
from DNP process is spatially inhomogeneous. Thaeau spin diffusion discussed above should be
considered for the dynamic equilibrium process,ovhg governed by

d(1,@) __(1,(@)=(1,@) {1 (@) (6-29)

dt Tone( By @) (2

To note, the DNP rate is a variable value durirggribclear spin dynamics, as it is controlled by the

dynamic total field 0Bt = (Bext + Bn). FOr instance, in case Bf parallel toBey, the DNP process

is slowed down, while in case Bf, anti-parallel tdBey;, the nuclear polarization is faster. Especially
once the Overhauser field compensates the extdield| the total field is zero and the DNP
formation process is highly accelerated, i.e. sqaafon (6-17). The nuclear spin diffusion with a
fixed rate works as a depolarization source hehe dynamic relationship betwe@ane (Bex, O)

and Tgi *(0) limits the nuclear field amplitude in the steastgte. This means the dynamic nuclear
spin polarization depends on the nuclear spin histe a non-Markovian process. In recent studies
performed in quantum dots, this property is obsga® a bistability phenomenon of the nuclear spin
polarization. The steady Overhauser field has aelngsc character if one controls the nuclear field
via scanning the external field [76], the opticatigation power [236] or the injected electron spin
polarization [75].

6.3 Optically pumping dynamic nuclear polarization in n-GaAs

To control the nuclear field, it is critical to dool the deviation of the electron spin from the
equilibrium state, i.e. the quantity$s> - S,¢) in Equation (6-28). It can be varied by changihg
injected electron spin, the temperature, opticaitaiion power and so on. The electron spin after
optical pumping is [72, 219]

S S, , 1 al: B
= , th = t h( B ™ext ' _

where S..inj is the injected electron spin according to theicaptselection rules, is the electron
lifetime, 75 is the electron spin lifetime, arf§jy is the electron spin in the thermal equilibrium by
taking Boltzmann distribution. The critical factwhich determines the Overhauser field is
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(8)- S, =Sn” % (6-31)

_1+re/rs

It can be seen that, the nuclear field is propogido the factor%.inj - S,0), WhereS,.inj is directly
determined by the polarization of the optical pungpiBased on the optical selection rules in bulk
GaAs [21], the right-circularly polarizear{, with helicity “+1”) excitation givesS,.i,j up to -0.25;
the left-circularly polarizedd(, with helicity “-1”) excitation givesS.ih; up to +0.25; and linearly
polarized excitation makeS..in; equal to zero. As demonstrated in earlier timthegicircularly or
linearly polarized pumping can generate the Ovesbaleffect in the presence of an external
magnetic field [70]. Also as a consequence of d€fi§,, the nuclear field has been observed with
different magnitudes betweeni- ando™- polarized excitation in a large external fiel&(2.

The measurements were performed on a Si-doped &aAple, grown with molecular beam epitaxy
on a GaAs (100) substrate. The active layer hésicartess of 2um, an electron density of*%610'°
cm®, and a mobility oft = 4115 cr/V's at room temperature. The active region is sactuwd by an
undoped GaAs layer of 50 nm below and a Si-dope#isGayer above. The latter one is gradually
doped up to an electron density ok3.0" cni®within 15 nm and followed by another 15 nm thick
GaAs layer with a constant doping level of 30*® cmi®. This avoids band bending effects within the
active layer due to surface depletion and ensunes the nuclear spins probed experience a
macroscopic homogeneous electrical environment.

The dynamic nuclear field is investigated by tmeeiresovled Kerr rotation (TRKR) technique. The
electron spin polarization is generated from optwamping, and it is transferred to the doping
electrons via fast exchange interaction [168]. dbping electrons are here regarded dominant for
the DNP formation. The experiment geometry is dbedrin Section 3.4.2.

FIG 6.3-1 presents the continuous TRKR scanningeutidearly polarized optical excitation. To
note, experimentally the polarization of the punmgain is achieved by the light polarization
average e.g. see Section 3.4.2 .The monitored electrecgssion is not remarkably dependent on
the lab time, as there is no indication of cleaagghshift of the TRKR data.

In the case of circularly poalrized excitation, tF polarized excitatioas presented in FIG 6.3-2
and foro - polarized excitatioas presented in FIG 6.3-3, there is a clear dyn@mase shift on the
time scale of minutes (indicated by dashed linés)c*- (o™-) polarized excitation, the phase shift is
clearly observed, which is a result of an increm@etcrement) of the electron Larmor precession
frequency. This indicates an increment (decremehthe total field seen by the electrons and thus
makes a faster (slower) electron spin precessiba.tdtal fieldBi: is a sum of the applied external
field Bext and the dynamic nuclear fieB\ as a result of the Overhauser effect, Bg.= Bext + Bn.
Therefore for the current experiment conditiongBak| = 374 mT and = 5 K, (i) the nuclear field

is negligible under linearly-polarized excitatidii) the nuclear field is parallel to the exterriigld
under o*-polarized excitation; (iii) the nuclear field imtaparallel to the external field under
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o -polarized excitation. This can be understood hysatering the relation between the electron spin
in equilibrium and the electron spin by circuladgr@ed optical injection.

2nd min.
>
8s
c
.
g
(@)
—
=
Q
x I
0 | J
1| 16th min.
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Time delay (ps)

FIG 6.3-1: Continuous scanning of TRKR measuremeanter linearly polarized optical excitation. EGERKR scan
takes ~ 2 minutes. The lab time is indicated onrigkt side. The dashed line indicates negligithage shift of the

electron spin precession. The external magnefit %374 mT, and the cryostat temperature is 5 K.

1 2nd min.

Kerr rotation (a.u.)

'

Y | 19th min.

0 500 1000 1500 2000
Time delay (ps)
FIG 6.3-2: Continuous scanning of TRKR measuremantierc’-polarized optical excitation. The lab time is ivatied

on the right side. The dashed line indicates agBh#t of the electron spin precession resultiognf the nuclear field

parallel to the external field. The external magngeld is 374 mT, and the cryostat temperaturg ks
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2nd min.

u.)

Kerr rotation (a.
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FIG 6.3-3: Continuous scanning of TRKR measurementtero -polarized optical excitation. The lab time is icatied
on the right side. The dashed line indicates agBhgt of the electron spin precession resultiognf the nuclear field

anti-parallel to the external field. The externagnetic field is 374 mT, and the cryostat tempeeaisi 10 K.

Since the n-GaAs sample is doped with a conceatraf 5x13° cm® i.e. above the
metal-insulator-transition level, the electrons aegther completely localized nor completely frese a
in metals. Here the electron spin polarizationsisneated for the upper limit and the lower limith&
effective electrong factor g = -0.42 is used based on recent work [163, 255, .2B6ase of
completely localized electronic states, the electemperature equal to the cryostat temperature of
~4 K, the spin electron is obtained s ~ -0.0065 by using a Boltzmann statistics. In cake
completely free electrons, the Fermi temperatuestsnated around 85 K by using the free electron
gas model [250], the electron spin is as low a8.6003. Thus for linearly polarized excitati@g is
expected to be between ~ -0.0003 and -0.0065 #hjke O.

For circularly polarized excitations{ or ¢’), an electron spin ofSfj|= 0.25 is expected by
considering the optical selection rules in n-Ga2&|[ In addition, in our experiment the pump beam
was modulated between linear polarization afdor ") - polarization with a duty cycle of 50 %.
This results in a maximum circular-optically gertethelectron spin of§);(max)| = 0.125. Only the
z-component S,y is responsible for dynamical nuclear spin poldii@a Considering the
experimental geometry presented by FIG 3.4-4 (8e@i4.2): the incident angle of the pump beam
61 ~ 18° (and thus the refractive~ 4.9° in the GaAs active layer usingsps = 3.7 and following
Snell’'s law), it is obtained}.inj(max)[Sin(2) ~ 0.01, i.e. clearly larger than the expectea spicase

of linear polarized excitation. So it is reasonatdeobserve a clear phase shift of electron spin
precession for circular optical pumping, whilesitiegligible for linear excitation.

By neglecting the equilibriung,o, the nuclear field direction is only determinedthg sign ofS.iy
using Equation (6-28). The'-polarized excitation generates a negafvg;, aligning the nuclear
spins anti-parallel to the external field, so ttie electrons see an Overhauser field parall@&cko
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(note, by is negative). In contrast, thee-polarized excitation generates a posityg,, aligning the
nuclear spins parallel to the external field, dmastthe electrons see an Overhauser field antitplara
to Bex. This gives a qualitative explanation of the dynapiase shift presented in FIG 6.3-2 and
FIG 6.3-3.

6.3.1 Dependence of DNP on optical helicity

The magnitude of the nuclear field is directly detimed by the injected electron spin. The excitatio
optical helicity controls the injected electronrsplTo more conveniently study the nuclear spin
dynamics, the electron precession Larmor frequancis extracted from the TRKR measurements.
It is defined as

w, (t) = ge:uBBtot/h = gecuB(Bext+ B N(t))/h ! (6_32)

and thusa (t) can directly represent the dynamic nucleardfigl(t). The method to evaluate the
Larmor frequency is given in Section 3.4.2.

As presented in FIG 6.3-4, the polarization of dpéical pumping is systematically varied over time
and the characteristic electron Larmor frequengy(upper panel) is extracted from each TRKR
scan. Under linearly polarized optical excitation,observable change af = 13.9 GHz is obtained
indicating a negligible nuclear field. After swifoly toc” - polarized excitation with a duty cycle of
D: = 20%, an increase @f up to ~14.5 GHz is found. This indicates an Ovaslea field parallel to
the external field with a magnitude Bf ~ +15 mT (lower panel) by using Equation (6.32jteA
DNP saturation, the optical excitation is switcheds - polarized with the same duty cycle. As
expected is reduced down to ~13.3 GHz, indicating thatnibelear filed now is anti-parallel to
the external field resulting iBy: = Bext — Bn. Again, By is found to be ~ -15 mT. To further
enhance the Overhauser field magnitude, we incdedise duty cycle of the polarized optical
pumping to 50%, which is expected to result inrarease of the average electron spin polarization
and thus in an increase of the achieved Overhdigdér After switching tos® excitation withD; =
50%, the nuclear field reverses its sign and irsgsaip to about +35 mT, which resultsdan~ 15.2
GHz. An anti-paralleBy with similar amplitude is observed for excitation withD; = 50%. In case
of D; = 80%, the amplitude of the Overhauser field ighfer enhanced t8y ~ 50 mT. Finally,
switching back to linear polarized excitation, theclear field vanishes to zero.

As discussed in Equation (6.28sy: is much larger than the Knight field and much érthan the
nuclear depolarization field &.%)"? under the experimental conditions. Thus for thécaéy
estimating the expected Overhauser field, a simepliform can be used by combining Equations
(6-28) and (6-31)

[$in@, ) ‘G

e

10 | Snj (6-33)

Bl = 3 1+z, /7

S

Here o is the polarization degree of the optical examatiand the average leakage fadtas used
for three nuclear species. From the TRKR resultsnfiFIG 6.3-1 to FIG 6.3-3, the electron spin
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dephasing time is approximated Bs= 10 ns, which is used as the spin relaxation tigwe T, in
n-GaAs in the regime of low magnetic field and temgure [8]. Since there are existing electrons
from doping, it is assumed the electron life tilsgjust the laser excitation periad= 13 ns. By
using |Sy| = 0.25 for a complete™ - or ¢ - excitation,d,= 4.9°, the expected Overhauser field is
~(160filp) mT. Considering the duty cycle of polarized extin, D;, and comparing the measured
magnitude of the Overhauser fiddg, with the calculated value, the leakage factor hemstimated
~0.5, which is a reasonable value at low tempeed{9].
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FIG 6.3-4: upper panel: Electron Larmor precesdiequency versus laboratory time. Duty cycle antict of the
pump beam, which were varied with time, are indidatThe transient change in the Larmor frequeneytduDNP is
mono-exponentially fitted with a time constant 83 min (line). Lower panel: The corresponding dyi@nuclear field

for the upper panel. The external magnetic fiel@74 mT, and the cryostat temperature is 5 K.

Concerning to the nuclear spin dynamics, as inditat FIG 6.3-4, the DNP process can be fitted
quite well with a time constant of 13.5 min (redds). Within the experimental error, this time

constant is found to be hardly dependent on dutgtecgnd optical helicity. The observed DNP

formation time is faster by one order of magnittldan the calculated value from Equation (6-11)
assuming free electronic states, and is slowerrtgre of magnitude than the calculated value from
Equation (6-13) assuming localized electronic sta@mparable values have been found in similar
GaAs systems [94, 250], while the origin to expl#ie discrepancy from the theory is still under

discussion [72].
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6.3.2 Power dependence

In FIG 6.3-5, TRKR measurements are presented byingathe excitation power under linearly
polarized optical pumping. The presented data arenalized by scaling the detected signals with
multiplying the indicated coefficients. The ampdiau of the Kerr rotation at zero time-delay, is
enhanced with increasing the excitation power. Thidue to more spin-polarized electrons from
optical pumping, e.g. see Section 3.4.2. On therdtland the probe beam also takes higher optical
intensity to generate larger photon-voltage fordtwele-bridge detector.

As a more prominent dependence on the power, #areh dephasing time is clearly reduced for
stronger optical excitation. The detected spin dyica is a sum of the two electronic systems,
delocalized and localized electrons [254]. The taticin level here is 1.5176 eV, and the energy of
the donor-bounded electron is ~1.513 eV. See ROB][ Since the excitation energy is above the
energy level of the localized electron, higher &twn density can generate more delocalized
electrons coexisting with the localized electroike delocalized electrons typically carry excess
energy, which makes relatively faster spin deplasiompared with the localized electrons. As a
result, the spin dephasing is manifested by a shdmne due to the increasing population of
delocalized electrons over localized from highetiagh excitation. The delocalized electrons take an
effectiveg factor with a smaller absolute value (to ng¢e 0) as compared for localized ones [163],
and thus there is clear phase shift by changingeiuitation density. The relative phase shift is
indicated by the dashed line, and the correspondammor frequency is given in FIG 6.3-6 (red).
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FIG 6.3-5:Power dependence of TRKR measurements under §npatérized optical excitation. The power of the

pump beam is given on the right side. The poweo m@itthe pump beam to the probe beam is always$ &gb:1, and
only the pump power value is indicated. The presgrdata are scaled from the detected signals bynthieated
coefficients. The dashed line indicates a phask shithe electron spin precession resulting frdm thange of the

electrong factor. The external magnetic field is 374 mT, #malcryostat temperature is 5 K.
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The power dependence of the Larmor frequemcis also given in FIG 6.3-6 far'-polarized (black)
ando-polarized (blue) optical excitation. Clearly tharmor frequency is decreased (increased) for
o'- polarized ¢'- polarized) excitation, which means a reductionhef nuclear field with increasing
excitation power. Based on the three groupguadetermined in FIG 6.3-6 and Equation (6-32), the
power dependence of nuclear field is extractedmedented in FIG 6.3-7 (left axis).
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FIG 6.3-6: Power dependence of the Larmor frequemder linearly polarized (redy; -polarized (black) and

o-polarized (blue) optical excitation. The extermalgnetic field is 374 mT, and the cryostat tempeeais 5 K.
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FIG 6.3-7: Power dependence of the nuclear fiadt @xis) and the electron dephasing time (righs)ax he external

magnetic field is 374 mT, and the cryostat tempeeais 5 K. The nuclear field is averaged trpolarized and

o -polarized cases.
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The nuclear field magnitude is decreasing by ingirgathe excitation power. The nuclear field is
reduced from ~40 mT to ~20 mT by increasing the gqofnrom 3 mW to 40 mW. This is in contrary
with reported dependence of the nuclear field ocitatton power [90, 154]. This might be due to
much weaker excitation there, e.g. the optical patemsity is ~ 40 W/cfas an upper excitation in
Ref. [90] while the value is ~3000 W/éras a lower excitation within the current work. Eolarge
density of optically generated carriers, the etattspin-spin interaction, e.g. via electron-elettro
scattering and exchange coupling, becomes strongkich can accelerate the electron spin
dephasing progress and thus shortens the spinatelaxtime [93]. The spin lifetime is assumed
equal to the dephasing time as mentioned abovethenpower dependence is given in the right axis
of FIG 6.3-7. Generally the spin lifetime is de@ed from ~ 10 ns down to ~1 ns while the power is
increased. By considering Equation (6-31), the tenapin lifetime gives smaller average electron
spin, which indicates weaker hyperfine interactimtween the electrons and nuclei. In addition, the
anti-ferromagnetic electron spin-spin interactioan cdepolarize the nuclear spins, and this
mechanism is enhanced by increasing the electrgulgtion. Then it is expected the generated
nuclear field is getting smaller.

6.3.3 Temperature dependence

In FIG 6.3-8, TRKR measurements are presenteddnyivg the cryostat temperature under linearly
polarized optical pumping. The Kerr rotation isrsfggcantly smaller for higher temperature, which
causes the energy bandgap narrowing [103]. Sireexbitation energy is kept constant (as 1.5176
eV) which gives more excess kinetics for opticggnerated carries for smaller energy bandgap, the
spin injection becomes less efficient at a higlengerature. In addition, since the detected Kerr
rotation signal is from electrons above the Femnel, then the electron population is much less as
compared with the electron population in case sénant excitation, which happens at a temperature
of ~5 K in current studies.

The temperature dependence of the injected elecpam is extracted in FIG 6.3-8 (right axis).

According to g, = g,+ 6.3LE, (eV)[163, 261], wherey, is theg factor at resonant excitation akd

is the energy above the conduction band, the elegtfactor changes to a smaller absolute value.
This is due to the fact thgtbecomes absolutely smaller aBgdbecomes relatively larger as a result
of the bandgap shrinkage when the temperatureisased. This is reflected by the clear phase shift
of the electron spin precession, and it is indiddtg the dashed line in FIG. 6.3-8. Nevertheldss, t
spin dephasing time is of little dependence ontémeperature, in good agreement with previous
studies [163].

The Larmor frequency sequence for different tempeea is presented in FIG 6.3-9. For a cryostat
temperature, the Larmor frequency is determinedbfiih o*- (for each dynamical rising process)
and o’- (for each dynamical lowering process) polarizeditation and the DNP process is also
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monitored. Based on these systematic data, theetietype dependence of the nuclear field and the
DNP formation rate are extracted.

The steady nuclear field is estimated by usingeleetron g factor determined from FIG 6.3-8 and
the Larmor frequency values under ando™-polarized excitation from FIG 6.3-9. The temperatu
dependence is presented in FIG 6.3-10 (left aishuclear field of ~ 40 mT is obtained in the
temperature regime below 10 K. For the higher teatpee range, the nuclear field is strongly
suppressed and almost vanishes at 50 K. This casdréed to two origins: (i) More delocalized
electrons are generated at higher temperature. delecalized electron has a longer DNP time
compared with the localized electrons, so the rancpin polarization rate is reduced. In addition,
the nuclear spin depolarization rate is enhancesl tduthe more prominent role by the thermal
relaxation at higher temperatures. Therefore thelean field after DNP saturation is reduced by
considering a smaller leakage factor from Equaf@t9). (ii) The spin injection efficiency is gréat
diminished in case of excitation highly above tlandgap energy. The temperature dependence of
injected electron spin is presented in the righs af FIG 6.3-10. The extracted spin value is
estimated from the peak-peak amplitude value ai tiere delay for each TRKR measurement, and
normalized by the maximum. The injected electroin sg clearly reduced by increasing the
temperature, and thus the hyperfine coupling sttebhgcomes less. To note, the trend is quite close
to the nuclear field dependence on the temperature.
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FIG 6.3-8: Temperature dependence of TRKR measuresnumder linearly polarized optical excitation.eTtemperature
is given on the right side. The dashed line indisa phase shift of the electron spin precessiba.ekternal magnetic

field is 374 mT.

The temperature dependence of the DNP formatiom isafpresented in FIG 6.3-11. In the low
temperature regime less than 10 K, the DNP formatime is independent on the temperature
change and is kept constantly ~ 10 minutes, wHike tate increases almost linearly with the
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temperature (indicated by the dashed line) beyoddK1l For the free electrons considered in
Equation (6-11), the hyperfine interaction rate laafinear relation with the temperature. Other
relaxation channels depolarizing nuclear spins,hsas thermal relaxation including nuclear
spin-lattice relaxation and quadrupolar relaxatioome into consideration at higher temperature.
The thermal relaxation rate is expected to havieeat relation with the lattice temperature below
the Debye temperature [66] which is ~344 K in G§E3&3]. Thus it is expected the total DNP rate is
proportional to the temperature in case of freeted@s. This is in a qualitative agreement with the
presented data
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6.4 Optically detected nuclear magnetic resonance usirgn on-chip microcoil

To obtain manipulation of nuclear spins in semiamidrs is of fundamental interest for the
emerging field of quantum information processingqn @e side, nuclear spin states can represent
quantum bits [67, 262]; on the other side, theted®@enucleus coupling is an ultimate factor limgin
electron spin lifetime in quantum structures [8872238]. In addition, nuclear spins can affect the
electron spin transport [213-215], and further eaclspins can lock the electron spin states under
resonant electrical or optical excitations [26365 is thus required to attain a powerful and
spatially selective approach for nuclear spin malaifpon, e.g.based on nuclear magnetic resonance
(NMR). It has been shown for different Ill-V semimtuctors that optically [21, 77, 84, 85, 88-92, 94,
266] or electrically injected spin-polarized elects [79, 86, 87] strongly enhance nuclear spin
polarization via hyperfine interaction in companswith conventional NMR. Different experimental
methods have been developed to optically or etsdlyi detect the NMRg.g. highly sensitive
detection of nuclear spin polarization from freeduntion decay signals [72], luminescence
depolarization due to the Hanle effect [21, 77, 89, 85], electrical resistance variance in the
quantum Hall effect regime [86, 87], the effectmeclear fieldBy (namely the Overhauser field)
induced PL spectrum shift [88] or the electron sphecession dynamics, the latter probed by
time-resolved magneto-optical Faraday/Kerr rotafg8r93].

Quite often, the RF field needed for NMR is prodli¢#e®m a Helmholtz coil with a typical power
consumption of ~ 100 W or so [89]. Other approadhekide all-optical NMR making use of the
Knight field from optically generated spin-polarizelectrons [90, 94], or an in-built micro-stripe
which has been hitherto used in the ultralow temfpee regime of ~50 mK [86]. In contrast, an
on-chip micro-coil can generate pulsed magnetiddiep to several 10 mT in the GHz regime with

power consumption down to several 10 mW [193, 267].
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6.4.1 Magnetic resonance in two passages

For considerations of the nuclear magnetizatioreumesonance conditions, the analysis is typically
performed in a rotating frame [66, 168, 268]. Ire tfollowing only the nuclear speciag is
considered close to magnetic resonance while therst; (i # 1) are far from resonance and thus
not affected by the RF field.

In FIG 6.4-1 (a), the rotating frame is chosen aweéhan angular velocitgy parallel toBex. The RF
magnetic fieldBrr is assumed to oscillate perpendicular to the aatdield Bex. In the lab frame,

the RF field is By = XBpCOS@pd ) =B ([X oS of ¥y sing ot H[x cos(t Yy sim(])

with B; = Br¢/2. Herex andy are the unit vectors for each direction axissliset fu| = lake. Then
the RF field can be treated as a sum of two rajatiragnetic fields with the opposite angular
velocity directions, i.ewand w. Generally the latter component is ignored faalgsis since it is
away from the resonance condition dhg; >> B, [66, 268]. Therefore the RF field is simpt; in

the rotating frame. The longitudinal field seenthg nuclear spins isIB =B, -, / 2y, ,, where

Ja is the gyromagnetic ratio for the isotope spedigdn the rotating frame, the effective field seen
by the nuclear spins is

B,, = (| B[ +]4 B|2)1/2, with @ = arctan(% ) (6-34)
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FIG 6.4-1: Nuclear field affected by a RF magndidtd. (a) The effective field seen by the nuclepeciesa; in the
rotating frame. (b) Nuclear field evolution the ghiime regime. The dashed red line indicates tteegssion vector of
the nuclear fielByq; in the rotating frame. (c) Steady nuclear filedhe long time regime. ThecomponenB g1 IS

the stationary Overhauser field in the lab frame.
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In the short time regime, on the time scale shdhan the nuclear spin-spin interaction which is on
the order of 10Qus in GaAs [168], the nuclear magnetization precesseund the effective field
once the RF field is applied. The dynamic nucléaldfBy.; is indicated by the dashed line in FIG
6.4-1 (b). The NMR spectral width measured in tieigime is a reflection of the local nuclear spin
interaction, such as nuclear spin exchange interactdipole-dipole interaction, quadrupolar
interaction etc. [66, 72, 268]. In the resonancgecaf AB = 0 or akr = 2Myqs1Bexs the nuclear spins
precess around the RF fie] in the rotating frame, and manifest as nutatiothanlab frame. The
phenomenon is known as Rabi oscillations, with Radbi frequency ofRaPl = W1B1 = /201 Bre

and an effective nuclear spin dephasing tini&".

In FIG 6.4-1(c), the long time regime is presentdae nuclear filed approaches equilibrium at a new
stationary level under RF excitation. This happens longer time scale, and it is approximated as
the DNP formation time. The nuclear spins experehngperfine relaxation process in the presence
of the RF field. In the rotating frame, the new leac field Byq: is collinear with the effective field
Ber, and it is still along the external fieRBLy by considering the transverse average componehein
lab frame. The magnitude could be written as

Bl'\lal-z = BNalcOSZ @ ) (6'35)

It can be seen, the measured NMR spectrum in ¢igisne is related to the magnitude of the RF field.
The NMR spectral width is a convolution of halftbé RF field and the local nuclear spin interaction
determined by NMR in the fast passage.

The total magnetic field seen by the electron & shm of the external field, the nuclear field not
affected by the RF excitation, and the dynamicdfief the isotope changed by the RF field, i.e.

B (t) = Bext+ZBNai+BNal(t)as described in FIG 6.4-1(b) and (c). By monitorthg dynamic

izl

electron Larmor frequency, the nuclear spin dynaman be extracted under NMR conditions.

6.4.2 Optically detected NMR in n-GaAs

The studied sample is the same as described i8&c8, and the cryostat temperature is set as 5 K
in this section. The NMR experiment geometry iseschtically given in FIG 6.4-2(a). The nuclear
field is generated collinear with the externaldidly using the optical oblique geometry described i
Section 3.4.2. To induce magnetic resonance, athgnmicrocoil is patterned on the semiconductor.
The microcoil used in the experiments has an idm@neter of 19 um and a width of 6 pm as shown
FIG 6.2-2(b). By introducing a RF current throudte tmicrocoil, an oscillating magnetic field is
generated inside the coil with a component perpertai to the external field, and thus NMR
geometry is fulfilled as presented in FIG 6.4-1e®lectrical resistance of the microcoil is nedligi

at low temperatures compared to the 50 ohm termésasgtor. As the microcoil is connected between
ground and the 50 ohm resistor, the electric p@knf the metal stripes is too low to produce a
significant electric field in the studied GaAs &etiayer by the microcoil.
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FIG 6.4-2: (a) Experimental geometry for the TRKReasurements and NMR conditions; (b) Scanning @ectr
micrograph of the microcoil structure; (c) TRKR i) obtained for linear polarized optical excitati@”-polarized
excitation andb™-polarized excitation. For the two latter casesaddtained with and without RF excitation at resue
conditions for théAs isotope are compared. The arrows indicate tlas@bhift with respect to zero time delay, which is

the consequence of the different Larmor frequenaeaich case.

In FIG 6.4-2(c), it can be seen that ft-polarized pumping, the Larmor frequenay increases
from 13.9 GHz to 15.2 GHz, which indicates the eaclfieldBy is parallel toBex. The situation is
just oppositec -polarized excitation is used for the pump beame Overhauser fiel@y should
now be anti-parallel t@Bex, and the Larmor frequency is reduced to 12.5 GHmese results are
similar to what is discussed in Section 6.3.

By introducing a RF current through the microcoithwfrequency 2.72 MHz, which is expected to
be the resonance frequency foks atBeq = 374 mT, a distinct change of the Larmor frequyecan

be seen in the TRKR data: In caseddf(c”) — polarized pumping, the Larmor frequency drops
(increases) to a value afi = 14.5 GHz (13.1 GHz), indicating a significantpd&rization of the
nuclear spins. The Larmor frequency does not re¢hehvalue measured for linearly polarized
pumping as only thé®As nuclear spins are depolarized by NMR, while thelei of the other
isotopes 'Ga, "'Ga) are not noticeably affected. To note, the dejidtion level is almost same for
both polarizations, i.eAp| = 0.7 GHz forc™-polarized excitation andAfu| = 0.6 GHz for

0 -polarized excitation. This means the nuclear fegtiplitude is actually independent on the optical
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excitation helicity. This gives further evidenceaththe equilibrium electron spin is negligible
compared with the optically injected electron s@ind thus the nuclear field at linear excitation ca
be ignored (e.g. see discussions in the beginranggh Section 6.3.1).

To obtain the”As NMR spectrum, TRKR measurements are performeddiiferent frequency
values as presented in FIG 6.4-3. The DNP formatiag ensured to be on the saturation level prior
to switching on the RF field. For each RF frequenttye RF excitation is always on during the
measurements and the TRKR scanning was perfornregriotimes, which totally take around 10
min. Since the DNP formation time has been found minutes for three isotope species in Section
6.3.1, it is expected the DNP formation of eactidpe is shorter than the total TRKR scanning time.
Therefore the NMR condition here is in the longdimegime. For the measurements, the current
amplitude through the microcoil was set to 30 maAr the RF frequency of 2.72 MHz, there is a
maximum phase shift indicating the strongest nucdgan depolarization at (close to) the resonance
center. The phase shift becomes smaller as thed@bdncy is away the center frequency.

Ry, 91 e 260 MHz
Rew] @ 2.66 MHz

1 268MHz

{9 270MHz
e, 1 @ 2.71MHz
®1e 272MHz

] ¢ 273MHz
] 274MHz
5] @ 2.76MHz
1o 277MHz
R, ] 278 MHz
R, R ] @ 2.85 MHz

)
(2] ~ o

[$)]

Kerr Rotation (a.u.
N w E

—
TTT

_I¥I, 1 L 1 I L L L L I 1 1 1 1 I 1 L 1 1 .."".""“'" I Il L I 1 I -... 1
0 1800 2000 2200 2400 2600 2800
Time delay (ps)

o
IREER

FIG 6.4-3: TRKR measurements under RF excitatiordifferent frequency values. The frequency is giea the right
side. The arrow indicates a maximum phase shifttfar °As resonance at 2.72 MHz. The optical pumping is

0 -polarized and the external magnetic field is 374 m

The NMR spectra are given in terms of extractedriarfrequency values, which are plotted in FIG
6.4-4(a) for botho™-polarized ando™-polarized optical excitation. The NMR featuresatif three
species of isotopes are observed by sweeping thieelg&ency. The center frequency of each NMR
peak follows well the relation of, = ysBexs Whereyy is the nuclear gyromagnetic ratio for the
isotopea (a : °°Ga, "'Ga and’®As). The NMR spectral linewidth is between 20 khizl &0 kHz and
thus much larger than expected due to the dipgleleibroadening in bulk GaAs [269], which
suggests resonance saturation conditions [66] dsaw@ contribution from the RF field in the long
time regime.
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At the center frequency of each NMR spectrum, thenge ofay corresponds to a reduction of the
total Overhauser fiel@y by Bng for each isotope species The sum ofByg for all three isotope
species is comparable to the total Overhauser Bgld his indicates complete spin depolarization of
the specific isotope for each NMR resonance. Istergly, the measured ratigy,/By does not agree
with the theoretically calculated valugy " sais expected to be less thBR®%sain pure GaAs crystals
from Ref. [77], in obvious contradiction to the reaeed data. A8ng ~ fiuBne With by being the
calculated nuclear field (see Section 6.2-3) fomplete spin polarization, we attribute this to a
nuclear spin leakage factty, which is varying for different isotope speciefeTspin leakage factor
fie i1s defined in Equation (6-19) written &§ = (1+Zhtpai(a)/ rimf-dep(a))'l, where fhpo(a) is the
nuclear spin polarization time arghqe(Q) the depolarization time constant, which competgh

the DNP process via any nuclear spin relaxation ncbks. Isotope specific values of
Thi-pol(0)/ Timt-dep(01) Can arise in case of nuclear spin relaxationguiadrupolar interaction, whereas
nuclear spin relaxation by thermal vibrations camieglected at 5 K [250]. It is thus suggested that
the ionized donors in our n-GaAs layer induce &ctekal field gradient. This is statistically varg,
e.g., due to trapping, hopping or recombination etdéctrons, and interacts with the nuclear
quadrupole moment thus causing nuclear spin retaxd253, 270]. This apparently results in a
larger leakage factor for tHéGa as compared to tii&Ga isotope, in agreement with earlier results
[270]. Considering the theory given in Ref. [7T]can be extracted from the experimental data that
the leakage factor relation between the isotop&Sisf*%cafi \ca= 20:16:25.
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FIG 6.4-4: (a) Optically detected NMR 6#s, ®*Ga and’’Ga aftero™- (balls) ands™- (squares) polarized excitatidBey
is 374 mT and the current amplitude 30 mA. Red lines are a guide to the eye. (b) N0bIRAs and’*Ga atl = 0.5 mA.

Vertical lines indicate the expected spectral 8ptitdue to the local quadrupolar field.
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A further hint of the impact of quadrupolar intetan generated most likely by ionized donors is
presented in FIG 6.4-4(b). By decreasing the ctiraamplitude to 0.5 mA, the NMR linewidth of
As and’*Ga is reduced to ~10 kHz, and no clear Knight shiftbserved fos™ ando™ excitation.
Apparently, the line shape of the NMR resonanceh@nged now. In case of a donor-induced local
guadrupolar field [85, 270], a resonance broadepningven the occurrence of distinct satellites are
expected, depending on the linewidth caused byntlodear dipole field [269]. By using the values
summarized in Ref. [253] with the Bohr radiusagf= 10 nm, a quadrupolar fieBg is ~ 0.3 mT is
obtained for''Ga, while a value of ~ 0.4 mT is found Bo("°As). The expected splittings of the
NMR resonances are included in FIG 6.4-2(b) asaadrtines. In spite of our limited signal to noise
ratio, it is concluded that the broadening of thBIR resonances for low RF fields might be
attributed to the local quadrupolar effects. Frdma literature [87, 270], a smaller magnitude of the
resonance satellites is expected for {&s species as compared to th&a one, in qualitative
agreement with the presented data.

To address the coherent dynamics of nuclear spiabi oscillation measurements were performed
for the ”°As nuclei, as shown in FIG 6.4-5. In this kind &periments, a RF pulse triggers a coherent
absorption-emission cycle between nuclear spirestaf the’°As nuclei, which are energetically
separated due to the external magnetic field [66ls, the nuclear magnetization direction can be
controlled by the RF pulse width under resonangelitmns. In this case, the NMR is in the short
time regime. To suppress the current-generateddRkiFihhomogeneity [193], a pinhole was used for
probing the spin dynamics within a range of lesntts um in the center of the microcoil. The
applied RF pulse sequence has a frequency of 2H2 &hd a current amplitude of 30 mA.
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FIG 6.4-5: (a) 2D plot of the TRKR data f6tAs Rabi oscillations. The upper panel is obtaindth w*-polarized
excitation and the lower panel is obtained vatfpolarized excitation. The RF current amplitud8@smA at a frequency
of 2.72 MHz. (b) Extracted Larmor frequency vs Rise width. The extracted) data are fitted by damped cosine
functions (lines). The RF pulse is indicated in iteet.

126



Chapter 6. Local manipulation of nuclear spins semiconductor

As presented in FIG 6.4-5(a), the TRKR data ardtgidioversus the RF pulse widthg, which is
given in the vertical axis. Pronounced phase @gmihs of the Kerr rotation signal can be seen by
varying 7z, under botho™-polarized excitation and™-polarized excitation. FIG 6.4-5(b) presents the
extracted Larmor frequency for eagk: By fitting the data with damped cosine functiobhgan be
determined that thEAs nuclear magnetization coherently nutates wiitai frequency ofgap > ~

4 kHz. Clearly by ar pulse (~ 10Qus) control, the nuclear magnetization is rever&dusing the
relation offf®sas = 1/2)45as Brr, Bre is estimated to be ~ 1.2 mT. The effective depttpsime
TR is estimated ~ 20Qs, which is close to the literature value for GaAshe adiabatic regime
[89].
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7 DYNAMIC NUCLEAR SPIN RESONANCE IN A
SEMICONDUCTOR

The chapter addresses dynamic nuclear magnetioaese in n-GaAs, mainly with respect to the

observed optically forbidden magnetic resonancerion. The local nuclear spin interaction is

introduced regarding the nuclear magnetic moment @re nuclear quadrupole moment. The
multi-spin magnetic resonance is explained accgrtinthe local nuclear spin perturbations, and the
multi-photon absorption due to the tilted RF exaita is discussed. A two-level model is given for

the measured nuclear spin dynamics, describing itbherplay between the dynamic nuclear

polarization via hyperfine interaction and nucle@in depolarization due to magnetic resonance
absorption. Comparing the characteristic nucleam splaxation rate obtained in experiment with

master equation simulations, the underlying nuclspin depolarization mechanism for each

resonance is identified.

7.1 Local nuclear spin environment

Nuclear magnetic resonance (NMR) represents a igebnwidely utilized to address nuclei in
various materials, e.g. in order to analyze thallociclear spin environment [66]. Recent prograss i
quantum information processing requires an in deptberstanding of nuclear spins [43, 262],
particularly in semiconductor quantum structurefiese the nuclear properties are varying on a
mesoscopic length scale. The local quadrupolarant®n is found so strong that the concept of the
nuclear spin temperature cannot be valid [95-9i].adldition, the Knight field is demonstrated
non-uniform as a consequence of the inhomogendeasan wavefunction in a quantum dot [98].
The ability of dynamic nuclear spin polarizationavhyperfine interaction with spin polarized
electrons greatly facilitates access to the nudgars in semiconductors via NMR experiments [21,
72]. These results give insightg. into the dipole-dipole (DD) interaction streng®0[ 99] or the
impact of the nuclear quadrupole (NQ) interactiomder a local electrical field from atomic
distortion [21, 100, 271], doping (defects) [85]sbrain [87, 272]. Such local perturbations canseau
a mixing of nuclear spin states and thus inducécalbg-forbidden [79, 99, 100], non-fundamental
magnetic resonances by radio frequency (RF) alisarpt

Usually, the properties of the nuclear spins areaeted from either spectral features of the NMR
signal, like spectral broadening and spectral shiftspin-echo type of experiments. In this wag, th
nuclear spin information is typically analyzed aseault of the total local nuclear spin interaction
e.g. including both DD and NQ interaction. Since tptically forbidden NMR originates from the
local perturbations, the nuclear spin resonanceahasaracteristic transition rate determined by the
perturbation strength. Therefore new insights @nltical nuclear spin interaction in semiconductors
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are expected by investigating the transient nudear dynamics under non-fundamental resonance
conditions.

For the local nuclear spin environment in solitig, huclear dipole-dipole magnetic coupling and the
nuclear quadrupole interaction are considerederfalowing.

7.1.1 Dipole-dipole interaction

The interaction of two magnetic moments is knowndgmle-dipole coupling. Two neighbouring
nuclei can interact with each other via nuclean gppole-dipole coupling. In FIG 7.1-1, the relativ
space relationship is given for two nuclei, nucléuand nucleus 2 in both rectangular coordinates
and spherical coordinates. The nuclear spin ofeuscll isl; and isl, for nucleus 2. The nuclear
magnetic moment for two nuclei are respectivelyegias

=Yl

: (7-1)
M, =Y hl

where h is the Planck constanhE& 277), andyns, Va2 iS the gyromagnetic ratio for nucleus 1 and
nucleus 2, respectively. The dipole-dipole couplyegween the two nuclei is

HA _&(/}1 D}z _3(:[‘1 EI?)(1&2 Eﬂ)]' (7-2)

DD-12 4]7. r3 r 5

wherer is the radius vector fromn ande, andip is the vacuum permeability.

A Z

FIG 7.1-1: Coordinate representation for two nyateicleus 1 and nucleus 2. The coordinate of nscke(with nuclear
spinl,) is given relative to nucleus 1 (with nuclear shinat the origin. The relationship between rectaagobordinates

X, ¥, zand spherical coordinateg, gis indicated.

Using spherical representatives, the dipole-diptdeniltonian above can be rewritten as [66, 268]
Ho Vo nd?
H =20z _(A+B+C+ D+ E+ F), (7-3)
r

DD-12
47

in which each item is expressed in terms of theimgiand lowering operator as
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A=1,l,,(1-3cod0)
1

B= _Z(fbfz— +1,17,)(1-3c0g0)

N I N
C:—E(IBI22+I12I 2+)sm@ cogle "’

Binn Ay . (7-4)
D:—E(u o +11) 5 )sing cogie”

A A

E= 2 I, 1, Sin® 0g™'%¢
F= —% I, sin?ge'?

Here the nuclear spin eigenstates are definedeiz-#xis direction, i.e. parallel to the external diel
Bex The first item (A) directly contributes to the aleiar spin energy level, while the left (B ~ F)
items can perturb the eigenstates so that the awusiens are mixed. These elements are responsible
for optically-forbidden NMR, which break the seiectrules for spin state transitions.

2
The strength of the dipole-dipole coupling is estied to be on the order efi% For the
7T

nucleus 2, it can see an effective dipole fiegg, :Z—;y;—gh from nucleus 1. For one nucle(f&s
located in a GaAs crystal, the nearest neighbouatens is oné°Ga or "*Ga nucleus. The atomic
distance ig = 0.4333, 4 (See Section 2.1), wheeg, is GaAs lattice constant with o = 0.56 nm.
Then the dipole field from one nucleusBgp = 0.05 mT. In the presence of an external magnetic
field Bex, ONne nuclear spin performs nuclear precession aitertain Larmor frequency. Since the
precession frequency is not same for unlike nudears, the effective dipole field is random, which
allows flipping the nuclear spins. It thus can beated as a fluctuating local field. In the NMR
spectrum, it is manifested as a linewidth broadgwinthe RF resonance absorption [66].

In principle, one nucleus interacts with all nudleithe crystal by dipole-dipole coupling. The DD
Hamiltonian is a sum of all over the nuclei

H oD — Z H DD (7-5)

i%]
The DD interaction is proportional t&, so that the magnitude of the effective dipolédfieanishes
quite fast for nuclei far away. Typically the nestr@eighbour nuclei and the nuclei next to the
nearest neighbour are accounted in Equation (7.5).

7.1.2 Quadrupole interaction

As one nucleus carries a certain charge, it carant with an electrical field. If the nuclear ohpes

have a non-spherical distribution, the nucleus uyaks a quadrupole interaction [268, 273].

Here the consideration is for a nucleus of atomienber N, and total electrical chargle is

distributed over the nuclear volume with a chargasity o(x, y, 2). The nucleus center is set as the
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origin position (0, 0, 0). The electrical potentialgiven byV(x, y, z2) which is determined by all
charges other than those of the nucleus underdergions. The electrostatic energy for the nuclear
charges can be expressed as

=[x y. 2V(% ¥ 3 dxdyc (7-6)

By using the Taylor expansion for the potenti@t, y, z) relative to the nuclear center, one obtains

: jp(x,y,z)dxdyd{ WZ(Z\’J | —Z(GWJ X*} 7-7)

I

Here the notation is used &= X, X2 =Y, X3 = z. The subscript “0” indicates the derivatives are
evaluated at the origin and thus it can be takesidel the integral. Then the electrostatic eneayy ¢

_ W) iy o0V, _
H“_Ne\é?'{a&lu;q[6%0&]; | Y

Wherejp(x, y, 2 dxdydz N, and the two definitions are given

be represented as

= Ip(x, Y, 2 X dxdydz
= [ p(x v, 9 x x dxdyd

in which P; is known as the electric dipole moment a@@ is known as the electric quadrupole

(7-9)

moment tensor.

In Equation (7-8), the first expansion is spin-ipdedent, and thus it is out of interest here. The
second expansion is demonstrated to vanish dueetodd parity of the nuclear charges. The third
expansion is the focus here, namely the quadruptéeaction between the nucleus and the electric
field. The neglected fourth expansion known asteteoctupole term vanishes and the higher orders
are neglected due to much less contribution condparth the quadrupole interaction [273]. For the

spin-related terms in the electrostatic energynindear quadrupole interaction is dominant, amd th

nuclear quadrupole Hamiltonian is obtained as

1 o | . a V
==>» Q. V., with V = 7-10
2%: ek K (axja& l (7-10)

Since the electric field is given E§:—g—v, the termVj is just the negative derivative of the
X

electric field by usingV, (6?(123;( l = a‘;( GVJ —%E; . The quadrupole energy is actually

]
given by the interaction between the nuclear gyamlrumoment and the electric field gradient. As
convention for simplicity, a new quadrupole momemsor is defined as
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Q=3Q/ -9 2. Q" (7-11)

wheredk = 1 forj =k anddx = O otherwise. The nuclear quadrupole HamiltommBquation (7.11)
becomes

o =g 20N 3 QI Y) (12)

The discussions above are valid for an arbitragrdimate systermyz Now the nuclear spin effect is
introduced. The nuclear spin eigenstate is def@®dhe nuclear spin component along zkeis
direction parallel with the external magnetic fi@g; which energetically separates the nuclear spin
sublevels.

From a semiclassical point of view, the externarges giving the electric field gradient interact
only with the temporal average of the nuclear chadgstribution. Because the nuclear charges
precess rapidly around the direction of the nuctgn, the nuclear charge distribution is symmetric
to thez-axis, and thus it can be expect@d = 0 in case of # k, andQ11 = Q2. On the other hand, it

is satisfiedQi1 + Q22 + Q33 = 0 by checking Equation (7-11), so one obtdigs = Q, = -1/233.
Hence all quadrupole components in Equation (7€E2) be expressed in terms @3 which is
referred to the nuclear spin axis.

Consider a nucleus with a nuclear spinthe quadrupole momeR based on Equation (7-9) and
(7-11) is defined as [273]

eQ:< ¢|z | Q3 |¢|z >
=[ 2. (x, v, 2(32 ~ #) dxdyd

Here @, is the nuclear wave functign,(X, vy, 2) is the charge density distribution for the nuclggin
statel,, andr? =x* + y?* + Z2. As convention, the nuclear quadrupole momeneisoted in units of

(7-13)

the proton charge, and it is with a form o&Q as appeared in literature. dk(x, y, 2) is spherically
symmetric, the nuclear quadrupole moment is proguat to (3 — r?) which is equal to zero by
volume integration. This is the case for nuclean $p= 0 orl = 1/2. For the nuclear spin numbex

1, the nuclear charge has an asymmetric distribufidve eQ is positive for an elongated charge
distribution, and negative for a flattened disttibn. The nuclear radius, is typically on the order
of 10*°~10™ m, and the nuclear quadrupole moment is estima®&d ~ 10%® m?[268, 273]. In
general, it is larger for heavier nuclei than lghbnes.

By careful quantum-mechanical treatments, the mudgadrupole Hamiltonian in Equation (7-12)
can be given as [273]

Hio = GHZ Z(( )_%P}” (744

A more detailed expression is given Ref. [253]
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q _ eQ r2_
Hyo(R) —m{vzz( R |:3|z Il +1)]

+V, R[fz(f++|“_)+(|”++|“_)|“Z}4v AR @)
#2 Vi BV (R 12+ 7], [ 1217

Here the space vect& refers to the general position for one nucleusafye there is NQ-induced
energy splittings between different nuclear spmedse of non-zerd,; (R).

In a perfect crystal with cubic symmetry, the diliectield gradient vanishes at the nucleus site. An
appreciableVjx can appear once the crystal symmetry is brokem. dfgstals lacking inversion
symmetry center, e.g. GaAs, the quadrupole interacan become non-zero by introducing local
atomic distortion [100, 271], applying a huge ergdrelectrical field [274, 275] or generating strai
in the crystal [87, 272, 276, 277].

FIG 7.1-2 gives the configuration of the electigld E and the magnetic fielex The crystal axes
lie in the new coordinate systexiY’Z’, in which the electrical field is given &= (Ex, Ey', Ey)

by the component on each axis direction. The abgl@eerE and theZ'-axis is 6, and isg between

X' and theEZ'-plane. As defined already, the magnetic fields lia thez-axis direction in thexyz
coordinate system. Similarl§ and ¢’ are the angles betwe&q,; and theZ-axis and betweelX’
and thezZ-plane, respectively. Then the tensor of the eledteld gradient in thexyz coordinate
system can be represented by the electric fieldooornts inX' Y’ Z'-coordinates as [253, 278]

Vv -sin®' sinp’ —sin?' cog’  co¥ sip2

v 0 0 -sin2

Vyy sin' sing’  sin2' cog' sfro’ sin2 | Ex

sz =| cos¥' cop - cod sip stti  cos?2 || B |Ra (7-16)
v E,.

Ve cos®' siny  cos@ cas % sig2 sip2" °

V . . .

a4 -sind’' cosy' sirf’ sing’ cog)' cos@

in which R4 is the antishielding factor given in Ref. [253827
Therefore the nuclear quadrupole Hamiltonian camarmdytically estimated by Equation (7.15) and
(7.16). For a simple case of the magnetic fieldajpar with the crystal axisBex// Z'-axis, which
meansd = 0and¢ = 90°, the non-zero components\4f are
ny :_R4F7:_ R4 Ecosd
V,, =-R,E, =~ R, Esind sing (7-17)
V,, = R,Esiné cosp

It can be seen that the NQ-induced energy levelsiagenerate for different nuclear spins. Buit stil
the nuclear spin eigenstates are mixed by the N@ibations. This spin state mixture can give rise
to the non-fundamental NMR in case of resonant ®iit&ion, which is similar to the arguments for
DD coupling in Section 7.1-1.
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In the NMR experiments performed in Section 6.4 #xternal magnetic field is applied in the
in-plane direction, while the accurate directiothmespect to the crystal axis is uncertain. As a
result, the componen{,;, can contribute an additional energy, to modify thelear spin energy
levels in presence ®ey:

The nuclear spins magnetically interact with thdéemal field as nuclear Zeeman interaction

well-known as
HZ = _gnluNI |:Bext’ (7'18)

whereg, is the nucleag factor anduy is the nuclear magneton

FIG 7.1-2: Geometry of the electric field and th@gnetic field configuration. The crystal axes lie the X’Y'Z’
coordinate system, and the magnetic field is palrtdl the z-axis direction in the/zcoordinate systenx{ andy-axis are
in theX'Y’ plane, not depicted). The angular positions efekternal fielB., and the electrical fiel& are indicated in

theX'Y’Z' coordinate system.

Compared witlHz, the NQ interaction is rather weak, and thlyg, is considered only by first-order
perturbation. For a system with nuclear spih 8f3/2 (e.g. GaAs), the effect of the NQ interactim

the NMR spectrum is schematically presented in FIG3. In the absence of the NQ perturbation, the
energy splitting is the same between nuclear sgtes ofAl = 1. Thus there is only one center
frequencyf = AE/h = gntnBex/h for resonance absorption. In the presence of auai@adrupole
interaction, the nuclear spin energy levels arewmaformly shifted, but with a same amount defined
as Aq. The energy splitting can be thus changed Ay. @he sign of the energy shift can be judged
from the first term of Equation (7-15), and it gsv&g = 1/128Q\;, by performing calculations. As a
result, the NMR spectrum is split into three resmacenters, the original one and two satellites.
The latter are shifted to frequencies fof (Af), in whichAf = 6Ag/ h.

By expanding the expression in Equation (7-16)ait be obtained
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V,, = R,(sin2' sing'E,.+ sin2' cog'E,+ sfy' sin2E, )

7-19
=R,|E|(sin ' sing’ sird cop+ sin@ caed sih s Sl sipi2 Gos )( )

In order to make a rough estimation, the magnita@pproximated as

V, =A<V 7> :é R,|E|=0.430R, E, with (7-20)
, (RM|E|)2 Jjn (sin ' siny’ sird cog+ sin@ cos oh sk 5 sipi2 6odjdy’dody
<sz >= T
[ dordy'dody
I, H; H7 + Hyq
b 32 g
gn:u.\IBext gn:uNB ext T 6AQ
-1/2
gn:uNBex
t gn:uNBext
+1/2
-//B . gn/uNBext ’ I
+3/2 gwu.\JBext - 6AQ
3 4 3
NMR spectrum l | I
¥ -4 14

FIG 7.1-3: Quadrupole splitting of the NMR for neat spinl = 3/2. Top: spin energy sublevels. Bottom: NMR
spectrum. Only center frequencies are indicated. NQ-induced energy splitting gives the NMR satedli The number

indicates the expected relative resonance strdogtach satellite.

In the studied n-GaAs sample, the ionized donors generate local electrical fields. As a rough
estimation, the electrical field is considered aistance of the Bohr radiuRk{|=ag = 10 nm) from

1
the donor. The electrical fie|IE[|=—4Iel H—aBz =1.1x10 V/m, in which ¢ is the ionized donor
nee,

charge,& is the vacuum permittivity, anéis the dielectric constant of GaAs. In order ticokate
the NQ splitting of °As as an example, parameters summarized in Ref.@83usedQ("°As) =
0.314*10%® m?, Ru(""As) = 3.2*10? m™. The quadrupole interaction for each nuclear spéte is
[Hnol = 3Ao("°As) = 1/48Q("°As)V,, = 1/40.438QRE| = 1.9x 10°°J. The frequency shift in NMR
is expected a&f("As) = 6Aq("°As)/h = 5.7 kHz. This energy splitting can be treated kkeeffective
quadrupole field defined aByo("°As)| = Hnal/gnin = 0.39 mT. By similar calculations, for the other
two nuclear species, one obtaif§*°Ga)= 5.7 kHz,Af("'Ga) = 6.8 kHz,|Bno(**Ga)|= 0.28 mT and
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|BNQ(7lGa)|= 0.26 mT. The calculation results are in qualimtagreement with the experiment
results presented in FIG 6.4-4 (Section 6.4).

7.2 Dynamic nuclear spin resonance in n-GaAs

The experimental configuration has been presemddG 6.4-2: the direction of the external field
Bex: IS defined as the-axis direction, and the microcoil is patternedtop of the semiconductor
surface. The generated on-chip RF fi@dr is in the x-z plane. In this case, the nuclear spin
Hamiltonian is written as
H = Hz + HRF:_gnluNI mB ext+B RF)
[, +1 7-21
("—‘)B ( )

2 RFtran Co® RIE:|

= 0oty | (B * BRF—IongCOS(a)Rr—t) >

Herel is the nuclear spin, ardkr is the Hamiltonian contributed from the RF fieldhe longitudinal
component of the RF field (collinear wiBex) iS Brr.ong @nd BrrwraniS the transverse component
(perpendicular tdBey). The transverse part &fzr contains the raising and lowering operators, and
thus it can flip the nuclear spins. In the conditiof resonant RF excitation, i.ekr = 2my,Bext,
fundament NMR is induced. The selection ruldlig= 1 for nuclear spin state transitions in case of
fundamental NMR. This is what observed in FIG 6.454ction 6.4).

15.5 Wﬁﬁhﬁhﬁﬁwﬁhﬁhﬁﬁﬁﬁnﬁ%ﬂﬁm
T B wy :
(:5 1/2%Ga
~15.0 - 289G
~ 1/2" ' Ga
O 69 .
S [ 9 o excitation 75AsegG.a Ga''Ga e ]
2 14.5[ 756 As - ° s’ Ga Ga -
@ L linear excitaton 1
= 1 13.9 GHz T
o . ex0|tat|on |
g ]
m —

1.31. 2.4 4849545565 76778687 9.7

RF frequency (MHz)

12.5

FIG 7.2-1: Optically detected NMR undef - polarized optical excitation (balls) awd - polarized optical excitation

(squares). The horizontal dashed line indicates émmor frequency measured under linear polarizeitaion.
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By varying the frequency of the RF field, nucleguinsdepolarization is observed at different
resonance frequency positions. The Larmor frequencis clearly reduced (enhanced) f®r (¢
optical excitation. The observed NMR results arespnted in FIG.7.2-1. They can be classified as
four types: (1) fundamental NMR at frequencie$,of yoBex: [21, 72, 77, 79, 85, 87, 89, 98, 99, 222,
272], wherey, is the nuclear gyromagnetic ratio of isotope sp&ej (2) two-spin NMR involving
one isotope species at 279, 85, 99] ; (3) two-spin NMR involving differéispecies of isotopes at
(fa1 + fa2) [79]; (4) half-harmonic NMR at 1f2[79, 100, 271, 279].

In order to understand the occurrence of the noddmental NMR, the total nuclear spin
Hamiltonian is written as:

H =H,+H, +H+Hy +H, (7-22)

Q

The first two terms refer to the Zeeman energythedhyperfine interaction, respectiveNgr is the
perturbation arising from the RF magnetic fidhhp is related to the dipole-dipole interaction, and
Hno represents the nuclear quadrupole interaction.

7.2.1 Non-fundamental NMR from local perturbations

The non-fundamental magnetic resonance, i.e. two-sp two-photon resonance, breaks the
selection rule. Basically it originates from logadrturbations, either crystal properties or experitn
geometry.

* Two-spin nuclear magnetic resonance

The two-spin NMR indicates the nuclear spin stededition ofAl, = 2 by absorbing the energy of
one RF quanta. This can be explained by consigléhie nuclear spin environment, concerning to
DD interaction and NQ interaction. From Equationst] and (7-15), there are off-diagonal elements
in eitherHpp or Hyg, So that the orthogonality is broken for the naclepin eigenstates defined
along the external field. The extent of the statetume is determined by perturbation strength with
respect to the Zeeman energy splitting [99], ibo{AH,)® ~ Bex? and Hyo/AH,)® ~ Bex>. Here
AH; is the Zeeman energy splitting between nuclear sfates which can be coupled by the local
perturbations. IHpp given in Equation (7-4), the tern@andD contain the first order df. or I,
and thus they mix spin states wiih, = 1 for two neighbouring nuclei. The termsandF contain
the second order of or I, and thus they mix spin states with = 2. SimilarlyHng can induce state
mixture between nuclear spins with, = 1 andAl, = 2 according to Equation (7-15), but only for
one nucleus.

In FIG 7.2-2, a schematic explanation is giventfa two-spin NMR either due tdpp or Hyo. In (a),
the DD interaction couples nucleus 1 and nucleuslt®e nuclear spin states alg and Iy,
respectively, and it is denoted &g, |l.>. By considering th€ or D term inHpp, there can be spin
state mixture betweeny], 1.~ and |1, - 1, 1,2~ (lower-right channel),l{;, 1. and |1, 12, - 1>
(lower-left channel)l{,- 1,1~ and |1, - 1,15, - 1> (upper-right channel), dij 12, - 1> and |1, - 1,

lo, - 1> (upper-left channel). The mixture channeliridicated by the dashed double arrow. In
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absence of RF excitation, such spin state mixtre a dynamical equilibrium. As can be seen from
Equation (7-21), the transverse componeniti@f contains the first order df or I, there could be
spin flips of Al, = 2 according to th€ or D term inHpp, If the RF excitation has a frequency

foe = (701t 702) Bew= (f, + f, ), the two-spin NMR is induced. A similar argumestapplied for

Hno to generate two-spin NMR as shown in FIG 7.2-2 (b)

For the DD interaction, spin coupling can be betweeighboring nuclei of either the same isotope
species or between two different kinds of isotopasich allowsHpp to induce NMR at % and at
(far + fo2), respectively. The nuclear quadrupole interacwory involves one nucleus (for each
isotope species in GaAs the quadrupole momentnszeo),Hng can consequently induce thg 2
resonance.

@ 1,1 L,-1>

| |
ﬂ‘lﬂl,» v

A
'y \ | H
|Ilz, [22_1> P', RF \N lIlz_l,I2z> : RF
| ? v
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FIG 7.2-2: (a) Two-spin magnetic resonance pertlithedipole-dipole interaction which mixes the rassi spin states of
neighbouring nuclei, 1 and 2. The isotope speciasicleus 1 and nucleus 2 can be the same or eliffe(b) Two-spin

magnetic resonance perturbed by nuclear quadrumtelaction, which mixes the spin states for oneleus.

* Two-photon nuclear magnetic resonance

The half-harmonic resonance atfi/8uggests two-quanta RF absorption for spin tramsitofAl =1,
which stems from the oscillating RF field oblique the nuclear field [280]. This geometry can
happen in case of either strong nuclear quadruptdeaction with the crystal field if the applied R
field is perpendicular t@Bex [21, 100, 271]or the applied RF field is intentionally oblique By
[279]. As the quadrupole field around donors idlmorder of 0.1 mT [222] (also see Section 7.1-2),
which is quite small compared wiByw: = 374 mT, this hardly changes the parallelismBefandBe:
However, the transverse field componBat.ian vVaries within the microcoil center and can achieve
values on the order of 1 mT in the metal vicinitjiile the longitudinal field componegr.iong iS
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slightly spatially dependent (see Section 3.1)sTresults iBy being oblique to the total RF field.
Therefore this spatially inhomogeneous RF fieldnfréhe on-chip microcoil is ascribed to be
responsible for the 112 NMR.

FIG 7.2-3 presents the oblique configuratiorBgf; andBgrr. The left side gives the tilted RF field
With Brr.iong= ZBrr-ond80S(@ket) and Brryran= XBrrtradG0S(aket), Wherex and z denote the unit
vector forx-axis andz-axis direction, respectively. The tilting angledisfined asp= arctanBgre-trad
Brr-iong)-

BRF—tran BRF-tran(t) X I {\ a)r
A

vy« \ <

Bext
> >

Blong = Bext h a)r/2n70t + BRF_]ong(t)

BRF-long

FIG 7.2-3: Configurations of the external magnéigtd and the RF field for generating two-photon RMLeft: the RF

field is tilted with respect to the external fieldight: magnetic field in a rotating frame with angular velocity ofw.

Similar to the treatment in FIG 6.4-1 (Section g&)otating frame with angular velocity af is
used here, as presented on the right side. Theldagitudinal magnetic field becom®&gng = (Bex: -
w21y + Brriond80S(@ket)) and the transverse magnetic fieldBign = 1/2BRre-trad( X[B0S((@kr -
a)t) +ySin((ake- awt)). Now the angular velocity is chosen to be [279]

@ = O+ 27), Ber 100 [0S et (7-23)
Then in the rotating frame, the longitudinal fietd
BIong = Bext - wRF/ 27Tya ’ (7-24)
and the transverse field becomes
B, = 2 tﬁx 605CLAEEY. ingy )y CSinCLA R sing, ¢ )} (7-25)
O Drr
in which the phase is obtained by integral fordhgular speed on time
t _ t — _ZnyuBRF-Iong H

RF

By using the Taylor expansion for sine and cosumecfions and keeping the first order Br.iong
the transverse field is approximated as
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DZR% BRF-Iong BRF-tran

20ge

B =Y [Sin(ewg.t) (7-27)

By comparing Equation (7.24) and Equation (7.27)¢an be seen that the magnetic resonance
condition in the rotating frame isikr = 2MyuBiong. It turns outfrr = 1/2yBext = 1/2f4, Which is just
the half of the fundamental resonance frequencsthEr the magnitude of the resonance field is

|B _ BRF-longBRF-tran — BRF2 sin(ﬂCOSﬂ (7'28)

tran| - 2 Bext 2B

ext

This indicates the resonance strength is reducethdrgasing the external field, with a similar
dependence 0Bex: as two-spin resonance. In case of a RF field pelipalar to the external fieldy

= 9C) or RF field parallel to the external fielgp € 0), no two-photon NMR is expected. Since the
transverse field generated by the microcoil cary gmeatly from the center to the metal vicinityeth
resonance strength can be expected to differ mudtifarent areas inside the microcoil. This might
explain the non-uniform resonance level for the sneed 1/2; NMR in FIG 7.2-1.

7.2.2 Nuclear spin dynamics under non-fundamental magnetiresonance

Two typical TRKR data sets obtained under RF resoc@aonditions are presented in FIG 7.2-4(a).
The arrows mark the time when the RF field wasaveitl on. In case of the fundameritdls NMR
(upper panel), there is an abrupt change of the Kxd¢ation signal after switching on the RF field,
while for the”’Ga’°As resonance (lower panel), the TRKR signal chaoges time scale of minutes.
The variation of the Larmor frequeney with lab time after switching on the RF field iltbed for

a few selected resonances in FIG 7.2-4(b). Eackeccein be roughly fitted by a mono-exponential
decay with a nuclear spin relaxation (NSR) timestant 7ysg(exp) as summarized in Table 7-1. For
the fundamental resonancassg(exp) is much shorter than 1 min and limited by é&xperiment
setup, i.e. the time needed for recording one TRKRe. In case of thefand the 1/ resonances,
Tnsr(€Xp) is on the order of 1 min, while for thig;(+ f42) resonances, time constants between 2.4
min and 4.2 min are extracted from the data.

It has to be noted that the nuclei are always exgha® polarized optical excitation and thus
experience DNP formation during the measurementsis;T the nuclear spin dynamics can be
described by a two-level model as shown in FIGY The nuclear spin polarization with a raml
caused by the hyperfine interactidi competes with the depolarization due to RF abgworptith a
rate 7gep . The rate equation for the dynamic Overhaused il

dB, _ B,-B _B (7.29)
dt T

pol Tdep

Here, Byo is the Overhauser field in case of DNP saturat®y.solving the equation above, the
nuclear spin relaxation rate and the reductionhef ®verhauser fieldBy at resonance conditions
are obtained as
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-1 -1 -1
TNSR - (Tpol +Tdep)

(7-30)
ABN = BNO/(1+Tdep/Tpol)
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FIG 7.2-4: (a) 2D plot of the Kerr rotation datdneTcolor code describes the amplitude of the Kignas and the arrows
indicate the lab time, where the RF field is swéitton. The data for the upper plot are obtaingtes’As NMR, while
the lower plot represents the data recorded for ¥&’’As NMR. (b) Larmor frequency versus lab time foffetient

resonances (symbols). The solid lines are mono+exuidal fits.

NMR Tgep
- . TNSR (exp.) Tpol
time (min. D-D NQ Biran
“Ga As 4.2 6.6 6.0 ] ]
"Ga As 2.7 7.8 5.6 - ;
®Ga Ga 2.4 4.4 3.6 - -
2"As 0.8 5.0 19 0.05[1.2] -
2)"ca 1.0 2.8 7.2 0.03[0.4] -
12"As 1.1 5.0 - - 1.3
12"Ga 0.9 2.8 - - 05
"As <<1 5.0 << 1

Table 7-1: Experimentally obtained time constanth&f nuclear spin relaxatiomsg(exp), based on the average values
measured foo” - ando” - excitation (second column). In the third coluyrtire nuclear polarization timg,, is listed as
extracted from the data presented in FIG 7.2-6. [ase column summarizes the depolarization timestant 7y, as

obtained from the numerical simulations.

In order to determine the polarization tingg, TRKR measurements with defined RF switching
sequences were performed as shown in FIG 7.2-GsBygc' - polarized optical pumping without
an applied RF field, the DNP formation results m iacrease of the Overhauser field with a
characteristic time constant @fyexp = 9.4 min. After saturation, the RF field is switched with a
frequency resonant to tH&As isotope and thEAs nuclear spins are depolarized instantaneously, i
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below the time scale of our experiment. Afterwattis, RF field is again switched off and thas
nuclei get polarized with a time constant of 4.@&nihis difference in the time constants is related
the fact that the first DNP process involves atethspecies of isotopes, while the latter one Ig on
controlled by the DNP of th€As nuclei.

According to Ref. [250], one obtains for the DNRnfiation time for the isotope speciasthe
relation zpora ~ fralu(voPro) 2, Wherefi.q is the nuclear spin leakage factqy, is the isotope
abundance, anBq is electron probability density at the nucleusmalized by the unit cell volume
[66, 250]. In Section 6.2, the leakage factor retais calculated a§.;sasfi-gocafi-716a= 20:16:25.
Using the assumptiofye = X Ipola, the valuery.q for each isotope speciescan be estimated. From
Tpolexp= 9.4 MiN, Tho.75as = 5.0 min is extracted, which fairly well agreeghathe experimental value
of 4.6 min. Similar experiments have been perforfeedhe*Ga isotope, wheréyol.71ca= 2.77 min

is measured, in good agreement with the calculatdde of 2.8 min. In Table 1, the extracted
polarization time for each NMR is listed. Herebye @ssumey,o = (Zpol-a1 + Tpola2) fOr the [
resonances [281].

Disordered nuclear spin states

TITIT

Hypcrﬁnc interaction
z-dep <

RF absorption

Polarized nuclear spin states

FIG 7.2-5: Two-level scheme used for describingrthelear spin dynamics.
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FIG 7.2-6: Larmor frequencyy versus lab time for a well-defined RF switchingjsence. The RF excitation is to
induce’®As NMR. Lines are guide to eyes. The first DNP fation process before switching on RF excitationceons
all the nuclear species, and the second DNP foomgirocess after switching off RF excitation isyodue to’As

nuclear spins.
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In order to determine the depolarization ting, we consider the different depolarization
mechanisms for each NMR. The temporal evolutiomwilear spin states can be described by the
Lindblad master equation [210]:

dd—’t0=%[H,p]+(2LpLT —{LTL,p}) (7-31)
HereH =H,+ Hgre+ Hpp + Hng is the nuclear spin Hamiltoniap,is the nuclear spin density matrix,
andL the Lindblad operator. As the nuclear spin rel@xavia thermal vibrations is negligible in the
low temperature regime used here [250], the Lindilolgerator can be simplified &s= /o, where/”
is a constant determining the nuclear spin-spiaxagion rate and;is the Pauli matrix.
To simulate the NMR-induced nuclear spin depolaioraprocess, the following steps are performed:
(i) The initial nuclear spin polarization degreeset to unity; (ii) In a first approximation, a rlear
spin-spin relaxation time af, = 100ps is taken for all three isotope species usingrirasured Rabi
coherence timd,"® of the "*As isotope (assumin@,"® ~ 2*T, [66, 89]) . (i) The relaxation
rate /”is defined as the nuclear spin-spin relaxation relative to the instantaneous total magnetic
field [282]. (iv) For the calculations of the NQenced NMR, the quadrupole field magnitude is
taken as 0.4 mT for thé°As and 0.3 mT for thé'Ga isotope, respectively, from previous
calculations (Section 7.1-2). For the calculatiohghe 1/2, NMR, a transverse field @Brr.tran =
0.15 mT as a calculated averaged value inside tbmooil is used.
Under these assumptions, the nuclear spin depatemiz dynamics is numerically calculated from
the master equation. To note, there is a uniforciean spin depolarization by RF excitation even
there is no perturbation and the RF field is n@emant. As an instance presented in FIG 7.2-7(a),
the nuclear spin depolarization dynamics (red distsalculated for NQ-inducedf2asNMR only
with RF excitation. By setting the NQ interactioqual to zero, there is still a nuclear spin
depolarization process (blue dots), which can dejr# the’°As nuclear spins completely. The
experimental dependence of the Larmor frequenciRBrexcitation frequency is given in FIG 7.2-7
(b), there is no noticeable nuclear spin depoléidaaanging from 0.5 MHz to 20 MHz for bothi-
and o’- polarized optical excitation. This discrepancytween theoretical simulation and
experiments is yet not clear. For a qualitativearathnding, the used data (black line) are based on
the calculated dynamics (red dots) under RF exaitadnd NQ interaction by excluding (dividing)
the background nuclear spin dynamics (blue dots¢hSa processing is applied for all the nuclear
field depolarization processes.
Finally, the total dynamic nuclear field experieddey the precessing electrons is determined by
weighting the nuclear field amplitude of each ig@avith the respective isotope spin polarization.
The calculated temporal evolution of the nuclealdfis presented in FIG 7.2-8. From the numerical
calculations, the characteristic decay time constare extracted and listed in Table 7-1.
There are several interesting features that nebd ttiscussed here. First, nuclear spin depolarizat
at the fundamental resonance is on the order of if)0determined by the nuclear spin-spin
relaxation time. Second, for the non-fundamentalRJNhe nuclear spin depolarization occurs on a
quite long time scale of minutes, in good agreenweittt the experimental findings. Hereby, the
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DD-induced spin depolarization is generally muadwdr than the spin depolarization caused by the
transverse field componeBkr.wan and the NQ interaction, respectively. Thisbasically due to its
much smaller perturbation strength, which is ondraer of 0.01 mT or less in GaAs [99]. From the
calculated data, the local NQ perturbation is idedt as the dominant factor limiting the
depolarization of the observetl, NMR. Note that the NQ field mainly depolarizes theclear spins
located in the vicinity of the donors. Thus, at@nspin diffusion timerys has to be considered for
getting the total depolarization time [225]. Théuwes given in squared brackets in Table 7-1 indicat
the expected spin diffusion time by taking into @att the average distance between neighboring
donors in the studied sample. The DD interactioangfth is enhanced for thg,(+ f,2) resonances
due to shorter inter-nucleus distance, generatirigster spin depolarization as compared to the
DD-induced depolarization of the 2NMR. For the 1/8 NMR, the nuclear spin depolarization time
is calculated based on the average valuerefB inside the microcoil.

(a) (b)
L T N B B TGN N L T 7 [ ] T T T T Y 1155
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FIG 7.2-7: (a) SimulatefAs nuclear field depolarization dynamics for NQuied 2;5,sNMR. The red dots are subject
to both RF excitation and NQ interaction, while thlee dots indicate nuclear spin depolarizatioralisence of NQ
interaction. The used nuclear field depolarizatitana (used) are based on the red ones by divithedlue ones. (b)

Larmor frequency dependence of RF field frequencybtha™- (balls) ando™- (squares) polarized optical excitation.

A quite good agreement between theory and expetima@btained allowing an identification of the
dominant depolarization mechanism for each NMR masoe observed in the experiment. In order
to further proof the validity of the results, thikange of the Larmor frequency, i.e. the Overhauser
field, at NMR conditions is measured as a functbthe RF field amplitude.

In FIG 7.2-9, the change af, is plotted versus the square of the RF field. €mauld keep in mind
that the nuclear spin polarization rate is onlyedeined by the hyperfine interaction, while thenspi
depolarization rate strongly depends on the RFtatieh power. For thé”As resonance, the
amplitude of nuclear spin depolarization is foundoe constant over the whole RF power regime
measured. This is due to the fact that independerthe RF power, the relatioRep, << Tpo holds
[66]. In contrast, in case of the non-fundamengéabnances, the change of the nuclear field strongly
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depends on the RF power. The nuclear spin depatarizis suppressed if the RF field amplitude is
on the order of 0.01 mT or below. In this regimg,, becomes much larger thag, and ABy
becomes negligible.

—_— 75AS
— GQGa75AS
e 27°As(DD)
— 2"°As(NQ)
—1/2"As

Normalized nuclear field (a.u.
(e ]
~
|

0.0 0.5 1.0 1.5 2.0
RF excitation time (min.)

FIG 7.2-8: Numerically calculated temporal variatiof the nuclear field assuming nuclear spin dejEdéon purely

due to magnetic resonance absorption.
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FIG 7.2-9: Larmor frequency variation under NMR ditions versus the squared RF magnetic field. Lemesguide to

the eyes.
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APPENDICES

Al Standard processes for cleaning samples

1. Make sure the sample is fixed facing downwardshie tweezer, and keep it in the boiling
Choroform solvent for 2 minutes;

2. Dry the sample by blowing Nitrogen (do not put saenple too close to the Nitrogen, a distance
of about 10 cm is preferred);

3. Bring the sample into boilingcetonsolvent, and keep it inside for 2 minutes;

4. Keep the sample in the beaker, and make the attrapool work with a power level of 3 ~ 4
under 8C°C. Bring the beaker into the ultrasonic pool fanutes;

5. Put the sample directly into boilingthanol solvent immediately, and keep it inside for 2
minutes;

6. Mount the sample on the spin-coating machine (CPSEMITEC). Run the spin-coating by
Programm NO.1, during which flush the sampldsnpropanol.

7. Dry the sample by blowing Nitrogen.
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A2 Two-step EBL protocol

Material systemo GaAs o ZnSe V CdTe
Sample wafer number: W030707Al
Contact: Yuansen Chen

Technology steps

» | Sample cutting(if required)
Size: 4.2 x 4.7 mm
Notes:

» | Cleaning: A3-a protocol
e Chloroform v
+ Aceton V

« EthanolV

» | First mask coating (Positive resist for bonding pasl)

Thickness PMMA

1200 nm 7% @3000 rpm
v Baking (2 min under 160° C on Hot plate)
Notes:

» | EBL Exposure

GDSII: omega-updated-2.csf ;
Position list:W030707AI-5.pls ;
Notes:Exposure Protocol

Date / Time Mar. 16, 2009
Resist PMMA 7%
High Voltage 20 kV
Working Distance 5mm
Magpnification 25 x
Layout File W030707AlI-5
Structure / Layer 0
Working Area 400 (um)

Positionlist

WO030707Al-5.PLS

Writefield Size

350 x 350 pm?2

Beam Current 1.304 nA
Area Step Size 0.0244 pm
Area Dwell Time 0.00109 ms
Area Dose 300 pC/cmz
Area Settling Time 5.0 ms
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Development

v PMMA: 80 secondd)eveloper AR 600-56;
80 secondssopropanol

Notes:

Metal depostion
o  Sputter-Coater

Coating layer(s):

v Evaporation

Material | Thickness Rate Coating Tooling
factor
Cr 15 nm ~0.1 nm/s | e-beam 1.6
Pd 50 nm ~0.2 nm/s | thermal 1.8
Au 300 nm ~0.3nm/s | thermal 1.0
Notes:
Lift-Off
Vv Pyrrolidon 80°C, 70 min;
Ultrasonic source level: 2 ;
Time duration: 10  Seconds.
Notes:

Structure characterization
File folder of SEM pictures :

Second mask coating (Positive resist for microsictures)

Thickness PMMA

1200 nm 7% @3000 rpm

v Baking (2 min under 160° C on the Hot plate)
Notes:
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EBL Exposure
GDSII: omega-updated-2.csf

Position list: W030707AI-5.pls
Notes:Exposure Protocol

Date / Time Mar. 18, 2009
Resist PMMA 7%
High Voltage 20 kv
Working Distance 5mm
Magnification 500 x
Layout File W030707AlI-5
Structure / Layer 0
Working Area 100 (um)

Positionlist

WO030707AI-5.PLS

Writefield Size

100 x 100 pm?

Beam Current 0.013 nA
Area Step Size 0.0031 um
Area Dwell Time 0.0003 ms
Area Dose 300 pC/cmz
Area Settling Time 5.0 ms

Development

Vv PMMA: 70 secondsDeveloper solvent: AR 600-56,
70 secondsopropanol

Notes:

Metal depostion
o  Sputter-Coater

Coating layer(s):

v Evaporation

Material | Thickness Rate Coating | Tooling factor
Au 360nm | 0.2nm/s | thermal 1.0
Notes:
Lift-Off
Vv Pyrrolidon 80°C, 35 min;
Ultrasonic source level: 1

Time duration; 30 Seconds.
Notes:

Structure characterization
File folder of SEM pictures :
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Appendices

A3 Representations of light polarization

The considered light wave propagates alongeztheis direction, and the electric field is writtasE

= Ece® ) whereEyis the complex amplitudé is the wave vector andis the frequency. Due to
the transverse nature of the electromagnetic waye, 0. By using the Jones vector, the light wave
with an arbitrary polarization state can be repnésg as[152]:

E, . cosg
E,| A(e“"singbj (A-1)

Here, Ex andE, are the decomposed components of the complex @m@lofEq in x- andy-axis
direction, respectivelyEa =,/|E, | +|Ey|2 ,¢ = arctan(f,|/[E«|), and@is the relative phase betweEn

andE,. For simplicity, it is assumeB,= |E,|Re{d**}, E, = [E,|Re{e®**“}and E/2|E,| with 0<
@ < 4. The dependence on space and time has beenedmiince they are common to all

expressions in the following.
The equation (A-1) represents:
(): A linearly polarized light in the condition o = m/zr with m as an integerThe polarization

direction is of an angle= 8+ (-1)"[g.

(ii): A circularly polarized light in the conditionfg = 774 and@= (m+1/2)/zt As a typical case, the
light is right-circularly polarized fof = 772 and left-circularly polarized fof = -772.

(iii): An elliptically polarized light withx-axis the major axis, in the condition 8& (m+1/2)/zt The
ellipticity n = tan), ands = 0 for the special case of (ii).

(iv): An elliptically polarized light as a generedse. The ellipticity; = tanf), and the rotation angle
of the major axis with respect xeaxis is

ﬂ:%arctan(zcosf|EX|q]Ey|
|E><| _|Ey|

):% arctan(ca®l] tang?2 (A-2).

A schematic description is presented in FIG A3-1hvihe parameters indicated. The major axis of
the ellipse lies on the nexi- axis in thexX'y” coordinate system, which is transformed by rotathe
Xy coordinate with an angj@ In thex'y” system, the light can be expressed as

E, cosg
, = EA ( 77/ 2 J (A's)
Ey

e sing

Applying the transformation matrix from thé&y” to thexy coordinate system, the electric field in the
Xy system is expressed as

E) (cosB sinB) E, _g [ coB cop+i sif s Al
E _(—sinﬁ cosﬁj E, - A(— sing cog +i cof Sﬁnj 49

y
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2IE |

FIG A3-1: Schematic description of an ellipticatiglarized light.

Now the representation of the light wave in thewdar system is considered. A linearly polarized
wave can be treated as a superposition of a rigtutarly polarized ¢*) wave and a left-circularly

polarized ¢") wave. Mathematically, this can be written E$—|F7| (%, Refe“™ "} +y, Re{ 72"

_|E|

and E (x0 Refe ™} +y, Re{d7*“™) . The transformation matrix from the linear system

based orky andE, to the circular system can be found:

(EJ:%G —Iuj(a (r-5)

Then the electric field vectd can be expressed in the circular system

e =[E+J ((COS¢ sing )(coFB —i si ) ( (cosp — sing g o
E) V2 (cosg + sing )(coB +i si \/E (cosg + sing §*

Here E.| —\/_(cos¢ sing) = \/_ KI§|—‘EY‘ E-| —\/_(cos¢+ sing) = \/_ E,|+ ‘ ‘], arg€-)

=-fand argt) = 5.
The properties of the ellipse in FIG A3-2 can bsalied by the following relations:

E /|IE
/3=%I ' '- > (@rgE.)- argE. ) (A7)
,7:|E—|_|E+| (A_8)
E_[+|E/]
1
=L (E)+[E) =
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‘Ey‘:%(|E_|—|E+|) (A-10)

In the discussion of the magneto-optics (Sectidh), 3he two normal modes of the light propagation
are circularly polarized, namely tleé wave ands” wave. The magneto-optic effects originate from
the relative relations between these two modeschematic description is given in FIG A3-2. By
changing the phase and the amplitude relation ketlee two circular modes, different polarization
states can be formed.

(i): If the two circular modes have the same zeitial phase and the same amplitude, the composed
light is linearly-polarized irx-axis direction. It is presented FIG A3-2(a);

(ii): If the two circular modes have the same nerezinitial phase and the same amplitude, the
composed light is linearly-polarized fhdirection. It is presented as FIG A3-2(b);

(ii): If the two circular modes have the same zémdgial phase and different amplitudes, the
composed light is elliptically-polarized with theajar axis inx-axis direction. It is presented as FIG
A3-2(c);

(iv): If the two circular modes have the same nerozinitial phase and different amplitudes, the
composed light is elliptically-polarized with theajor axis inB-angle direction. It is presented as
FIG A3-2(d).

@ V1 b) 7 fe [EJeler?
/ 5 /- -""'I E /

. X 5\ X
\_ N

!J’LL 7o
(c) Va
EE_|£,‘EM’
/,Q N
5 X
\% :. ;:'J
/ 5,
|[E Je7™ 5

FIG A3-2: Origin of the magneto-optic effects based the circular system. (a) A linearly-polarizeght on x-axis
direction: a same zero initial phase and amplittatetwo circular modes; (b) A linearly-polarizedyfit on f-angle
direction: a same non-zero initial phase and a sam@itude for two circular modes; (c) A elliptibapolarized light of
the major axis onx-axis direction: a same zero initial phase butedéht amplitudes for two circular modes; (d) An
elliptically-polarized light of the major axis gftangle direction: a same non-zero initial phasesdifierent amplitudes

for two circular modes.
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