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Chapter 1

Introduction

During the last years there has been constant progress in the area of non-adiabatic effects, especially at surfaces. Experimentally there has been progress, e.g., in the area of energy dissipation mechanisms as investigated in the Sonderforschungsbereich (SFB, collaborative research center) 616, “Energy Dissipation at Surfaces”, of the Deutsche Forschungsgemeinschaft (DFG, German research foundation), see the SFB’s website http://www.sfb616.uni-due.de/index.htm. Here a wide range of effects have been observed, connected to the area of excitation and decay. Examples include the excitation and decay of vibrational damping of adsorbate vibrations on metals, measured by SFG spectroscopy [1], measurements of ballistic electrons moving through adsorbates on metal surfaces [2] and especially electronic excitations in metals [3], based upon previous work on that subject [4]. The experimental results propose a measurable electronic excitation during many processes involving a metal surface, including epitaxy. Theoretical results support these measurements [5, 6].

The physical reason behind excitation of electrons and holes is that a metal offers a continuum of electronic states, so that arbitrary small excitation energies are possible, and hence the adiabatic limit for scattering or adsorption of particles is ill-defined [9]. Dissipation of some part of the particle’s energy to the metal surface via electronic excitation has been known for a long time, and is the physical cause for exo-electron emission [10, 11] and the so-called chemicurrents (see below). Moreover, for the sticking of atoms or molecules to a surface, it is necessary that at least some part of the adsorption energy is dissipated into the substrate. While the role of the nuclear excitation processes (e.g., phonons) is comparatively well understood, the role of electronic excitation processes in the energy dissipation during adsorption and other dynamical processes at surfaces is elusive. The ubiquity of (albeit small) non-adiabatic contributions to chemical reactions at metal surfaces underlines the practical importance of understanding the process of electronic dissipation [12].

So far, most calculations addressing gas-surface interactions assume that an adiabatic regime would exist, by treating the interaction dynamics on a Born-Oppenheimer potential energy surface. While this assumption may often yield plausible results, it is strictly speaking not justified for metals, since some electronic excitations must always occur, as discussed above. On the basis of calculations for dissociative adsorption of hydrogen molecules, it has been argued recently that the energy dissipated to the electronic system is rather small [13], even on a metal, and thus has little effect e.g. on the energy dependence of the sticking coefficient [14]. These results seem to suggest that some (probably the larger) part of the adsorption energy of the sticking particles is dissipated to excitations of the lattice. Note, however, that in a comment on Ref. [13] the applied method [15] is criticized, providing good arguments. Anyway, the authors of Ref. [13] claim that their main conclusion, the small influence of electronic excitations, still holds. Other theoretical results (for the impact of a keV silver atom on a silver surface) claim that after some 100 fs, about 60 % of the kinetic energy is transferred to electronic excitations, localized near the impact point [16]. These excitations decay into lattice vibrations on the timescale of ps. Further experimental clarification of this point is desirable, but it is possible to conclude that electronic excitations play an important role in at least some systems, and may even be essential to understand the dynamics. One approach to investigate the importance of electronic excitations is the observation of vibrational decay, where one finds generally that the decay is the stronger the more metallic a system is, i.e. decay lasts longer.
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on an insulator than on a semiconductor than on a metal [17, 18, 19]. Since the main difference between these kinds of system is the possibility of electronic excitations, this result again shows the importance of electronic excitations on metal surfaces. Vibrational decay of NO on gold has recently been investigated theoretically, and it was shown that conversion of vibrational energy into electronic energy is efficient [20, 21]. However, this approach has not yet been applied to chemicurrents, see below.

The measurement of chemicurrents offers a possibility to quantify the amount of electronic excitation that takes place during chemisorption. In these experiments, the gas-phase particles are adsorbed on a metal film, fabricated either by previous deposition on a semiconductor substrate or a thin insulating barrier layer, forming a Schottky diode [11] or a metal-insulator-metal (MIM) device [3], respectively.

While particles are being adsorbed, an electric current is detected, originating from carriers that have been excited sufficiently strongly to overcome the in-built potential barrier of the detection device. Typical barrier heights are of the order 0.4 – 1 eV. In the investigated systems of the present work they are around 0.5 eV. The physics of the underlying processes is similar to the emission of exo-electrons, only differing in the fact that the lower internal barrier, e.g. in a Schottky diode, allows for detection of a larger fraction of the excited carriers as compared to emission into the vacuum. The latter process is possible solely for electrons whose energy exceeds the work function of the metal, typically several eV. Therefore in the chemicurrent setup it is possible to detect electronic excitations with an energy much lower than the work function. The size of the measured chemicurrents is dependent on the chemical nature of the adsorbing species, and to a lesser extent also on the metal surface [4].

It is possible to investigate the chemicurrent detected for different isotopes during adsorption on metal surfaces, each starting with the same kinetic energy. The strong observed isotope effect (so far only data for hydrogen versus deuterium adsorption on silver are available, differing by about a factor three to four [22]) clearly shows that the origin of the measured chemicurrents is related to dynamical electronic excitations. Static energy transfer gave approximately the same results for all isotopes, since all isotopes have the same adsorption energy, and a static process would dissipate the same percentage of this energy into the metal. The size of the isotope effect is, so far, the most sensitive test for a theoretical description of chemicurrents, as it reflects the small high-energy tail of the spectrum of electronic excitations. Therefore all theoretical investigations of chemicurrents should describe this effect well.

Because of the importance of the dynamics, it is necessary to include it in the theoretical description of these processes.

Previously, there have been several approaches in use to calculate chemicurrents: In recent work, the dynamics of the full electronic system of a slab model of the surface has been calculated from time-dependent density functional theory (TDDFT) [6] for the system H/Al(111). In this approach, the time-evolution of the electronic wavefunctions of an adsorbate-substrate system is calculated. The resulting non-adiabatic occupation of the Kohn-Sham states, and the total energy of the system, is compared to their adiabatic occupation, and the energy of the adiabatic state. This defines the electronic excitation and, by comparing the total energies, dissipation into the electronic system. The approach is conceptually very appealing, but computationally cumbersome. Moreover, it requires high numerical accuracy, as the excitation energy of the electronic system, a small number, needs to be calculated by comparing huge numbers, the total internal energies in the ground state and the excited state. Additionally the numerical size of this ansatz still enforces convergence parameters for the calculation, which are off a good treatment of the system, ranging from a too small basis set for the wave functions to a coarse resolution of the Brillouin zone. In these calculations the adsorbate keeps sticking to the surface, and is oscillating in the chemisorption well, until the chemisorption energy is transferred into the substrate. Results show a large difference in the excitation of different spin channels, for both electrons and holes, labeled spin effect, after the first half round trip in the chemisorption well, i.e. when it has first approached the surface. The spin effect disappears after the first full round trip, i.e. when the particle is scattered back a few Å into the vacuum. This spin effect is resulting from the DFT spin transition, which is the loss of the spin polarization of the adsorbing hydrogen atom when it approaches the surface. The spin effect may be an artifact of DFT calculations; a conclusion which is supported by as yet unpublished results of Monte-Carlo simulations of the ground state [23]. The numerical reason behind this artifact may be found in the correlation error of DFT when
using present-day XC-functionals [24]. Moreover, recent as yet unpublished results for hydrogen adsorption on silicon have proven that the aforementioned definition of dissipated energy is ill-defined, since some of the changes in the electronic structure at the surface are reversible, but are counted as dissipated energy after one half round trip of the particle in the chemisorption well [25].

In a different approach, the energy dissipated to the electronic system has been calculated from the theory of electronic friction [26, 5], that was originally developed in the context of adsorbate vibrational damping. However, this theory does not yield directly the spectra of the excited carriers. Instead, it is assumed that the excitation is made up from a superposition of individual electron-hole (e-h) pairs of small excitation energies. These energies are assumed to be limited to a narrow energy region around the Fermi energy of the metal, allowing for a calculation of the excitation probability solely based on the properties of electronic states right at the Fermi level. For higher excitation energies, the probability is calculated by referring to the additional assumption of independent multiple electron-hole pair excitations that can be described by a Poissonian process [27]. This is the so-called forced oscillator model (FOM). Thus, the assumptions made do not allow one to take into account the electronic single-particle properties of the metal under study further away from the Fermi energy. Additionally there appear conceptual problems when a divergence of the friction coefficient is observed, which must be artificially patched [27], and a suspiciously broad energy range around the Fermi energy is included in the calculation of the friction coefficient, which is defined as excitation close to the Fermi energy [26]. Note that in the present work it is demonstrated that the FOM is not justified.

Another theory has been worked out that allows the calculation of chemicurrents by solving the dynamics of an appropriate model system, described by a Newns-Anderson (NA) Hamiltonian [28, 29, 30, 31]. This scheme is computationally lighter than the full TDDFT dynamics, and allows the discussion of interesting trends over a variety of model systems [29]. Material-specific physics can be described by matching model parameters to values calculated from DFT [30]; however, no detailed account of the metallic band structure for the excitation of chemicurrents is attempted in this theory. Furthermore the results are strongly dependent on model parameters, which must be fitted, and the problem of the spin transition in DFT calculations (on the adsorbate’s way back from the surface) is not accounted for (though present).

Finally, yet another model has been worked out recently. This is the time-dependent tight binding approach, which is still unpublished [32]. It is conceptually similar to the NA model approach: A single level atom interacts with a simple cubic lattice. The model includes a time-dependence in the adsorbate energy level and an adsorbate-surface hopping term. This method allows comparison between a perturbative and non-perturbative tight-binding approach. However, the parametrization for real systems is not straightforward.

In order to develop a reliable theory of electronic excitation, which can be applied to real systems, it is desirable to investigate several points:

1. Is it possible to obtain a theory, which is computationally appealing, but still gives results compatible with experimental data?
2. What is the range of validity for such a theory?
3. How can one treat the spin transition and charge transfer in adsorption, and what is their role?
4. Is it possible to take effects into account, which rely on properties of excited states?
5. How can the theory be reformulated to widen its range of validity?
6. Do present-day theories describe the physical properties of electronic excitations correctly?

The present work will try to give some insight into these topics. It is organized as follows:

In chapter 2, an introduction is given into the relevant aspects of DFT calculations, necessary for this work. Some physical concepts behind the treatment of electronic excitations used in this work are presented. The chapter includes some basic theories for electronic excitations, which have been implemented in a self-written code. A time-dependent perturbation theory for electronic excitations, suitable for post-processing in many
CHAPTER 1. INTRODUCTION

DFT codes, the most important part of this work, is developed. The electronic friction / forced oscillator model, which is used nowadays by experimentalists to explain their data, is recapitulated. Chapter 3 gives possible extensions of the theory, and discusses briefly on the problems of these extensions. Also the developed perturbative approach is investigated in more detail. In chapter 4 results are shown for the calculation of electronic excitations during adsorption of hydrogen isotopes on the Al(111) surface. The effects of several extensions proposed in chapter 3 are investigated. This chapter contains comparisons with available data from other theoretical approaches, and shows which of the extensions and approaches work, and which are not compatible with experimental data. It is shown that a simple perturbative approach gives reasonable results, with the possible exception of spin effects. It is also shown that the total dissipated energy, which is dominated by the central peak of the spectra, is probably not well-described by the perturbative approach, but the tails of the spectra are. Moving on to other systems, chapter 5 deals with electronic excitations in the system H/K(110). In this chapter the effects of the narrow metal band of potassium are investigated, demonstrating that narrow bands influence excitation spectra in a way that should be observable in experiments. Also the isotope effect and corresponding mass-scaling is investigated thoroughly in this chapter. It is concluded that the forced oscillator model is not justified, and the number of electrons detectable in experiments is larger than expected from the forced oscillator model for heavy isotopes. Electronic excitations in metal epitaxy are investigated in chapter 6 for the system Mg/Mg(0001). Although Mg is a rather heavy atom, and thus moving slowly when adsorbing, electronic excitations play a more important role than was believed by many researchers up to now, and they can be observed in metal epitaxy. However, for detectable chemicurrents in metal epitaxy surface defects play an important role. This is shown in this chapter, and their role is investigated. Theoretical calculations also show that chemicurrent observation in metal epitaxy may be possible. Finally chapter 7 gives insight into the application of the perturbative approach on the system Cl$_2$/K(110), where charge transfer effects are important. One trajectory of the Cl$_2$ molecule is calculated within the framework of molecular dynamics (MD), and several important conclusions may be drawn from this calculation. One of the main results is that the surface dynamics should be taken into account for theoretical investigations of this system, since it is very involved. However, it is also shown that the system is outside the range of validity of the perturbative approach, and different approaches must be taken to describe this system correctly. The large chemisorption energy of the Cl$_2$ molecule on the potassium surface plays a dominating role here. Some remarks can be made about the ionization of the molecule, which breaks up during the adsorption process. It is proposed that the general form of the spectra resembles a Lorentzian more than an exponential in the energy range around the Schottky energy (0.5 eV). A discussion of the results and an outlook concludes this work in chapter 8.
Chapter 2

Fundamental Considerations

In this work the tool of Density Functional Theory (DFT), and a perturbation theory based on the results of these DFT calculations, is used to describe electronic excitations. While it is not the purpose of this work to give a full overview of DFT or introduction into it, a short description of its principal ideas, some approximations done, and its limitations will be useful to understand the results in this thesis. A lot of work on DFT has already been published. As an introduction the author proposes the excellent book of Richard Martin [33], which contains numerous references to the literature.

In this chapter, first the theoretical foundations and some principal results from DFT are described. This part rests partially on the thesis by F. Charry [34], and in section 2.1 this work is quoted heavily. Details are presented where necessary to understand theoretical considerations for electronic excitations. The Born-Oppenheimer approximation is explained in section 2.2.1, and provides the prerequisites for the calculation of electronic excitations in this work. The explanation is taken from Ref. [33]. This section also contains remarks on the trajectory approximation used throughout this work. Remarks on electron-hole pair excitations are found in section 2.2.2, especially in connection with an adsorbate approaching a surface, and detection devices are explained in section 2.2.3. The theoretical methods to describe electron-hole pair excitations in adsorption are explained in section 2.3, and it is explained, how the methods work in combination with DFT. The terms 'adiabatic' and 'nonadiabatic' are explained within the framework of electronic excitations in section 2.4. In section 2.5 the electronic friction model for electronic excitations is explained, including its extension to the forced oscillator model.

2.1 Density Functional Theory Framework

The main goal of an ab initio computational method, given the exact composition and structure of a system, is to calculate its properties as accurately as possible by solving the (many-body) electronic Schrödinger equation. These methods do not make use of empirical information or free (fit) parameters. However, to find the quantum ground state of a condensed system is a correlated many-body problem, which at present can only be solved approximately. In practice, even the correct solution of the correlated spin states of an N-electron system would require at least $2^N$ bytes of hard disk space, i.e. $10^{51}$ GB for a 200 electron problem, which is currently far beyond any realistic size.

DFT, among the ab initio methods, is now one of the most widely used approaches to the many-electron problem. It is, in principle, an exact theory for interacting electrons, but in practice it is an approximate methodology in terms of single electron equations.

2.1.1 The Hohenberg-Kohn Theorems

P. Hohenberg and W. Kohn formulated the basis of DFT in 1964 [35]. They established that any property of a system of many interacting particles, in an external potential $V_{\text{ext}}(\mathbf{r})$, for condensed matter usually the ionic Coulomb potential of the atomic nuclei, can be seen as a functional of the density of particles in its ground state.
n_0(r). In this way, given this functional of n_0(r), it is possible, in principle, to get all the information of the system. To put it into a nutshell, every observable \( \hat{O} \) can be determined by just knowing the ground density of a system:

\[
\langle \Psi[n_0] | \hat{O} | \Psi[n_0] \rangle = O[n_0],
\]

where the \(|\Psi[n_0]\rangle\) denote the many-particle wavefunction of the system, as functionals of the ground state density. The most important statement of the theorem is that the observable is a functional of the density, and not necessarily of the many-body wavefunction, which dramatically reduces the dimension of the problem. Strictly speaking, DFT is based on only two theorems:

- For any system of interacting particles in an external potential \( V_{\text{ext}}(r) \), the potential \( V_{\text{ext}}(r) \) is determined uniquely, except for a constant, by the ground state density \( n_0(r) \).
- For any particular \( V_{\text{ext}}(r) \), the exact ground state energy of the system is the global minimum value of the energy functional \( E[n] \); and the density \( n(r) \) that minimizes the functional is the exact ground state density \( n_0(r) \).

These can be expressed in this alternative form: the density of the particles in the ground state uniquely determines the external potential \( V_{\text{ext}}(r) \) acting on them, and vice-versa.

In this way, the total energy of the ground state of a system of \( N \) interacting electrons in an external potential can be obtained from the minimization of the Hohenberg-Kohn electronic total energy functional \( E_{HK}[n] \),

\[
E_{V_{\text{ext}}}[n] = \mathcal{F}_{HK}[n] + \int dV_{\text{ext}}(r)n(r),
\]

where the functional \( \mathcal{F}_{HK}[n] \) is the sum of a kinetic term and the interaction term between electrons,

\[
\mathcal{F}_{HK}[n] = T[n] + W[n].
\]

These expressions are basically the expectation value of the many-body wavefunction rewritten in a functional manner, and the minimization of the energy can be done following Ritz’ principle. For a system made of atoms, which contain electrons and nuclei, the external potential felt by the electrons contains the electron-nuclei interaction, and an additional, classical term \( E_{\text{II}} \) describing the interaction between nuclei must be added to the total energy in equation (2.2). This term is a constant with respect to the energy of the electronic system, and so it is unproblematic.

In this formulation, the problem of evaluating the functional \( \mathcal{F}_{HK}[n] \) prevails, for which an explicit form is not known. Obtaining this form is equivalent to solving the original many-body problem; something which is only possible for systems with very few particles, very far from real and interesting systems like molecules, crystals or surfaces. So up to now all these results are only principle ones without much practical use, because the mathematical proof is only a proof of existence, not a (fully) constructive one. The fact that transformed DFT in a primary practical tool for electronic calculations, was the proposal of the Kohn-Sham ansatz in 1965 [36].

2.1.2 The Kohn-Sham Ansatz

In this ansatz, Kohn and Sham [36] assume that the exact ground state density of the original interacting system is equal to that of a fictitious non-interacting system. Then the ground state density of \( N \) electrons can be rewritten in the form

\[
n_0(r) = \sum_{j=1}^{N} \sum_{k \in BZ} |\psi_{j,k}(r)|^2,
\]

where \( \psi_{j,k} \) are the occupied ground state wave functions of each independent electron (including the spin). The sum over \( k \) denotes the integration over the Brillouin zone (BZ), executed as a sum in practice. A weight factor has been included in the wavefunctions. These are eigenstates of the equation

\[
(H_{KS,k} - \varepsilon_{j,k})\psi_{j,k} = 0,
\]
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where $H_{KS}$ is the one-particle Hamiltonian, which reads:

$$H_{KS} = -\nabla^2 + \tilde{V}_{\text{eff}}.$$  (2.6)

Atomic Hartree units are used throughout this chapter. $\tilde{V}_{\text{eff}}$ is now an operator describing the effective potential in which one electron is embedded. In order to get the correct form of this effective potential one has first to describe the functional form of the energy taken by Kohn and Sham in their approach. At first, they took into account the classical Coulomb potential created by the electronic distribution. This is known as the Hartree potential, having the form

$$V_H = \int d\mathbf{r'} \frac{n(\mathbf{r'})}{|\mathbf{r} - \mathbf{r'}|}.$$  (2.7)

From here, the Hartree energy functional is defined as the self-interaction energy of the density $n(\mathbf{r})$ treated as a classical charge density

$$E_H[n] = \frac{1}{2} \int d\mathbf{r} V_H(\mathbf{r}) n(\mathbf{r}) = \frac{1}{2} \int d\mathbf{r} d\mathbf{r'} \frac{n(\mathbf{r}) n(\mathbf{r'})}{|\mathbf{r} - \mathbf{r'}|}.$$  (2.8)

The ground state energy functional in the Kohn-Sham formalism has the form

$$E_{KS} = T_S[n] + \int d\mathbf{r} V_{\text{ext}}(\mathbf{r}) n(\mathbf{r}) + E_H[n] + E_{XC}[n].$$  (2.9)

The term $T_S[n]$ is the kinetic energy of this fictitious system of non-interacting electrons with the same density as the interacting one. In this way the complexity coming from electron interactions have been displaced into a new term: the exchange-correlation (XC) functional $E_{XC}$. Note that the total energy contains an additional term due to the ion-ion interactions.

In order to understand the meaning of $E_{XC}$, equations (2.9) and (2.2) must be compared. This leads to the expression

$$E_{XC}[n] = \langle T \rangle - T_S[n] + \langle \tilde{V}_{\text{Coulomb}} \rangle - E_H[n].$$  (2.10)

In this expression one can see that $E_{KS}$ is, in fact, the difference of the kinetic and the interaction energies between the true interacting many body system and the fictitious independent particle system with the electron-electron in $\tilde{V}_{\text{Coulomb}}$ interaction replaced by the Hartree energy [33]. In other words, one recovers here what was lost assuming an independent particle framework. The definition exchange-correlation, in this manner, is not fully appropriate, because $E_{XC}$ contains, in addition to the exchange and correlation energies, a correction to the fictitious kinetic energy. In the above interpretation of $E_{XC}$, an exact analytical form of this functional is still unknown.

In essence, the Kohn-Sham approach transforms the problem of $N$ interacting electrons into the simpler problem of solving $N$ independent Schrödinger equations for $N$ non-interacting electrons moving in an effective potential. The effective potential is usually assumed to be local, and takes the form:

$$V_{\text{eff}}(\mathbf{r}) = V_{\text{ext}}(\mathbf{r}) + \frac{\delta E_H}{\delta n(\mathbf{r})} + \frac{\delta E_{XC}}{\delta n(\mathbf{r})} = V_{\text{ext}}(\mathbf{r}) + V_H(\mathbf{r}) + V_{XC}(\mathbf{r}).$$  (2.11)

Therefore, the many body effects are described by the exchange-correlation potential $V_{XC}$, related with the XC energy functional (2.10). If the exact form of $E_{XC}$ is known, the exact ground state energy and density of the interaction system could (probably) be found by solving the Kohn-Sham equations in a self-consistent way. A small amendment must be made: There exists no rigorous proof of this ansatz [33].

It is important to note that the one-particle Kohn-Sham wave functions $\psi_{j,k}$ have nothing to do with the true many-body ground state wave function $\Psi_0$ of the interacting system, except that both define the same ground state density $n_0(\mathbf{r})$. This warning is also valid for the eigenvalues in Eq. (2.5), which can not, strictly speaking,
be considered as electronic energy levels. Only the highest occupied eigenvalue of the Kohn-Sham equation in a finite system has a physical meaning, namely the ionization energy of the atom. This eigenvalue dominates the long-range tail of the density, which must agree with the true density by definition [33]. In spite of this, and the known deficiencies in the description of gap energies (in semiconductors and insulators), it has been customary to adopt the interpretation that the Kohn-Sham eigenvalues closely resemble the physical energy levels, and the Kohn-Sham wavefunctions closely resemble the many-body wavefunction. More accurate methods, such as the GW approximation [37], are much more expensive than plain DFT, and often more restricted. Note, however, although this statement is still correct in principle, newer results have shown that the eigenvalues are indeed close to the experimental values, if the used XC functionals fulfill some exact conditions on the exact functional, see Ref. [38] and references therein.

Thus, with the help of the Kohn-Sham ansatz, DFT becomes a practical methodology. However, now the problem of the exact form of $E_{XC}$ prevails. Approximate expressions to this functional have been proposed in order to be able to solve the $N$ non-interacting Kohn-Sham equations.

The exchange-correlation energy gives the smallest contribution to the total energy. Since the kinetic and the Hartree energy are already explicitly taken into account in the Kohn-Sham equation, the exchange-correlation potential can often be assumed to be local with a good approximation.

There are two standard approximations for the $E_{XC}[n]$ functional, the Local Density Approximation (LDA) and the Generalized Gradient Approximation (GGA). While LDA is expected to work very well for systems with an electronic density close to a homogeneous gas (due to its definition), it is not justified for inhomogeneous cases. Nonetheless, LDA often works quite well even in such systems. However, this work deals with effects at surfaces. Here the system is inhomogeneous by construction. In order to avoid possible failures of LDA, it is better to not use it in these systems.

In order to overcome this deficiency of LDA, GGA has been proposed. Recognizing the failure of the LDA expression to describe the dependence of the energy density on spatial variations of the particle density, GGA [39] includes the dependence of the gradient (and further derivatives) of the density. In this way, the total exchange-correlation energy is now expressed in a generalized form as

$$E_{XC}^{GGA}[n(r)] = \int d\mathbf{r} n(\mathbf{r}) \epsilon_{XC}^{GGA}(n(\mathbf{r}), \nabla n(\mathbf{r}), \ldots),$$  

(2.12)

where $\epsilon_{XC}$ is the exchange correlation energy density of a nonuniform electron gas. The gradient expansion is called generalized because a simple gradient expansion violates sum rules, especially for the so-called correlation hole. This hole describes the interaction of an electron with its surrounding, positively charged environment. It must of course be equal to one positive electronic charge, because one electron will vacate its surroundings to an amount equal to one electronic charge.

There are several parametrizations of the GGA. Among them, the parametrization of GGA proposed by Perdew, Burke and Ernzerhoff [39], from first principles calculations, is probably the most used one, and the best for the present work. So this parametrization is stucked to throughout this work.

It is also possible to take exchange perfectly correct into account, e.g. by the EXX exchange potential, where an exchange part similar to the Hartree-Fock exchange is introduced [40]. This removes the spurious self-interaction of the density with itself in Eq. (2.8). In practice the correlation part must then be taken from anywhere else, and the calculations require a lot of additional time.

### 2.1.3 PWSCF Implementation

The solution of the Kohn-Sham equations for systems of many atoms, in a numerical way, is the goal of practical DFT formulations. The good results provided by these formulations have made them increasingly used by the scientific community. At the same time, the number of codes developed to perform these calculations, and their capabilities and efficiency, has increased dramatically, making them available for an increasingly wider community of DFT practitioners.
All DFT calculations done in this work have been carried out using the **PWSCF** code (Plane Wave Self-Consistent Field), and its various post-processing tools [41], including a self-written one, see section 3.2. There are several advantages of this code with respect to other codes, especially that it is free under the GNU licence, and that the source code is open. Because a lot of post-processing tools had to be implemented by the author, an open source code, with the possibility to have an interface with existing parts of the code, was an absolute necessity.

A detailed description of the code is not given here, neither are its implementation or capabilities explained in detail. A lot of information can be found on the **PWSCF** website¹ and in the user guide². In Ref. [41] a more general overview is found, describing aspects of the code.

Some features are commonly used in the calculations within this work. These are described in the next part.

### 2.1.4 Pseudopotentials

An atom’s electrons can be divided into two groups, core and valence electrons. Core electrons reside in the deeper shells and are strongly bound to the nuclei. As a consequence, the core electrons are not strongly affected by the chemical environment in which the atom is embedded; they usually do not participate in the chemical bonding and seldom in electronic excitations. A certain amount of judgement remains for the scientist: The distribution among "valence" and "core" is not unique or well-defined. Instead, it depends on the system one wants to investigate, how many electrons have to be taken into the valence; usually as few as possible are wished for. From the numerical point of view, the core electrons represent a very high computational cost, especially when using a plane wave basis (cf. section 2.1.7). Besides increasing the number of orbitals to be computed, orthogonality between the valence and core wave functions is required. Thus, core electrons impose the presence of nodes in the valence and core wave functions. To be able to describe these nodes, the basis set must be larger, and the calculations are more expensive from a computational point of view. For instance, in plane wave calculations, a huge number of plane waves would be required to describe the nodes near the core. To reduce the computational cost the pseudopotential approximation was proposed. In this approximation, the strong nuclear potential and the core electrons are replaced by an effective ionic potential (pseudopotential) action on the valence electrons.

Once these pseudopotentials have been generated, an important condition they must fulfill is their transferability. A pseudopotential should be suitable, not only to describe the single electronic configuration it was constructed for, but also similar configurations. This means that the total energies gained from pseudopotential calculations have to differ by only a small amount from the energies gained by all-electron calculations, on diverse electronic configurations differing from the starting one.

Some general characteristics define the pseudopotentials used within this work: (a) The pseudopotentials used are norm-conserving, in which the norm of the pseudowave function is the same as the one of the true wave functions [42, 43]. (b) The use of cutoff radii: These radii define the region beyond which the pseudo-charge density as well as the pseudo valence orbitals are equal to the all-electron ones. (c) The use of core-corrections [44]: These corrections account, at least partially, for the nonlinearity in the exchange and correlation potential in the charge density. Its use is strongly recommended when there is a large overlap between valence and core charge, e.g. in the transition metals. With this correction the true core charge is replaced by a fictitious and smoother charge, which is added to the valence charge. (d) They are fully separable: they are formed by a local part, common for all angular momenta, and a non-local part, which depends on each angular momentum following the method proposed by Kleinman and Bylander [45].

A general overview over pseudopotential methods has been given by Pickett [46].

A sketch of the effect of the introduction of a pseudopotential can be seen in Fig. 2.1, taken from Ref. [47]: The exact wavefunction, which has several nodes, is substituted by a pseudo wavefunction, which has no nodes, thereby reducing computational effort to calculate it. The potential is also substituted by a pseudopotential, which takes into account the collective effect of the inner-shell electrons on the outer-shell wavefunctions.

---
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Figure 2.1: Comparison of a wave function in the (Coulomb) potential of the nucleus, i.e. $\Psi$ in the potential $V$ (both blue), and a pseudowave function in the corresponding pseudopotential, i.e. $\Psi_{\text{pseudo}}$ in the potential $V_{\text{pseudo}}$ (both red). The all-electron and the pseudo-wavefunction and the potentials are equal above some cutoff radius $r_c$. For radii smaller than the cutoff radius the number of nodes of the pseudo-wavefunction is significantly reduced, namely to zero.

Only beyond a certain cutoff radius $r_c$ is the pseudo wavefunction equal to the all-electron wavefunction.

2.1.5 Sampling of the Brillouin Zone

The first Brillouin zone (BZ) is the Wigner-Seitz cell of the reciprocal lattice, which is defined by the planes that are the perpendicular bisectors of the vectors from the origin to the reciprocal lattice points. Evaluation of many quantities, such as energy and density, requires integration over the BZ. Accurate integration is done with a discrete set of points in the BZ, which are called the k-points. The required density of the points to achieve numerically converged results is specific to the problem, and must be tested for a system under consideration.

A quantity $I$ is then calculated by

$$I = \frac{1}{N_k} \sum_k f(k),$$

where $f(k)$ is the value of a function $f$ at the k-point $k$, and $N_k$ is the total number of k-points.

Throughout this work the general method proposed by Monkhorst and Pack [48] is used because it leads to a uniform set of points determined by a simple formula valid for any crystal, where the k-points are given by

$$k_{n_1,n_2,n_3} \equiv \sum_{i=1}^{3} \frac{2n_i - N_i - 1}{2N_i} G_i,$$

(2.14)

Here $G_i$ are the primitive vectors of the reciprocal lattice. By simply increasing the total number of points $N_i$ in a specific direction, a denser sampling of the BZ is achieved. It is possible to reduce the number of k-points which must be calculated by using the symmetry operations of the crystal under investigation. Two k-points,
which are equivalent by symmetry, yield the same value \( f(k) \) to the summation (2.13). This can be used to define the irreducible wedge of the BZ (IBZ), where only k-points are found, which are not equivalent by symmetry to another k-point. Only these k-points must be calculated. A weight factor \( w(k) \) is then assigned to each k-point in the IBZ, which counts the number of points it is symmetric to, normalized by the total number of points. Eq. (2.13) is then equivalent to

\[
I = \sum_{k \in IBZ} w(k) f(k).
\]  

(2.15)

Since the computational effort is proportional to the number of k-points calculated in DFT, this considerably reduces computation times in symmetric systems.

### 2.1.6 Broadening Schemes

In order to calculate properties of metals, one must integrate a function over the BZ which is discontinuous due to the partial filling of the energy bands. This is the case in metals near the Fermi surface for those bands that cross the Fermi energy when the Fermi factor varies rapidly. In principle a dense k-point grid can be chosen when the integrand varies rapidly. However, this requires a huge computational effort.

In particular it is the goal to evaluate the integral

\[
I = \int_{BZ} d\mathbf{k} S(E(k) - \varepsilon_F) f(k) = \int_{-\infty}^{\infty} d\varepsilon S(\varepsilon - \varepsilon_F) \int_{BZ} d\mathbf{k} f(k) \delta(\varepsilon - E(k)).
\]  

(2.16)

Here, \( \varepsilon_F \) is the Fermi energy, and \( E(k) \) represents an energy band as function of the wave vector. The function to be integrated, \( f \), is multiplied by the step function \( S(x) = 1 - \theta(x) \). For instance, in the case \( f \equiv 1 \), the integral \( I \) is the total charge within the Fermi surface.

In the case of a function given on a discrete grid, the integration over the Brillouin zone is replaced by a summation, following Eq. (2.15). It is then possible to replace the step function \( S(\varepsilon - \varepsilon_F) \), which is the Fermi-Dirac distribution at a temperature \( T = 0 \), by a smooth function. The function, which must be integrated, is then continuous. This smoothing can be done following different broadening schemes. Throughout this work, two schemes are used. The first is the Fermi-Dirac scheme, where \( S(x) \) is replaced by a Fermi-Dirac function of finite temperature. The second is the Methfessel-Paxton scheme (of first order) [49], where

\[
S(x) = 1 - \text{erf}(x) - \frac{1}{4\sqrt{\pi}} H_1(x) e^{-x^2},
\]  

(2.17)

where \( \text{erf}(x) \) is the error function, and \( H_1(x) \) is the first Hermite polynomial. When replacing \( S(x) \) by a smooth function, thereby replacing a step function, a numerical expression for the \( \delta \)-function should be obtained by

\[
\delta(x) = -\frac{d}{dx} S(x).
\]

This is done throughout this work.

In the present work usually a Fermi-Dirac broadening scheme with a small temperature (\( \sim 0.01 \) eV) is used, and the numerical definition of the \( \delta \)-function is the negative derivative of the Fermi-Dirac function.

### 2.1.7 Basis Sets

In order to solve the one-electron KS problem numerically, the wave functions \( \psi_{j,k} \) are represented by a linear combination of basis set functions:

\[
\psi_{j,k} = \sum_{u=1}^{p} c_{j,k,u} \phi_{u,k}(\mathbf{r}).
\]  

(2.18)

There is a broad variety of functions that can be chosen as basis set, e.g. planes waves, augmented plane waves, muffin-tin orbitals, gaussians, Slater-type orbitals, numerical radial atomic-like orbitals, etc. PWSCF uses plane
waves.
A general plane wave at k-point $k$ has the form
\[
\phi_{u,k}(r) = \frac{1}{\sqrt{V}} e^{i(k+G_u)r}.
\] (2.19)

In principle there exists an infinite number of plane waves; however, in practice only a finite amount can be dealt with. The number of plane waves, i.e. the size of the basis set, is defined through the cutoff energy
\[
E_{\text{cut}} = \max_G (k + G)^2 \frac{2}{2}.
\] (2.20)

This energy has to be chosen sufficiently high that additional plane waves have only very small coefficients, so that changes of the physical properties due to an enhanced cutoff are tolerable. The absolute value of the cutoff depends on the accuracy desired, and of course on the investigated system.

### 2.1.8 Description of the Spin

According to the Hohenberg-Kohn theorem, only the density is needed to describe a system properly. However, this statement is only correct if the exact exchange-correlation potential was known. While the density is in principle sufficient to describe all physical properties of a system, in practice it is often necessary to impose an artificial breaking of the symmetry, introducing spin densities $n^\uparrow(r)$ and $n^\downarrow(r)$, for the spin up and spin down case, respectively, with the total density $n(r) = n^\uparrow(r) + n^\downarrow(r)$. This breaking of the symmetry introduces an additional degree of freedom, the spin polarization $\zeta(r) = n^\uparrow(r) - n^\downarrow(r)$. Introducing an additional degree of freedom generally reduces the total energy of a system, if the symmetry belonging to the degree of freedom is broken in the system. For instance the total energy of a spin-polarized free electron gas is described better using spin-polarized DFT in comparison with exact results using the spin polarization degree of freedom, than without using it [33]. The ground state energy is described correctly only in the case that one uses the spin polarization degree of freedom. In some cases, e.g. in the case that a hydrogen atom is calculated far away from a surface, this separation of the spins is necessary to describe the ground-state energy correctly. In DFT calculations, without introducing the spin degree of freedom, a spinless hydrogen far away from the surface possesses a potential energy which is too large in comparison with experiments an exact results. An illustrative graphic on this effect on the ground state energy can be found in Ref. [6] and Fig. 4.23. Additionally, using spin polarization it is possible to describe magnetic effects an an easy way.

Introducing the spin polarization, it is necessary to treat both spin subsystems separately, and combining them in the density. In that case the exchange-correlation potential $V_{XC}$, which can be separated into an exchange part $V_X$ and a correlation part $V_C$ using $V_{XC} = V_X + V_C$, can also be separated for the spin subsystems,

\[
V_X(n(r)) \rightarrow V_X\left(n^\uparrow(r), n(r)\right) + V_X\left(n^\downarrow(r), n(r)\right)
\]

\[
V_C(n(r)) \rightarrow V_C\left(n^\uparrow(r), n^\downarrow(r)\right).
\] (2.21)

In DFT calculations the spin polarization $\xi = \int dr \zeta(r)$ for the H atom should be one, if it is far away from the surface.

However, note that the introduction of the spin degree of freedom introduces the so-called static correlation error in DFT, see Ref. [24] for details. This error arises since present-day XC-functionals are not able to treat correlated electronic states properly. For instance, the ground state energy of a free hydrogen atom should be the same for all wavefunctions of the form $|\psi\rangle = c^\dagger |1\rangle + c^\dagger |1\rangle$, with $|c^\dagger|^2 + |c^\dagger|^2 = 1$. However, this is not the case in DFT calculations.
2.2 Physical Concepts

2.2.1 Born-Oppenheimer Approximation

In order to solve the electronic structure problem, in principle the many-body Schrödinger equation must be solved,

\[ \hat{H}\Psi_s(\{r, R\}) = \left( \hat{T}_N + \hat{T}_e + \hat{U} \right) \Psi_s(\{r, R\}) = E_s \Psi_s(\{r, R\}). \]  

(2.22)

Here \( s \) labels the states for the coupled system of electrons with coordinates \( \{r\} \) and nuclei with coordinates \( \{R\} \). One now introduces the eigenvalues \( E_i(\{R\}) \) and corresponding wavefunctions \( \Psi_i(\{r\} : \{R\}) \) for the electrons, which depend on the nuclear positions as parameters, through

\[ \left[ \hat{T}_e + \hat{U} \right] \Psi_i(\{r\} : \{R\}) = \hat{H}_e \Psi_i(\{r\} : \{R\}) = E_i(\{R\}). \]  

(2.23)

These wavefunctions define a complete set of states for the electrons at each \( \{R\} \). The full solution of (2.22) can be written in terms of

\[ \Psi_s(\{r, R\}) = \sum_i \chi_{si}(\{R\}) \Psi_i(\{r\} : \{R\}), \]  

(2.24)

where \( \chi_{si}(\{R\}) \) are the coefficients depending on the nuclear coordinates. Inserting (2.24) into (2.22), multiplying with \( \Psi_i(\{r\} : \{R\}) \) from the left, and integrating over the electronic coordinates, one gets

\[ [\hat{T}_N + E_i(\{R\}) - E_s] \chi_{si}(\{R\}) = - \sum_{i'} C_{ii'} \chi_{si'}(\{R\}), \]  

(2.25)

where \( T_N = -1/2 \left( \sum_J \nabla_J^2 / M_J \right) \), with \( M_J \) denoting the nuclear masses, and the matrix elements \( C_{ii'} \) contain derivatives of \( \Psi_i(\{r\} : \{R\}) \) with respect to the nuclear coordinates,

\[ C_{ii'} = \sum_J \frac{1}{M_J} \langle \Psi_i(\{r\} : \{R\}) | \nabla_J | \Psi_i(\{r\} : \{R\}) \rangle \nabla_J + \sum_J \frac{1}{2M_J} \langle \Psi_i(\{r\} : \{R\}) | \nabla_J^2 | \Psi_i(\{r\} : \{R\}) \rangle. \]  

(2.26)

The Born-Oppenheimer (BO) approximation is to ignore the off-diagonal \( C_{ii'} \). This has the consequence that the electrons remain in a given state as the nuclei move. Thus, in the BO approximation, the nuclear motion is described by a purely nuclear equation for each electronic state.

This approximation is justified if the off-diagonal terms are negligible. One can express the first term of Eq. (2.26) by

\[ \langle \Psi_i(\{r\} : \{R\}) | \nabla_J | \Psi_i(\{r\} : \{R\}) \rangle = \frac{\langle \Psi_i(\{r\} : \{R\}) | \nabla_J, \hat{H}_e | \Psi_i(\{r\} : \{R\}) \rangle}{E_i(\{R\}) - E_s(\{R\})} \]

\[ = \frac{\langle \Psi_i(\{r\} : \{R\}) | \frac{\partial}{\partial R} | \Psi_i(\{r\} : \{R\}) \rangle}{E_i(\{R\}) - E_s(\{R\})}. \]  

(2.27)

The second term may be approximated by the square of this term. This means that the Born-Oppenheimer approximation is justified, if the potential energy surfaces \( E_i(\{R\}) \) and \( E_s(\{R\}) \) are well separated. Thus in metals the BO approximation in not justified.

If one is only interested in the electronic degree of freedom, Eq. (2.23) is solved in a first step. Afterwards, the additional operator \( \hat{T}_N \) in Eq. (2.22) is treated perturbatively. This is justified, if the kinetic energy of the electrons is much larger than the kinetic energy of the nuclei, and thus if the electron mass \( m_e \ll M_J \), which is indeed the case for static calculations (assuming similar momenta for electrons and nuclei). However, if one of the nuclei moves fast, the BO approximation is not justified. Such a perturbative treatment is done in section 2.3.1. For the energy spectrum of excited electrons one gets an expression similar to the square of Eq. (2.27). Throughout this work, electronic excitations are calculated using DFT. Standard DFT only treats the adiabatic
ground state of an investigated system. This means that the BO approximation is used for the calculations in a first step, fixing the nuclear positions and then calculating the Kohn-Sham wavefunctions. Afterwards (2.25) is expanded to linear order in the displacement of the nuclei, thereby allowing electronic excitations to occur due to the movement of the nuclei, see Ref. [33] and section 2.3.1 for details.

**Trajectory Approximation**

Having separated the electronic and nuclear degrees of freedom, the nuclear coordinate of the adsorbing atom can be described separately. In principle this must be done quantum-mechanically. However, since the ionic movement is rather slow on the electronic scale, one can take a different approach and describe the trajectory classically. Thus the resulting trajectory must be understood as the quantum-mechanical expectation value. Electronic excitations only influence the trajectory through the expectation value of the dissipated energy into the electronic system.

A further approximation is to describe the many adsorption processes in experiments by a single effective trajectory. Such an approximation works quite well if the trajectories leading to different electronic excitations closely resemble each other [50]. If they differ qualitatively, this approximation does not work, and more refined approaches must be employed. While it is not possible to describe a single adsorbate approaching a surface using this approximation, it should be appropriate to describe events that are caused by averaging over the trajectories of a large number of adsorbing atoms. This is the case for present-day chemicurrent experiments. However, energy dissipated into the electronic system is transferred away from the adsorbing atom, and thus necessarily its trajectory is changed. For a high-energy electron-hole pair (larger than the Schottky barrier in experiments, see section 2.2.3) to become excited, this energy has to be available as kinetic energy $E_{\text{kin}}$, (or, in principle, potential energy) at the specific point of the trajectory where the e-h pair becomes excited. This point is somewhere within in the chemisorption well in the investigated cases, where some of the initial potential energy has been converted into kinetic energy. Also must the excitation matrix elements be non-negligible. Thus the adsorbate must first move into a position close to the bottom of the chemisorption potential. In systems where the kinetics are not overly involved, such as in the case of atomic hydrogen adsorption with a reasonably low kinetic energy (approximately $E_{\text{kin}} \leq 1 \text{ eV}$), excitation of electron-hole pairs should only effect the particle’s velocity, but not the trajectory itself. Since the trajectories of the adsorbing atoms are usually calculated for a half round trip in the chemisorption well, the influence of high-energy electronic excitations on the trajectory should be rather small, and so a major effect on the calculated spectra is not expected in such systems. The energy regime of the spectra close to the Schottky energy dominates the behavior of the chemicurrent. In this energy range, the effects of electronic excitations onto the trajectory are only of quantitative, not qualitative interest. So the ‘effective trajectory’ approximation for the calculation of chemicurrents seems justified, and it has been employed by various groups up to now [26, 6, 51].

In this work the ‘effective trajectory’ approximation is used for simplicity, and in order to be able to compare to these previous approaches. However, different approaches may be thought of, e.g. those of Refs. [50, 52, 21].

**2.2.2 Electron-Hole Pairs**

At zero temperature the electronic states of a system are filled up to the Fermi level $\varepsilon_F$. Injecting (e.g., thermal) energy into the electronic system, excited electrons are created above the Fermi level. In a metallic system this can happen with infinitesimal small energy, since the Fermi level is located within the conduction band. The excitation of the electron leaves an empty state below the Fermi level, which is described as a hole. Thus excitation of an electron never appears alone, but electron-hole pairs are always created; however, these are not necessarily bound. The energy distribution for electrons and holes is not necessarily equal, even after thermalization, since the density of states may be different for electrons and holes. For temperatures larger than zero these considerations always hold. During adsorption, an atom or molecule, generally an adparticle, adsorbing onto a substrate loses energy, the
2.2 PHYSICAL CONCEPTS

2.2.3 Schottky Diodes and Chemicurrents

In the past ten years a new way to measure the quantity of electrons or holes created in an adsorption process has been developed, namely the detection of chemicurrents during adsorption in Schottky diodes [54, 4, 55, 11]. The Schottky diodes in these experiments consist of a thin metal film on a (usually p-)doped semiconductor. This design leads to the formation of a Schottky barrier on the interface, as illustrated in Fig. 2.2. A low-energy atomic or molecular beam, with a kinetic energy of about 10 meV, is then directed on the Schottky diode, which leads to adsorption of these atoms or molecules, and thereby to excitation of electron-hole pairs in the metal. Since only high-energy electrons or holes, depending on the doping, can pass the barrier into the semiconductor, a current can be measured between metal and semiconductor. This is a direct evidence for the creation of electrons or holes. Because the Schottky barrier is much lower than the vacuum barrier, the chemicurrent setup using a Schottky diode is much more sensitive for the detection of electrons than exoemission measurements, and the only well-defined way the author knows of to detect holes in such experiments.

Figure 2.2: Sketch of a hole-detecting Schottky diode. An adsorbate, a hydrogen atom, H, approaches a metal surface, moving along its reaction coordinate Q. It excites e-h pairs during this approach. If excited sufficiently deep below the Fermi energy $\varepsilon_F$, the hole can pass through the metal film, and then pass the Schottky barrier $\Phi_s$ into the p-doped semiconductor. The metal film has a thickness of the order of 100 nm.

chemisorption (or adsorption) energy, i.e. the difference in energy for the adsorbed particle vs. the free particle far away from the surface. This energy has to be transferred into the substrate or lost in another suitable way, e.g. chemiluminescence. Energy transfer into the substrate system can happen via excitation of phonons and electron-hole pairs. Energy dissipation by excitation of phonons is possible, and leads to heating of the system, but is not of major interest in this thesis: Here electronic excitations are the major focus, i.e. the energy transfer into the electronic system of the substrate. A common way to describe the energy transfer into the electronic system is by electronic friction [53, 27], where a classical friction force is assumed to act on the adparticle, which is proportional to its velocity. This is an effective description of the many-electron scattering of the substrate electrons with the electrons of the adparticle. The energy lost by the adparticle through this channel is transferred into the electronic system of the substrate. Expanding the electronic friction approach to the forced oscillator model, one can calculate the spectra of electrons and holes. In the FOM it is assumed that the number of electron-hole pairs excited by a single adparticle follows a Poissonian distribution, which is founded on the view that multiple low-energy electron-hole pairs are excited [27]. Note that this is another reason for a possible non-equal distribution of electrons and holes.

The electronic friction approach is described more thoroughly in section 2.5.
2.3 Theoretical Methods

In this section, the theoretical approach to described electron-hole pair excitation, which is a basic of this work, is presented. The methods presented here have already been published about 40 years ago. Some room for extensions is therefore available. Some of the extensions are presented here and in chapter 3, and difficulties for the implementation of the methods in DFT codes are commented upon in section 3.6.

2.3.1 Müller-Hartmann Approach

The Müller-Hartmann (MHRT) approach, presented in this section, provides a prerequisite for the perturbative approach developed in section 3.1. This perturbative approach provides a generalization of the MHRT approach, in the way that the electron-hole pair excitation here can be split up into an electronic and hole part. Some further extensions of this approach are proposed in chapter 3, it is explained how it is implemented in a DFT postprocessing code, and the difficulties of the extensions are commented upon in section 3.6.

The MHRT approach describes the excitation of electron-hole pairs in a Fermi gas by a localized time-dependent perturbation. It has been proposed by Müller-Hartmann et al. in Ref. [56]. The following section is essentially taken from this paper.

The authors determine the time evolution of an initial state $|\psi(t_0)\rangle$, which will be understood later as the (temperature-dependent) ground state of a substrate, i.e. an unperturbed substrate slab in DFT calculations. This initial state is the ground state of the unperturbed Hamiltonian $H_0 = T_0 + V_0$, where $T_0$ is the unperturbed kinetic energy, and $V_0$ the unperturbed and time-independent potential of the substrate. The time-dependent Hamiltonian is then given by

$$H_F(t) = \sum_{k,\sigma} \varepsilon_{k,\sigma} \psi_{k,\sigma}^\dagger \psi_{k,\sigma} + \frac{P^2}{2M} + \sum_{k,k',\sigma} V_{kk',\sigma}(t) \psi_{k,\sigma}^\dagger \psi_{k',\sigma} e^{i(k-k')Q}$$

$$= T_0 + V_0 + \frac{P^2}{2M} + V(t)$$

$$= H_0 + \frac{P^2}{2M} + V(t).$$

Here $\varepsilon_{k,\sigma}$ is the spin-$(\sigma)$-dependent quasiparticle energy, while $V_{kk',\sigma}(t)$ is the time-dependent single-particle potential of an external perturbation of the substrate. In the present case this is an adsorbing particle, although the theory is applicable to other kinds of perturbations as well. This particle moves along its classical trajectory, defined by the reaction coordinate $Q(t)$. The particle possesses a kinetic energy $\frac{P^2}{2M}$, where $M$ is the mass of the particle. The use of the Hamiltonian (2.28) for a charge perturbation in an electron gas requires some justification. First, it is assumed that the screening of the charge due to Coulomb interactions occurs instantly. Since the response of the electron gas to charge fluctuations has a time scale of the plasmon frequency $\omega_p$, the results will not describe properly the immediate response to potentials, which vary on that time scale. Second, it is assumed that there are no long-time transient effects ($t \gg \omega_p^{-1}$) associated with the screening and that all transient effects arise from the response of the quasiparticles to the screened time-dependent potential. This is probably reasonable, because the low-energy electron-hole pair excitations responsible for the long-time transient effects are not prominently involved in the screening. Therefore it is assumed that the quasiparticles are noninteracting. This means that the excitation frequency of interest, $\nu$, should fulfill the condition $\nu \gg (2\pi\tau)^{-1}$, where $\tau$ is the duration of the impact (in scattering) or of half a round trip (in adsorption), i.e. there will be errors for small frequencies. The author has slightly generalized the formulation of Müller-Hartmann, in the sense that the description now includes the electron spin. Nonetheless a spin-flip excitation is not considered, so it is assumed that the excitation of electron-hole pairs always occurs in the same spin channel. This is probably a good description, which will include the major part of the excitations.

It is now assumed that the perturbation is zero in the past ($t < 0$), and constant, possibly zero, at some point in the future ($t > \tau$). This means that the adsorbate starts far away from the surface, and is either adsorbed or scattered back from the surface again.
The approaching adsorbate will create a number of electron-hole pairs. The energy spectrum of these excitations with respect to the eigenstates of the Hamiltonian $H_0$ is given by

$$S_\tau(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i\omega t} \langle \psi(\tau) | e^{-iH_0 t} | \psi(\tau) \rangle >,$$  

(2.29)

which is accessible if the states $|\psi(t)\rangle$ are known. This is, however, the case here, since

$$|\psi(t)\rangle = U(t, t_0) |\psi(t_0)\rangle.$$

(2.30)

It is not easy to calculate the excitation spectrum exactly. It is, however, possible to bosonize the electron-hole pairs. This means that the particle-hole operators $\psi$ are replaced with boson-creation and boson-annihilation operators $b_{j}^\dagger$ and $b$, i.e.

$$\psi_{k>}^\dagger \psi_{k'}^- \text{ by } b_j,$$

(2.31)

where the subscripts $k_>$ and $k'_<$ mean that $k$ is outside the Fermi sphere and $k'$ is inside. This operator applied to the ground state creates a hole $k'$ and a particle $k$ while imparting a momentum $k' - k$ to the potential source. (Note, however, that the impartion of a momentum is not possible in a periodic system, as is the case in the PWSCF code, which uses plane waves and the Bloch theorem.) The operators $b_{j}^\dagger$ are assumed to be bosons in the usual sense. The energy of one such electron-hole pair is thus $\varepsilon_j = \varepsilon_{k>} - \varepsilon_{k'_<}$. The time-dependent potential can then be written as

$$V(t) = \sum_j \left[ V_j(t)b_{j}^\dagger e^{i(k-k')\mathbf{Q}} + V_j^*(t)b_{j} e^{-i(k-k')\mathbf{Q}} \right],$$

(2.32)

where $V_j(t) = V_{k'k}(t)$ and $V_j^*(t) = V_{k'k}(t)$. The part of the potential which creates and destroys only electrons or only holes, proportional to $\psi_{k>}^\dagger \psi_{k'_<}$ and $\psi_{k'_<}^\dagger \psi_{k'}^-$, respectively, is omitted. Clearly, this gives nothing when it acts on the ground state, except for an energy shift, which can be lumped into $H_0$. The complete boson approximation to the Hamiltonian (2.28), i.e. without the omitted part, is then

$$H = \sum_j \varepsilon_j b_{j}^\dagger b_{j} + \sum_j \left[ V_j(t)b_{j}^\dagger e^{i\mathbf{q}_j\mathbf{Q}} + V_j^*(t)b_{j} e^{-i\mathbf{q}_j\mathbf{Q}} \right] + \frac{\mathbf{p}^2}{2M},$$

(2.33)

where $\mathbf{q}_j$ is the net momentum of the particle $j$, i.e. $\mathbf{q}_j = (\mathbf{k} - \mathbf{k'})$.

It is now possible to solve Eq. (2.29) using Hamiltonian (2.33). This has been done, and the result is

$$P(\omega) = \int dt e^{i\omega t} \exp \left[ -\sum_{ij} \frac{\lambda_{ij}(\tau)}{\varepsilon_j - \varepsilon_i} \left( 1 - e^{-i(\varepsilon_j - \varepsilon_i)t} \right) \right],$$

(2.34)

where the matrix elements

$$\lambda_{ij}(\tau) = \int_0^\tau dt' \varepsilon_j \frac{dV}{dt'} \varepsilon_i \exp(i(\varepsilon_j - \varepsilon_i)t')$$

$$= \int dQ \varepsilon_j \frac{dV(Q)}{dQ} \varepsilon_i \frac{dQ}{dt'} (Q) \exp(i(\varepsilon_j - \varepsilon_i)t')(Q)$$

(2.35)

were introduced. The eigenstates $|\varepsilon_{i,j}\rangle$ are eigenstates of the Fermionic Hamiltonian. The velocity of the adsorbate $dQ/dt$ at position $Q$ of the trajectory has been introduced, and for sake of simplicity the notation now restricts itself to a one-dimensional trajectory, although generalisation to multiple dimensions is straightforward. During calculation of the spectrum (2.34) a partial integration was used, which explains the time derivative of the potential in (2.35), and the energy difference in the denominator of the exponential in (2.34). The time derivative is helpful in order to combine this theory with DFT methods, which are described in section 2.3.3.
The spectrum of the electron-hole pairs (2.34) has a large part at zero, where there is no excitation at all. One has to keep that in mind when normalizing it. It is then useful to write the excitation spectrum as

\[ P(\omega) = p_0 \delta(\omega) + P_{\text{ex}}(\omega), \]

where \( p_0 \) describes the non-excited electron-hole pairs, and \( P_{\text{ex}}(\omega) \) is the excited part we are interested in. \( P(\omega) \) is defined as the spectrum after a half or full round trip of the adsorbate in the chemisorption well.

Extending the theory to finite electronic temperature by introducing Fermi occupation functions \( f(\varepsilon) \), one has to consider the possibility of transitions where the metal electrons loose energy by going from occupied states above \( \varepsilon_F \) to unoccupied states below \( \varepsilon_F \). Thus, it is necessary to define \( P_{\text{ex}}(\omega) = 0 \) for \( \omega < 0 \). Following Ref. [57], Eq. (2.34) needs to be generalized to

\[
P(\omega) = \theta(\omega) \int dt \, e^{i\omega t} \exp\left[ -\sum_{ij} \frac{\lambda_{ij}(\tau)}{\varepsilon_j - \varepsilon_i} \left( f(\varepsilon_i) - f(\varepsilon_j) \right) \left( 1 - e^{-i(\varepsilon_j - \varepsilon_i)t} \right) \right] \theta(\varepsilon_j - \varepsilon_i),
\]

where \( f \) is the Fermi-Dirac occupation function. The total energy loss is the expectation value \( E_{\text{diss}} = \int d\omega \, \omega \, P_{\text{ex}}(\omega) \).

Eq. (2.37) can be expanded into a Taylor series around the perturbation \( |\lambda_{ij}|^2 \). In first order one gains

\[
P(\omega) = \theta(\omega) \left[ \left( 1 - \sum_{ij} \frac{\lambda_{ij}(\tau)}{\varepsilon_j - \varepsilon_i} \right)^2 \left( f(\varepsilon_i) - f(\varepsilon_j) \theta(\varepsilon_j - \varepsilon_i) \right) \delta(\omega) \right. \\
+ \sum_{ij} \frac{\lambda_{ij}(\tau)}{\varepsilon_j - \varepsilon_i} \left. \left( f(\varepsilon_i) - f(\varepsilon_j) \theta(\varepsilon_j - \varepsilon_i) \right) \delta(\omega - (\varepsilon_j - \varepsilon_i)) \right].
\]

Comparing (2.36) and (2.38), in first order one finds

\[
P_{\text{ex}}(\omega) = \sum_{ij} \frac{\lambda_{ij}(\tau)}{\varepsilon_j - \varepsilon_i} \left( f(\varepsilon_i) - f(\varepsilon_j) \theta(\varepsilon_j - \varepsilon_i) \right) \delta(\omega - (\varepsilon_j - \varepsilon_i)).
\]

### 2.3.2 Gunnarsson-Schönhammer Approach

In several papers Gunnarsson and Schönhammer have developed a theory to calculate the energy spectrum of electron-hole pair excitation when an adsorbate approaches a surface [58, 59, 60, 61]. Their theory is an evolution of the MHRT approach [56]. While the general formalism stays essentially the same as before, Gunnarsson and Schönhammer base their theory on the time-dependent adiabatic wavefunctions. The only formal difference is that the matrix elements (2.35) are exchanged by the Gunnarsson-Schönhammer matrix elements

\[
\lambda_{ij}(t) = \int_0^T dt' \left\langle \varepsilon_j^f \left. \frac{dV}{dt'} \right| \varepsilon_i^f \right\rangle \exp(i(\varepsilon_j - \varepsilon_i)t').
\]

Here they introduced the time-dependent adiabatic wavefunctions of the substrate, \( |\varepsilon_j^f\rangle \). This method is named BA I in their work. One obvious point is that the energy differences \( \varepsilon_j - \varepsilon_i \) are not time-dependent, although their corresponding eigenstates are time-dependent. Gunnarsson and Schönhammer argue that the energy difference does not change if one treats a semi-infinite substrate. This is not possible in DFT calculations. However, one can take a large slab and assume that the change of energy differences between two Kohn-Sham states in DFT calculations is sufficiently small, when the adsorbate approaches the surface.

A second extension (BA II) is the treatment of multiple small-energy excitations, where only eigenstates in a small region around the Fermi energy are taken into account. This is combined with the new matrix elements
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(2.40) of BA I. However, all three theories (MHRT, BA I, BA II) are complementary, and correct in certain limiting cases: While BA I and BA II should be correct for slowly moving perturbations of arbitrary strength, and BA I additionally for rapidly moving adsorbates, MHRT is justified over a wider region for rapidly moving adsorbates. An illustrative graphic can be found in Ref. [61].

2.3.3 Application to DFT Methods

In this section the approach necessary to convert the theoretical considerations in section 2.3.1 into a practical approach using DFT methods is presented. For simplicity, the notation assumes a one-dimensional motion along a reaction coordinate \( Q(t) \), but generalisation to multiple dimensions is straightforward. Typically the particle makes many oscillations in the adsorption well before it has dissipated the chemisorption energy into the substrate. In the following, just the first round trip of the trajectory in the adsorption potential in the time interval between 0 and \( \tau \) is considered. For conceptual clarity, it is assumed that a trajectory unaffected by energy dissipation can be used. This assumption is a good first approximation in many cases of practical interest, but it can be lifted without much difficulty if required. For a full description of adsorption, one should decompose the oscillating trajectory into many round trips, and use a somewhat different energy and corresponding starting point for each segment of the trajectory. But if one starts with a low kinetic energy, the energy loss during the first round trip can already be sufficient for the particle to become trapped.

According to the Runge-Gross theorem [62], time-dependent density functional theory (TDDFT) establishes a mapping of the electronic many-particle problem onto an effective single-particle Hamiltonian of the form

\[
H^\infty(t) = -\frac{1}{2} \nabla^2 + V_{\text{eff}}[n](\mathbf{r}, \mathbf{r}', t). \tag{2.41}
\]

The effective potential \( V_{\text{eff}}[n](\mathbf{r}, \mathbf{r}', t) \) is generally non-local and a functional of the density \( n \), and consists of

\[
V_{\text{eff}}^\infty[n](\mathbf{r}, \mathbf{r}', t) = V_H[n](\mathbf{r}, t) + V_{\text{XC}}^\infty[n](\mathbf{r}, \mathbf{r}', t) + V_{\text{ion}}(\mathbf{r}, t). \tag{2.42}
\]

\( V_{\text{ion}} \) depends on time implicitly through the particle’s position \( Q(t) \). The charge density needs to be calculated self-consistently from the solution of the time-dependent Kohn-Sham equations. Hence the Hartree and exchange-correlation potentials, \( V_H \) and \( V_{\text{XC}} \), are time-dependent, too. While TDDFT is in principle exact, suitable approximations to arrive at a computationally simpler scheme are sought. With this motivation, it is assumed that the true effective potential \( V_{\text{eff}}(t) \) in the time-dependent Kohn-Sham equations can be approximated by the effective potential \( V_{\text{eff}}(Q) \) of a time-independent problem, namely, the electronic ground state for a system with the particle located at \( Q(t) \). This is similar to the considerations in section 2.3.1. In view of the density of excited electrons and holes being small compared to the overall charge density, this approximation appears plausible. However, there are cases where deviations from the instantaneous ground state are strong, in particular those system where exoemission has been observed. From the theory point of view, a class of systems can be envisaged where the adsorbate, in some points of its trajectory, must be described (at least in an approximative sense) by quantum numbers (such as charge state, spin, etc.) that differ from those of the instantaneous ground state. For these systems, one may anticipate that one may need to go beyond the perturbative approach outlined here. This point is investigated further in chapter 7, and it is found that this is indeed the case.

The change of the effective potential due to the scattering of an incident particle constitutes a localized time-dependent perturbation. The chemicurrent consists of propagating charge carriers that are detected (in principle) far away from the particle’s impact point. These carriers are described by the eigenstates \( |\varepsilon_i\rangle \) of the Hamiltonian \( H_0 := H(Q_0) \). Depending on the physics one wants to study, one would choose different definitions of \( H(Q_0) \): In order to describe vibrational damping, \( Q_0 \) should be taken as the adsorption height. In the case of interest here, \( Q_0 \to -\infty \) is taken, i.e., \( H_0 \) describes the (semi-infinite) metal with the particle far away from the surface. This defines a decomposition of the Hamiltonian into an unperturbed part \( H_0 \) and a perturbation

\[
V(Q) = V_{\text{eff}}(Q) - V_{\text{eff}}(-\infty) \tag{2.43}
\]
that depends on time implicitly through $Q(t)$. While $V(Q)$ is generally not small, its perturbative treatment relies on the fact that $V(Q(t))$ varies rapidly and is different from zero only within a short time interval. Here, the author is interested in electron-hole pair excitations above some threshold energy $\varepsilon_S > 0.5$ eV due to the high-frequency components of the perturbation. For the validity of the perturbative treatment, it is required that the response of the electronic system on the time scale set by $\varepsilon_S^{-1}$ is sufficiently weak, according to the considerations in section 2.3.1.

Applying first-order time-dependent perturbation theory, the transition amplitude for an excitation of an electron from an occupied state $i$ into an unoccupied state $j$ is given by

$$p_{ij}(t) = \langle \epsilon_j | V(Q(t)) | \varepsilon_i \rangle \exp(i(\epsilon_j - \epsilon_i)t),$$

and the excitation spectrum is obtained from

$$P_{ex}(\omega) = \sum_{ij} \left| \int_0^\tau dt\ p_{ij}(t) \right|^2 \delta(\omega - (\epsilon_j - \epsilon_i)).$$

For a full round trip of the (dissipationless) trajectory, $V$ vanishes both in the initial and final (again unperturbed) state, and one may integrate by parts to obtain an expression for the spectrum of electron-hole pairs,

$$P_{ex}(\omega) = \sum_{ij} \left| \frac{\lambda_{ij}}{\epsilon_j - \epsilon_i} \right|^2 \delta(\omega - (\epsilon_j - \epsilon_i))$$

with

$$\lambda_{ij} = \int_0^\tau dt \left\langle \epsilon_j \left| \frac{dV}{dt} \right| \epsilon_i \right\rangle \exp(i(\epsilon_j - \epsilon_i)t).$$

One can now compare (2.47) with (2.35). The conclusion is that the perturbation potential $V(t)$ from section 2.3.1 has been mapped onto the difference in effective potentials (2.43). Comparison of (2.39) with (2.45) shows the analogy.

To summarize the section, a general theory was presented, the MHRT approach to excitation of electron-hole pairs, and it was described how one can handle it within the framework of DFT.

### 2.4 Adiabatic vs. Nonadiabatic

Within this work the terms 'adiabatic' and 'nonadiabatic' play an important role. Generally spoken, adiabatic means a slow transition of a system from one state to another, while nonadiabatic means a comparatively fast transition. The terms 'fast' and 'slow' are defined by comparison of the transition time $t_{trans}$ to the time the system needs to relax into its current ground state $t_{relax}$. For a slow transition, $t_{trans} \ll t_{relax}$ holds.

While electronic excitations are a nonadiabatic effect, it is not necessary to treat the whole system nonadiabatically. If, on a grand scale, $t_{trans} \approx t_{relax}$, a nonadiabatic effect may be calculated from the adiabatic ground state by perturbation theory. This is indeed the case here.

Within this work, all geometry calculations are done for the adiabatic ground state, i.e. the nuclear positions are prescribed, and the electronic ground state is then calculated within DFT, without further constraints. Excitations or the time $t_{relax}$ are not taken into account for these calculations. In order to be able to describe nonadiabatic effects, a perturbative approach is then undertaken, with the adiabatic (ground-state) system working as the unperturbed case. The perturbative description allows to avoid difficult calculations for the fully nonadiabatic system, i.e. the non-ground state system. The result from this perturbative approach may then be used to calculate the nonadiabatic behavior of the system, when it is not in its ground state. Two major points are discussed: (1) electronic excitations in general, and (2) The spin relaxation at the spin transition point.

Electronic excitations are handled within the framework of section 2.3.3.

A possible nonadiabatic treatment of the spin relaxation is described in section 3.3. Within section 3.3, a perturbative approach to calculate the effective potential is developed. This calculation starts from the adiabatic
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Calculations. The occupation factors of the adiabatic states are then changed nonadiabatically, and the effective potential is re-calculated from these nonadiabatic occupation factors. So, while this work describes principally nonadiabatic effects, not compatible with the BO approximation (section 2.2.1), the DFT calculations on which the results rest are adiabatic. In a first step the system is treated as being in the adiabatic (ground) state, and afterwards perturbation theory gives information about the nonadiabatic (non-ground state) case.

2.5 Electronic Friction and the Forced Oscillator Model

In Refs. [27, 63] a forced-oscillator model was invoked to describe the spectra, thus extending the electronic friction approach [27] for this purpose. Since this model is used nowadays by experimentalists to make predictions on the magnitude of chemicurrent they expect to measure, the most important results of the FOM are summarized here.

The theory of electronic friction starts from an expression for the imaginary part of dynamic self-energy $\Lambda(Q, \omega)$,

$$\text{Im}\Lambda(Q, \omega) = -\frac{2\pi}{m} \sum_{i,j} \left| \left\langle \varepsilon_j \left| \frac{dV(Q)}{dQ} \right| \varepsilon_i \right\rangle \right|^2 \times (f(\varepsilon_i) - f(\varepsilon_j)) \delta(\omega - (\varepsilon_j - \varepsilon_i)), \quad (2.48)$$

cf. Ref. [57]. A friction coefficient $\eta(Q)$ can be defined for any point $Q(t)$ along the trajectory by considering the limit $\lim_{\omega \to 0} m\Lambda(Q, \omega)/\omega$ and replacing the states $|\varepsilon_i\rangle$ and $|\varepsilon_j\rangle$ by the states at the Fermi energy. Taking into account the proper normalization of these states on the energy shell one can show that this limit exists, i.e., the friction coefficient is mathematically well-defined. The friction coefficient can then be used to calculate the classical friction force on the moving adsorbate using

$$F_{el} = -\eta \dot{Q}, \quad (2.49)$$

where $\dot{Q}$ denotes the velocity of the adsorbate along its reaction coordinate. Following the arguments above, the friction coefficient is defined as

$$\eta = \pi \sum_{\sigma} \sum_{k} \sum_{i,j} \left| \left\langle \psi_{k,i,j,\sigma} \left| \frac{dV_{eff}}{dQ} \right| \psi_{k,i,j,\sigma} \right\rangle \right|^2 w_k \delta(\varepsilon_F - \varepsilon_{k,i,j,\sigma}) \delta(\varepsilon_F - \varepsilon_{k,j,\sigma}). \quad (2.50)$$

Here, $\sigma$ denotes the summation over spin, $k$ denotes summation over $k$-points with weight $w_k$, $i, j$ denote summation over electronic states and $\varepsilon_F$ is the Fermi energy. A more detailed description of this concept is described in Ref. [26] and references therein.

This simple definition usually only works if one does not use the adiabatic potential, because if there is a spin transition (cf. section 3.3), then the potential has a $\sqrt{Q}$-like behavior at the transition point. This leads to a $Q^{-1}$-divergence at this point for the friction coefficient (2.50), resulting in the conclusion that it is not well-defined.

Energy dissipation within the electronic friction model is described by the friction coefficient $\eta(Q)$. The dissipated energy into the electronic system $E_{\text{diss}}$ is then measured by the integral

$$E_{\text{diss}} = \int dQ \eta(Q) \frac{dQ}{dt}. \quad (2.51)$$

Neglecting the small initial kinetic energy, the velocity $dQ/dt$ reached by the adsorbate stems from acceleration in the chemisorption potentials, and hence scales like $m^{-1/2}$. Therefore it follows that the dissipated energy

$$E_{\text{diss}} \sim \frac{1}{\sqrt{m}}. \quad (2.52)$$
Within the FOM, the electron (hole) spectra $P_e(\varepsilon)$ $(P_h(\varepsilon))$ are obtained by making additional assumptions on the excitation mechanism. One of the assumptions is that the excitation energy is made up from a large number of small electron-hole pairs following a Poissonian distribution. Another assumption is that electrons and holes are distributed evenly around the Fermi energy, which means $P_e = P_h$. For further details, see Ref. [27]. This leads to the expression

$$P_e(\varepsilon) = \frac{1}{\hbar} \int_{\varepsilon}^{\infty} d\varepsilon \frac{1}{\sigma} = \int_{-\infty}^{\infty} dt \eta_{\sigma}^{-1/2}(Q) \frac{dQ}{dt} e^{-\varepsilon t / \hbar} ,$$  \hspace{1cm} (2.53)

where $\sigma$ denotes a spin dependence of the friction coefficient. Inserting the mass-scaling of the adsorbate’s velocity into this equation, the spectra obey a scaling relation,

$$P_{e/h}(\varepsilon, m) = \sqrt{m} P_e(\sqrt{m} \varepsilon) .$$  \hspace{1cm} (2.54)

Numerical work on H/Al has been analyzed in terms of Eq. (2.54) in Ref. [63]. The authors claim that the high-energy tail of the spectra can be described as an exponential of the form

$$P_{e/h}^{\text{fit}}(\varepsilon, m) = A(m) \exp( - |\varepsilon| / k_B T_{\text{eff}}(m)) ,$$  \hspace{1cm} (2.55)

where, according to (2.54), for the effective temperature $T_{\text{eff}}$ one finds $T_{\text{eff}}(m) \sim (m/m_H)^{-1/2}$. $A(m)$ is a mass-dependent constant.

The number of electrons (or holes) $N_{e/h}^{\text{eq}}$ above the Schottky barrier $\varepsilon_S$ is defined by

$$N_{e/h}^{\text{eq}}(m) = \int_{\varepsilon_S}^{\infty} d\varepsilon P_e(\varepsilon, m) .$$  \hspace{1cm} (2.56)

Assuming that the pre-factor $A(m)$ is weakly mass-dependent, one can show that the number of particles above the Schottky barrier follows the relation

$$\ln (N_{e/h}^{\text{eq}}) \sim \text{const} - \left( \frac{m}{m_H} \right)^{1/2} .$$  \hspace{1cm} (2.57)
Chapter 3

Extension of the Theoretical Approaches

Having described the basic theories for electronic excitations used within this work in 2.3, and given an explanation how they can be applied within a DFT approach, in this chapter extensions to these approaches are described. The developed perturbative approach is also investigated in more detail.

In section 3.1 first-order time-dependent perturbation theory is used to calculate the excitation spectra of electrons and holes separately. The method is compared to the theory of electronic friction, section 2.5. Part of this work has been published [64]. Since the basic theories do not respect energy conservation, it is enforced on the theory in section 3.1.3. In section 3.1.4 some analytical results are considered.

Using these fundamental considerations, it is possible to implement the perturbative approach in a working DFT code. This is described in section 3.2, and is the standard procedure developed in and used throughout this work, if not mentioned otherwise.

In previous theoretical works the spin transition during adsorption of hydrogen atoms on a metal surface led to an unphysical divergency [27]. The spin of the adsorbate vanishes at a certain distance above the surface. This point is investigated in section 3.3. In this section a method to calculate a nonadiabatic spin transition behavior within the framework of a constrained DFT is proposed as well. However it turns out that the application to a test system yields wrong results for the isotope effect (section 4.3.2). Multi-dimensional trajectories are dealt with in section 3.4. The dimensions are condensed into a one-dimensional coordinate, the arc length $Q$. The problem of the change of the Kohn-Sham eigenenergies during adsorption, which is important when dealing with the Gunnarsson-Schönhammer approach of section 2.3.2, is addressed in section 3.5.

The extensions proposed in sections 3.3 and 3.5, as a supplement of section 2.3.2, face severe difficulties, and it turns out that these extensions lead to unphysical results. The problems experienced are commented upon in section 3.6, along with a comment on the required computation time and hard disk space for the calculations.

3.1 Perturbative Approach and Electron and Hole Spectra

In this section a first-order time-dependent perturbation theory is described, which allows to calculate the excitation spectra of electrons and holes. The method is compared to the theory of electronic friction. Energy conservation is enforced, and analytical results for the theory are considered.

3.1.1 Fundamental Considerations

Considering the excitation spectrum (2.37), and its practical implementation into a DFT approach using (2.47), it is found that this result, while non-perturbative, does not give information about the spectra of electrons and holes without their counterpart. Additionally, the derivation of (2.37) is quite elaborate, cf. Ref. [56]. It is possible to remedy these deficiencies under certain circumstances, using only first-order time-dependent perturbation theory.

It is assumed that the excitations are sufficiently weak, so that the spectrum in Eq. (2.34) can be approximated
by expanding the exponential and taking into account only the first non-zero and non-$\delta(\omega)$ order. Taking into count Eq. (2.36) and temperature effects one then gets (2.39)

$$P_{\text{ex}}(\omega) = \sum_{ij} \frac{\lambda_{ij}}{\epsilon_j - \epsilon_i} \left[ (f(\epsilon_i) - f(\epsilon_j)) \delta(\omega - (\epsilon_j - \epsilon_i)) \theta(\omega) \theta(\epsilon_j - \epsilon_i) \right]. \quad (3.1)$$

Interpreting defect electrons below the Fermi energy $\varepsilon_F$ as holes, first-order perturbation theory then gives explicit expressions for the electron and hole spectra

$$P_{\text{ex,el}}(\omega) = \sum_{ij} \frac{\lambda_{ij}}{\epsilon_j - \epsilon_i} \left[ (f(\epsilon_i) - f(\epsilon_j)) \times \delta(\omega - (\epsilon_j - \varepsilon_F)) \theta(\epsilon_j - \epsilon_i) \right]$$

$$P_{\text{ex,ho}}(\omega) = \sum_{ij} \frac{\lambda_{ij}}{\epsilon_j - \epsilon_i} \left[ (f(\epsilon_i) - f(\epsilon_j)) \times \delta(\omega - (\epsilon_i - \varepsilon_F)) \theta(-\omega) \theta(\epsilon_j - \epsilon_i) \right]. \quad (3.2)$$

These spectra can be calculated spin-dependent, which is straightforward. The total energy loss of the trajectory is defined by

$$\Delta E = \int_{0}^{\infty} d\omega \omega P_{\text{ex}}(\omega). \quad (3.3)$$

Within this work, the spectra for a half round trip in the adsorption well rather than a full one are discussed, in order to compare to previous results in the literature. Also for a dissipationless trajectory, assuming vertical adsorption onto the surface, the ways 'in' and 'out' are equivalent by time inversion symmetry, and within the presented approach the spectrum of the half round trip is equal to one half of the spectrum for the full round trip. Also, it is noted that time-reversal symmetry implies $\lambda_{ij} = 0$ as $|\epsilon_i - \epsilon_j| \rightarrow 0$. Note this implies that the limit of $P_{\text{ex}}(\omega)$ for $\omega \rightarrow 0$ can be shown to exist, see section 3.1.2. The present theory is applicable under the following conditions: the energy loss $\Delta E$ during one round trip must be a small fraction of the total energy of the adsorbing particle, measured from the bottom of the adsorption well, to justify the 'unperturbed trajectory' approximation. Moreover, the particle is required to move sufficiently rapidly to justify the use of static (rather than adiabatic) electronic wavefunctions in evaluating the matrix elements. This means that the excitation frequency of interest, $\nu = |\epsilon_j - \epsilon_i|$, should fulfill the condition $\nu \gg (2\pi\tau)^{-1}$, which was remarked upon in section 2.3.1. The latter condition is fulfilled for electronic excitations detected by a Schottky diode ($h\nu > 0.5$ eV, i.e. $\varepsilon_S = 0.5$ eV) even for light particles such as thermal hydrogen atoms, where $\tau \sim 20$ fs.

Hence, the present theory seems to be more appropriate for the high-energy part of the excitation spectrum, detectable as chemicurrents, than the forced oscillator formalism of section 2.5. However, the low-energy part of the spectrum dominates the dissipated energy. Thus the perturbative approach is probably not able to describe the energy dissipation correctly, where instead the adiabatic electronic wavefunctions should be considered for evaluation of the matrix elements.

The present, extended theory has some technical advantage concerning the so-called spin transition: In most practical implementations of DFT, the electronic correlation effects between the electrons close to the adsorbing particle, e.g. hydrogen, and the metal electrons are described in an approximate way by solutions that break spin symmetry, by assigning a spin moment to the free hydrogen atom, cf. section 2.1. During adsorption, spin symmetry is restored. In such ground-state DFT calculations, the spin transition has a formal analogy to a first-order phase transition, and thus leads to a $1/Q$-type dependence of the effective potential near the transition point on the reaction path. In the theory of electronic friction, this singularity results in a divergence of $\Lambda(Q, \omega)$, rendering the theory inapplicable [27].

In the present theory, the $\lambda_{ij}$, and hence $P_{\text{ex}}(\omega)$, remain well-defined, since the integrand in Eq. (3.10) diverges at most like $Q^{-1/2}$, and hence remains integrable. Phrased in other words, the abrupt change of the spin polarization in a ground-state DFT calculation and the quasi-static limit are incompatible. The present
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theory circumvents this difficulty. However, it is mentioned that in a time-dependent treatment of spin, both in TDDFT [6] or in the mean-field approximation to the Newns-Anderson model [29], the spin polarization changes smoothly, and this difficulty doesn’t arise anyway.

A final note shall be made on the Gunnarsson-Schönhammer approach: In Eq. (3.2) the matrix elements $\lambda_{ij}$ appear. In principle it is possible to either take the MHRT matrix elements (2.35) or the Gunnarsson-Schönhammer (GS) matrix elements (2.40). Using either of these can lead to quite different results, which is demonstrated in chapter 4. Throughout this work it is specifically mentioned, when the GS matrix elements are used, hereby defining the term "GS-like perturbation theory".

3.1.2 Comparison to the Theory of Electronic Friction

The theory presented here has some similarities with, but also important differences to the theory of electronic friction worked out earlier [57], section 2.5. To see this, one assumes the separability of the matrix elements appearing in Eq. (2.35) (see Ref. [27] for a discussion of this point), and takes the quasi-static limit. This limit implies that the excitation frequencies of interest are sufficiently small, such that the states $|\varepsilon_i\rangle$ and $|\varepsilon_j\rangle$ are essentially indistinguishable from states at the Fermi surface, $|\varepsilon_F\rangle$. The resulting theory is formally identical to the theory of electronic friction, with the important difference that the friction approach uses wavefunctions changing adiabatically with the position of the adsorbate, while the present perturbative approach uses wavefunctions of the bare substrate to calculate the matrix elements. The reader is reminded that the theory of electronic friction starts from Eq. (2.48). This definition is somewhat analogous (although not equivalent) to the definitions in Eqs. (2.47) and (2.37). Whereas the present definition of $P_{\text{ex}}$ uses the squared modulus of a time integral, the definition of $\text{Im} \Lambda$ (2.48) starts from the square moduli of matrix elements. This way, the friction coefficient can be defined for any point $Q(t)$ along the trajectory.

Also note that the friction coefficient (2.50) has a $Q^{-1}$-divergence at the adiabatic spin transition point, leading to the problem that it is not well-defined. Therefore it appeared unwise to include the effect of electronic friction on the trajectories within the present work.

A similar reasoning employing the quasi-static limit can be used to establish that the total energy loss, Eq. (3.3), is a well-defined quantity also in the perturbative approach, both for a full and a half round trip. The limit of $P_{\text{ex}}(\omega)$ for $\omega \to 0$ can be shown to exist, as the expression can be decomposed into the two factors, $|\lambda_{ij}|^2/|\varepsilon_j - \varepsilon_i|$ and $(f(\varepsilon_j) - f(\varepsilon_i))/|\varepsilon_j - \varepsilon_i|$, which both have a finite limit for $|\varepsilon_j - \varepsilon_i| \to 0$. For the first factor, the proof is analogous to the derivation of the finiteness of $\eta$ in electronic friction theory. The second factor is finite for any non-zero electronic temperature $T$. Considering the total energy loss, one may even calculate the limit $T \to 0$. The combined limiting process $\omega \to 0; T \to 0$ for the integrand $\omega P_{\text{ex}}(\omega)$ remains well-defined for any fixed ratio $\omega/(k_B T)$.

In extension over electronic friction, the perturbative approach allows to address the excitations of a single electron-hole pair at any finite energy, even further away from the Fermi level. Compared to adsorbate vibrational damping, chemisorption is accompanied by stronger variations of the effective electronic potential, and hence components of higher frequency, also much higher than the vibrational frequency in the adsorption well, may become excited non-resonantly.

3.1.3 Energy Conservation

In the DFT calculations of the potential energy surface (PES), the adsorbing atom has a finite energy available for electronic excitations. Simply using (2.39) with (2.35) to calculate the probability for excitation of electron-hole pairs of a certain energy does not take into account this finite energy, and indeed one finds that excitations with an energy larger than the available (chemisorption) energy may be predicted by the equations in this case. In order to take into account energy conservation, (2.35) must be extended to include the maximum energy available for electron-hole pair excitations, $E_{\text{max}}$. One obtains

$$\lambda_{ij}(\tau) = \int_0^\tau dt' \left( \frac{dV}{dQ}\right|_{\varepsilon_i} \frac{dQ}{dt'} \exp(i(\varepsilon_j - \varepsilon_i)t') \theta(E_{\text{max}} - (\varepsilon_j - \varepsilon_i)) .$$

(3.4)
This implementation of energy conservation leads to changes of the calculated spectra when the e-h pair excitation energy approaches \( E_{\text{max}} \), but not for e-h pairs whose excitation energies are much lower than \( E_{\text{max}} \). In chapter 5 it is found that the e-h pair spectrum differs notably in an energy range of about 0.2 eV close to \( E_{\text{max}} = 1.1 \) eV.

### 3.1.4 Analytical Considerations

#### General Form of the Spectra

Justified by later results, the author tentatively proposes that the general form of the spectrum might be similar for all adsorbates. This proposition needs justification in form of a simple model. Indeed, starting from simple model assumptions, a general form of the electron-hole pair spectrum can be found. The model is developed here for energies larger than the Schottky barrier, i.e. for the tails of the spectra.

However, note that conclusions drawn from this model remain rather general. While it serves the purpose to provide some general ideas on the form of the spectra and the mass-scaling of chemi- currents, it is not meant as a conclusive treatment of the form of the spectra.

In a first step the matrix elements

\[
M_{ij}(Q) = \langle i | V_{\text{eff}}(Q) | j \rangle
\]  

(3.5)

are considered, where the states \(|i\rangle\) and \(|j\rangle\) are unperturbed states of the clean slab, and \(V_{\text{eff}}(Q)\) is the effective potential at reaction coordinate \(Q\). The initial assumption is that these matrix elements decay as \(\exp(-\kappa Q)\) outside the slab, which is reasonable, since the wavefunctions do. The time-dependence of the velocity \(v_{\text{ad}}(t)\) of the adsorbing particle does not influence the form of the spectra decisively in the relevant energy range around 0.5 eV (the Schottky energy). However, a low velocity leads to a Lorentzian form of the spectra in this energy range, in contrast to the approximately exponential form observed for high velocities. Thus, since the time-dependence of the velocity is not dominating the form of the spectra, the velocity shall be regarded as a constant, given by the particle’s energy, i.e. \(v_{\text{ad}}(t) \equiv (2E_{\text{max}}/m)^{1/2}\).

It is possible to introduce an energy dependence of the matrix elements, which could be, according to Fig. 4.15, roughly exponential, i.e. proportional to \(\exp(-\alpha \omega)\). Here, \(\omega\) is the excitation energy. (However a Lorentzian dependence may also be thought of.) The time dependence is converted to a spatial dependence via \(Q = v_{\text{ad}}t\). The matrix elements (3.12) are then given by the integral

\[
\lambda(\omega) = f(\omega) \int_0^{\infty} dQ \left( \frac{d}{dQ} e^{-\alpha \omega} e^{-\kappa Q} \right) \exp \left( i \frac{\omega Q}{\hbar} \sqrt{\frac{m}{2E_{\text{max}}}} \right) \theta [E_{\text{max}} - \omega] .
\]  

(3.6)

A further energy dependence of the matrix elements was hidden into an additional function \(f(\omega)\). By straightforward integration and taking the absolute square of the result, one gets the squared absolute values of the matrix elements (3.12), which are given by

\[
|\lambda|^2(\omega) = |f(\omega)|^2 \frac{|\kappa|^2 e^{-2\alpha \omega}}{|\kappa|^2 + \frac{m v_{\text{ad}}^2}{2\hbar^2 E_{\text{max}}}} \theta [E_{\text{max}} - \omega] .
\]  

(3.7)

Summation over all matrix elements should give a curve of a similar form. By introducing the energy denominator of the spectra (3.2) the matrix elements would diverge for small energies. However, it is already known that the full expression is well-defined, even in the low-energy limit. Thus the energy denominator of the spectra (3.2) can be incorporated into the function \(f(\omega)\), which is then weakly energy-dependent.

Following these arguments also the full spectra (3.2) follow Eq. (3.7), with \(f(\omega) \equiv \text{const}\). Inserting reasonable values of the order of 1/Å for the decay constant \(\kappa\), 1/eV for the energy decay \(\alpha\), the particle’s mass \(m\), and the calculated energy \(E_{\text{max}}\), the form of the model curve is found to be comparable with the form of the high-energy tails of the calculated spectra in subsequent chapters.

The spectra then consist of two factors, \(|\kappa|^2 / \left( |\kappa|^2 + \frac{m v_{\text{ad}}^2}{2\hbar^2 E_{\text{max}}} \right)\) and \(e^{-2\alpha \omega}\). Depending on the exact choice of \(\alpha\) and \(\kappa\), either factor may dominate the spectra, and thus it is possible to fit Eq. (3.7) to a wide range of curves,
ranging from Lorentzian to exponential. The model may be refined to include, e.g., a weak energy dependence of \( \kappa \), a further energy dependence of the matrix elements, or a better approximation for the particle’s velocity. However, whether a Lorentzian is observable in the spectra, is strongly dependent on the particle’s mass. This model was designed to be approximately correct for large energies, and as such is correct above a certain mass-dependent minimum energy. For particles of the hydrogen mass, this minimum energy is much larger than the Schottky energy. Thus, only for particles of masses considerably larger than the hydrogen mass may a Lorentzian decay be observed. Compared to assumed spectra following the Boltzmann distribution, this model leads to stronger excitations for particles of large mass, and therefore to larger chemicurrents than expected from a simple Boltzmann-like exponential extrapolation of currents. Such larger chemicurrents are observed within the experiments [65, 66]; however, the spectra are not directly accessible there. At present this model can give a qualitative, but not a quantitative description of the spectra, since it is not straightforward to specify \( f(\omega) \), or how to exactly treat the low-energy limit. Also, beginning at about 0.2 eV below \( E_{\text{max}} \), the spectra decay much more rapidly than described by the model. This is caused by a rapid reduction of the density of states available for excitations close to \( E_{\text{max}} \). For instance, an excited electron, which possesses an energy close to \( E_{\text{max}} \), requires an excited hole very close to the Fermi energy. Possible processes are thus restricted by the accessible Hilbert space. Therefore this model is not investigated further within this work, but it may serve as a starting point for future investigations. Note that the matrix elements (3.5) are strongly dependent on the states \( |i\rangle \) and \( |j\rangle \) coupled by the potential, cf. Fig. 4.15. Thus it is difficult to evaluate the matrix elements (2.35) analytically. However, two regimes can be considered: For large energy differences \( (\varepsilon_j - \varepsilon_i) \to \infty \), the rapid oscillation of the exponential leads to \( \lambda_{ij} \to 0 \). For small energy differences \( (\varepsilon_j - \varepsilon_i) \to 0 \), the oscillation of the exponential is negligible, and thus \( \lambda_{ij} \) is independent of the particle’s velocity. This may explain the rather similar form of the spectra close to the Fermi energy found in later chapters.

**Mass-Dependence of the Spectra**

In this work, the total number of excited charge carriers \( N_{e/h}^{\varepsilon_S} (m) \) above the Schottky barrier \( \varepsilon_S \), whose value is always taken from experiment, was evaluated numerically following (2.56). Following results for the FOM (2.57), the number of charge carriers can be tentatively fitted to a generalized form of Eq. (2.57),

\[
\ln(N_{e/h}^{\varepsilon_S}(m)) \sim \text{const} - \left( \frac{m}{m_H} \right)^{\gamma},
\]

(3.8)
treating \( \gamma \) as parameter.

Model calculations for H/Cu [51] found a cross-over from \( \gamma = 1/4 \) for slow velocities of the impinging H atom (up to approximately 1 Å/fs) to \( \gamma = 1/2 \) for higher velocities. Following Ref. [51], there are two scaling regimes, one where the integrand in (3.12) makes many oscillations on the time scale \( \tau \) of the particle impact, and another one where the integrand does not undergo a full oscillation. It is noted that the cross-over in the scaling exponent \( \gamma \) in Ref. [51] coincides with the transition from ‘many oscillations’ to ‘no oscillation’. For a quantitative analysis, one has to consider \( (\varepsilon_j - \varepsilon_i) \gtrsim \varepsilon_S \) in Eq. (3.12), since only excitations above the Schottky barrier \( \varepsilon_S \) are detectable. For slow velocities \( < 1 \) Å/fs, many oscillations occur when \( (\varepsilon_j - \varepsilon_i) \tau \gtrsim \varepsilon_S \tau \gg 1 \). In the opposite limit, \( (\varepsilon_j - \varepsilon_i) \tau \ll 1 \), i.e. at high velocities, scaling with \( (m/m_H)^{1/2} \) is recovered. Adsorption of thermal atoms or molecules must be considered as ‘slow’ for this purpose. This point is investigated in chapter 5, where the author concludes that using the FOM to calculate excitation spectra for electrons and holes is inappropriate for these small velocities. Thus electronic excitations are more important for massive particles than deduced from the FOM.
3.2 Perturbative Approach: Implementation to DFT

The standard method to calculate electronic excitations throughout this work is described in the following section. The code was developed based on PWSCF versions 3.2 initially, but has been improved, and is now based on version 4.0.5 [41], see section 3.2.1.

Using the perturbative approach of section 3.1, the standard method works as follows:

In a first step, an adsorbing particle is calculated at several discrete positions along an adsorption trajectory above a surface using DFT. This position is described by a single reaction coordinate $Q$, which measures the atom’s distance from the surface. Generally, the movement of a single particle is investigated, and the others are kept rigid. However, this restriction can be lifted by means of section 3.4. This has been done in chapter 7. In this case, $Q$ measures the arc length of the movement of all particles.

In a second step, the matrix elements

$$M_{ij}^{\text{old}}(Q) = \left\langle \varepsilon_j \left| \frac{\Delta V(Q)}{\Delta Q} \right| \varepsilon_i \right\rangle$$ (3.9)

are calculated, which requires knowledge of the effective potential at every position. For evaluating $\lambda_{ij}$ (2.47), the integrand is evaluated at discrete timesteps, and the expression

$$\lambda_{ij} = \int_0^\tau dt \left\langle \varepsilon_j \left| \frac{\Delta V(Q)}{\Delta Q} \right| \varepsilon_i \right\rangle \frac{dQ}{dt} \exp(i(\varepsilon_j - \varepsilon_i)t).$$ (3.10)

is used. It requires knowledge of the particle’s velocity along the trajectory, which is calculated in a third step, using the forces on the adsorbing particle gained from the DFT calculations. The forces are interpolated using a third-order spline. Discrete time steps are used to calculate the particles’ velocity. The matrix elements (3.10) are then calculated by interpolating (3.9) between different positions of the particle along its trajectory, and evaluating these at the discrete timesteps used for calculation of the adsorbing particle’s velocity.

This method to calculate the matrix elements (3.10) is rather flexible, and allows to apply perturbative corrections on the effective potential $V(Q)$. Thus it is used in chapter 4, since the extensions of section 3.3 and the Gunnarsson-Schönhammer-like perturbation approach mentioned in section 3.1 are tested there. However, this method of calculation is cumbersome, since one has to first read all local potentials from all geometries, calculate the derivative of the local potential, and then calculate the matrix elements at each geometry, see section 3.2.1 for an improvement.

In order to plot the calculated spectra, it is necessary to replace the $\delta$-functions in Eqs. (2.37) and (3.2) by a function of finite width. In practice, the $\delta$-functions are replaced by the negative derivative of the Fermi-Dirac function, $\delta(\varepsilon) = -\partial f(\varepsilon)/\partial \varepsilon$, as described in section 2.1.6. The same electronic temperature $T$ as in the DFT calculations is used for the broadening. Matrix elements with a very small energy ($|\varepsilon_i - \varepsilon_j| \approx 0.0136$ eV (1 mRy)) have to be handled with care. Although the limit $|\varepsilon_i - \varepsilon_j| \rightarrow 0$ is mathematically well-defined, the numerical results are not reliable due to rounding errors. In the plots, and also in the calculations, this energy region is therefore omitted. Also, there is always a $\delta$-function at zero energy. Evaluation of (2.37) or taking into account the $\delta$-function of (2.36) makes it necessary to treat small energies with extreme care.

The total energy loss is not affected by this omission, since the contribution of such small-energy transitions to $\Delta E$ is negligible. (For a full round trip, $P_{\text{ex}}(0) = 0$).

Taking into account these considerations, evaluation of the excitation spectra (3.2) is then straightforward at discrete energies.

It is noted that the approach presented here can be extended beyond first-order perturbation theory (see section 2.3.1). In this case, the electron-hole spectrum (but not the separate spectra for electrons and holes) can be calculated analytically. The method is applicable to weak and swift perturbations [56]. Note that evaluation of Eq. (2.37) is numerically demanding, since a $\delta$-peak is found at zero energy. This peak is found as an underlying constant in the integrand on the right hand side of this equation. (A constant is the Fourier transform of the $\delta$-function.) This constant must be subtracted in order to get rid of numerical oscillations caused by the Fourier transform of this constant. This can be done by expansion of Eq. (2.37) to the order sufficient for the
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Figure 3.1: Comparison of the electron-hole pair excitation probabilities in first order perturbation theory for the adsorption of H/Al(111) for the two code versions, cf. section 4.2. Both curves are essentially on-top each other, with only minor deviations. The only notable exceptions are values close to zero energy. It turns out that these values have only little effect on the total dissipated energy and on the particle yield for experiments with Schottky barriers of around 0.5 eV. The ‘old code’ curve data is taken from Fig. 4.7.

oscillations to vanish, similar to what is done in Eq. (2.38). A simpler approach is taking the mean average of the numerical result over the energy interval defined by an oscillation frequency, which turns out to be sufficient in the investigated cases.

For the systems under study, it is always tested, whether a perturbative approach is sufficient, or not, by comparing results for the electron-hole pair spectrum gains by the perturbative approach of first order and the MHRT approach, which takes into account all orders.

3.2.1 Improvement of the Code

While conceptually clear, the method to calculate the matrix elements (3.10) described above used up to this point has proven itself cumbersome. The main reason for this is that one has to read in the effective potential for all geometries, interpolate and take its derivative then, and afterwards combine it with the wavefunctions. While it is possible to investigate certain possible extension of the theory, see, e.g., sections 4.3.2 and 4.3.1, it is shown that they do not give correct results for the isotope effect. Therefore they are abandoned.

If one uses only the unperturbed adiabatic wavefunctions and occupations, it is much more feasible to calculate the matrix elements (3.5) first. Only after evaluation of these matrix elements for all geometries is the differential of $M_{ij}$ with respect to $Q$ calculated numerically, using a third-order spline interpolation, and

$$\frac{\Delta}{\Delta Q} \langle \varepsilon_j | V(Q) | \varepsilon_i \rangle = \left\langle \varepsilon_j | \frac{\Delta V(Q)}{\Delta Q} | \varepsilon_i \right\rangle .$$

As an advantage, $M_{ij}(Q)$ can be calculated both for local and non-local potentials by the algorithms implemented in PWSCF, while the calculation method mentioned above is cumbersome in case of non-local potentials. The matrix elements $\lambda_{ij}$ can then be calculated using the derivative of the matrix elements $M_{ij}$ with respect to the reaction coordinate,

$$\lambda_{ij} = \int_0^\tau dt \left( \frac{d}{dQ} M_{ij}(Q(t)) \right) \frac{dQ}{dt} \exp(i(\varepsilon_i - \varepsilon_j)t) \theta [E_{\text{max}} - (\varepsilon_i - \varepsilon_j)] .$$

Here, $\tau$ is the interaction time of the adsorbing particle with the surface. In principle, $\tau = \infty$ holds for the adsorption process, since this kind of interaction only happens when the particle is close to the surface and moves. However, in the present calculations the trajectory starts at time 0, and ends at time $\tau$. Within this work, $\tau$ is the time the particle needs for a half round trip in the chemisorption well. $E_{\text{max}}$ is the maximum energy
available to excite electron-hole pairs; i.e. $E_{\text{max}}$ is the particle’s energy here.

This method accelerates the code by a factor 3. The code rests on PWSCF V 4.0.5, while in chapter 4 code version 3.2 was used, with the exception of section 4.3.1. Since interfaces have changed, the code had to be re-programmed from scratch.

Test calculations give the same results as in chapter 4, with the notable exception of excitations around zero energy (for e-h pairs) or the Fermi energy (for e and h spectra alone), where the new code version proved to be much more stable numerically. The excitation probabilities of electron-hole pairs for the improved and the old code versions are compared in Fig. 3.1.

Evaluating the data gives only small deviations from the data of chapter 4, where the old code version is used, within the order of 5 % for absolute values, which were to be expected due to numerical inaccuracies. Deviations for relative values, e.g. the ratio of detected holes above the Schottky barrier for different isotopes, are much smaller. One also gets a better match of the form of the curves with results from TDDFT [6] close to zero energy. Excitation probabilities close to zero or the Fermi energy are regarded as being dominated by numerical inaccuracies in chapter 4.

The author concludes that the improved code version has better numerical behavior for small excitation energies, i.e. values close to zero or the Fermi energy. Since these values are not experimentally observable up to now, this can only be proven by comparing to the form of theoretical curves from other methods [27, 30]. The comparison supports this conclusion, since the new form is more similar.

### 3.3 Nonadiabatic Description of the Spin Dynamics

Certain systems within DFT are investigated within the framework of spin-polarized density functional theory, i.e. the spin-up and spin-down densities, $n^\uparrow$ and $n^\downarrow$, are considered as independent degrees of freedom. An example is the system H/Al(111) [27, 28, 6]. In this system, the ground state energy for the adsorbate far away from the surface is wrong, if a degree of freedom in addition to the charge density $n(r) = n^\uparrow(r) + n^\downarrow(r)$, the local spin polarization $\zeta(r) = n^\uparrow(r) - n^\downarrow(r)$, is not introduced, cf. section 2.1.8. This is due to deficiencies of the XC functional [38]. Calculating the projected density of states, using suitably defined atomic orbitals, it is possible to define an atomic spin polarization $\xi_{at} = N_{at}^\uparrow - N_{at}^\downarrow$, where $N_{at}^\sigma = \int d^3r n_{at}^\sigma(r)$, with $n_{at}^\sigma(r)$ the local spin density of an atom.

The atomic spin polarization of an approaching adsorbate atom may disappear at a certain point in the adiabatic case, called the adiabatic spin transition point. In the example H/Al(111) this happens about 2.5 Å above the surface [6]. The physical reason behind this phenomenon is the scattering of the substrate electrons with the adsorbate electron. This leads to the fact that the spin of the adsorbate is not a good quantum number close to the surface, while it is a good quantum number far away from the surface. The correct description of an H atom in front of a surface includes a superposition of spin up and spin down states. Present-day DFT calculations do not describe such a superposition properly [38].

The transition between a spin polarized and unpolarized case in DFT calculations is known to be problematic: In previous theoretical works, this has lead to an unphysical behavior of the electronic friction coefficient [27]. The reason behind this is a root-like singularity of the derivative of the effective potential at the adiabatic spin transition point. The atomic spin polarization is shown in Fig. 3.2, where the adiabatic occupation of the spin up and spin down states during adsorption of H on-top an Al(111) surface in DFT calculations vs. its distance $Q$ from this surface is presented. A square-root behavior of the occupations is observed, which corresponds to the behavior of the potential at the position of the adsorbate. The figure was calculated following results of chapter 4.

Physically, the scattering of the substrate and adsorbate electrons takes some time. Only after this time the spin disappears. This is an inherent nonadiabatic property of the moving adsorbate atom, whose ground state is spin-polarized in DFT calculations [28]. This point is investigated later.

A fundamental question at this point is the physical meaning of this behavior. A criticism, which should be taken seriously, is that an atomic beam approaching a surface in chemicurrent experiments is not spin-polarized (cf. [54, 4, 11]), but unpolarized. On the other hand, DFT calculations using LSDA or GGSDA (GGA including
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spin) give the result that it is spin-polarized, keeping in mind that this is probably unphysical. Physically, far away from the surface the spin of the H electron is a good quantum number. This is not the case when H is adsorbed at the surface, since then the electron is in the Fermi sea of the substrate. Consequently, there must be a transition between these two regimes, where the one-particle picture of an electron localized at the H atom and the many-particle picture of electrons in the Fermi sea collide. The correct description for the H atom far away from the surface is a superposition of states. However, such a superposition is not possible in present-day DFT calculations [38]. Anyway, if the hydrogen atom is scattered back from the surface, the spin is a good quantum number again. If the electronic spin of the H atom is measured while it moves towards the surface, and again after reflection, both measurements are independent, if the hydrogen is slow enough. The two measurements are uncorrelated. This is the reason why the mean-field approximation to the time-dependent Newns-Anderson model of Refs. [28, 29] does not give an atomic spin polarization at all after a scattering event. On the other hand, if in a theoretical calculation the total spin of the system is fixed, so that a constraint is introduced in the calculations, the hydrogen electron is in the majority spin channel far away from the surface even after scattering every time [6]. Remembering the correct many-body picture of the system, it is straightforward to see that a correct description must include an energetically degenerate superposition of states, which is not possible within the framework of GGSDA. Therefore, the spin majority channel after the scattering event must be chosen by the investigator in order to be able to calculate the correct chemisorption energy. It is calculationally preferable to use the same direction which was used before the scattering took place.

The additional degree of freedom introduced in spin-polarized DFT, when applied to infinite systems, allows to study the ground state of a system with a defined overall spin polarization $\xi$. Formally, this is done by adding a term to the total-energy expression

$$E(\xi) = \min\left[ E(n(\vec{r}), \zeta(\vec{r})) + H\left( \int_V \zeta(\vec{r}) d^3r - \xi \right) \right].$$

(3.13)

It has been noticed long ago [67], that the Lagrange multiplier $H$ has the physical interpretation of (one component of) a magnetic field, applied along the quantization axis introduced through the definition of $n^\uparrow$ and $n^\downarrow$. Electronic excitations in a dynamical system must in principle be treated in time-dependent density functional theory. In its spin-polarized version, this implies that both the spin polarization $\xi(t)$ and the constraint $H(t)$

Figure 3.2: Adiabatic occupation of the spin up and spin down states of an H atom vs. its distance $Q$ from an Al(111) surface. H is positioned on the on-top position of this surface. Far away from the surface there is an atomic spin polarization of approximately 1 electron, which will eventually become 0 after the adiabatic spin transition point at about 2.5 Å, after which it vanishes. A $\sqrt{Q}$-dependence of the atomic spin polarization can be observed. This leads to a $Q^{-1/2}$-behavior of the derivative of the effective potential.
should be chosen time-dependent.

Since time-dependent density functional theory is computationally very involved, a simpler, approximative point of view is proposed here: For most electronic degrees of freedom of the investigated systems, the dynamics are very close to being adiabatic. These can be treated, to an excellent approximation, by minimizing the total energy at every instant in time, possibly subject to constraints provided by the dynamics of a few, truly non-adiabatic degrees of freedom. In the framework of constrained density-functional theory [68, 69], a formalism has been devised how constraints can be handled in a very general manner.

For the systems investigated here, the spin polarization of a single approaching atom, \( \xi_{\text{ads}} \), is considered as a constraint (the only one) that should be treated in this way. Formally, this quantity is defined using a projection operator

\[
\xi_{\text{ads}}(Q) = \sum_{i} \left[ \langle \psi_{i,\text{Q}} | \right] | \langle \psi_{i,\text{Q}} | F \rangle |^2 f(\varepsilon_{\text{F},Q} - \varepsilon_{i,\text{Q}}) - \langle \psi_{i,\text{Q}} | \langle \psi_{i,\text{Q}} | F \rangle |^2 f(\varepsilon_{\text{F},Q} - \varepsilon_{i,\text{Q}}) \right]
\]

(3.14)

with \(| \psi_{i,\text{Q}} \rangle \) being a (suitably defined) adsorbate atomic orbital, and a term is added to the total energy. Note that the Fermi energies \( \varepsilon_{\text{F},Q} \) for the spin up and \( \varepsilon_{\text{F},Q} \) for the spin down case are only equal if the adiabatic ground state is calculated. In DFT calculations constraining the spin polarization these two Fermi energies are generally not equal. The equation of motion for the time-dependent constraint can now be defined by

\[
\frac{d}{dt} \xi_{\text{ads}}(t) = \frac{1}{\hbar} \left( H(t) \times \xi_{\text{ads}}(t) \right).
\]

(3.15)

The (set of) Lagrange multipliers \( H(t) \) is interpreted as a 'local' magnetic field that affects only the energy of the orbital \(| \psi \rangle \).

One needs to impose the time-dependent constraint on the overall system in order to ensure consistency between the numerous nearly-adiabatic degrees of freedom and the local spin polarization. In practice, this is achieved by performing a fixed-spin-moment calculation for the total system, i.e. using Eq. 2.5, and subsequently projecting the spin densities onto the local orbital \(| \psi \rangle \). Only if the adsorbate spin polarization, evolving in time according to Eq. 3.15, differs from the spontaneous spin polarization in the adiabatic ground state \( \xi_{\text{ads}}^{\text{adiabatic}} \), defined by Eq. 3.14 in the adiabatic case, a non-zero value of the Lagrangian \( H(t) \) is required to enforce the excess non-adiabatic spin polarization on the system. This allows one to establish a relation between the quantities \( \xi_{\text{ads}}(t) \) and \( H(t) \),

\[
H(Q(t)) = \chi^{-1}(Q) \left( \xi_{\text{ads}}(Q(t)) - \xi_{\text{ads}}^{\text{adiabatic}}(Q(t)) \right),
\]

(3.16)

where only the relevant directions of the magnetic field and spin polarization are taken into account. The (possibly non-linear) magnetic susceptibility occurring in Eq. 3.16 is principally accessible through spin-constrained DFT calculations:

\[
H = \frac{1}{2\mu_B} (\varepsilon_F^\uparrow - \varepsilon_F^\downarrow).
\]

(3.17)

The theory described here has a well-defined limit for small incident energies of the adsorbate. For slowly moving particles, the time-dependent occupation converges towards the adiabatic ground-state occupation. In the adiabatic case the slope of the occupation number, and thus the effective potential, diverges and develops a \( Q^{-1/2} \) singularity. However, the integral defining the transition rates, Eq. 2.47, remains well-defined, as the singularity is integrable. In this respect, the theory presented here is superior to the simpler theory of electronic friction, where a divergence of the friction coefficient \( \eta(Q) \) is unavoidable at a transition between different spin states [26].

For implementing this into a DFT code it is useful to rewrite the aforementioned considerations in a more practical way: It is necessary to provide a method to describe the current local spin polarization \( n^\uparrow - n^\downarrow \) of the approaching adsorbate. In principle this can be done in the following way:

Assumed is a two niveau system, which has the density operator

\[
\rho = \begin{pmatrix} \rho^\uparrow \rho^\downarrow \\ \rho^\downarrow \rho^\uparrow \end{pmatrix}.
\]

(3.18)
The initial condition be one, and

\[ \text{Note that in the system H/Al(111)} \]

\[ \text{The coupling between these two levels will be done through a magnetic field, using the matrix} \]

\[ \mathbf{H}(t) = \mu_B \begin{pmatrix} 0 & H(t) \\ H(t) & 0 \end{pmatrix}. \] (3.19)

This magnetic field is the driving force behind the spin transition. It is principally accessible in DFT calculations (3.16). The equation of motion is

\[ i\hbar \frac{d}{dt} \rho = [\mathbf{H}(t), \rho] = \mu_B H(t) \begin{pmatrix} \rho^{1\dagger} - \rho^{1\dagger} & \rho^{1\dagger} - \rho^{1\dagger} \\ -\rho^{1\dagger} - \rho^{1\dagger} & -(\rho^{1\dagger} - \rho^{1\dagger}) \end{pmatrix}. \] (3.20)

It is now possible to introduce the variables \( a = \rho^{1\dagger} - \rho^{1\dagger} \) and \( b = \rho^{1\dagger} - \rho^{1\dagger} \), and get the equation of motion

\[ \frac{d}{dt} \begin{pmatrix} a \\ b \end{pmatrix} = \frac{2i}{\hbar} \mu_B H(t) \begin{pmatrix} b \\ a \end{pmatrix}. \] (3.21)

Note that in the system H/Al(111) \( \rho^{1\dagger}(t) + \rho^{1\dagger}(t) \equiv 1 \), because the sum over the occupations of both levels must be one, and \( \rho^{1\dagger}(t) = -\rho^{1\dagger}(t) \) for symmetry reasons. The normalization simplifies the calculations. Including the initial condition \( \rho^{1\dagger}(t = 0) = 1 \), while \( \rho^{1\dagger}(0) = \rho^{1\dagger}(0) = \rho^{1\dagger}(0) = 0 \), the solution of (3.21) is

\[ \rho^{1\dagger}(t) = \cos^2 \left( \frac{\mu_B}{\hbar} \int_0^t dt' H(t') \right) \]

\[ \rho^{1\dagger}(t) = \sin^2 \left( \frac{\mu_B}{\hbar} \int_0^t dt' H(t') \right) \]

\[ \rho^{1\dagger}(t) = -\rho^{1\dagger}(t) = \frac{i}{2} \sin \left( \frac{2\mu_B}{\hbar} \int_0^t dt' H(t') \right) \] (3.22)

for the movement of the adsorbate towards the surface. This equation only enforces a change in the occupation of the two levels until \( \rho^{1\dagger}(t) = \rho^{1\dagger}(t) \), which happens at a certain time \( t = t_c \). From this point on \( H(t) = 0(t > t_c) \) (3.16).

The implementation of this equation is best done using the derivatives

\[ \frac{d}{dt} \rho^{1\dagger}(t) = -\frac{\mu_B}{\hbar} H(t) \sqrt{1 - (\rho^{1\dagger}(t) - \rho^{1\dagger}(t))^2} \]

\[ \frac{d}{dt} \rho^{1\dagger}(t) = \frac{\mu_B}{\hbar} H(t) \sqrt{1 - (\rho^{1\dagger}(t) - \rho^{1\dagger}(t))^2}. \] (3.23)

So the derivatives of \( \rho^{1\dagger}(t) \) and \( \rho^{1\dagger}(t) \) are only dependent on the values of these two parameters themselves. This equation allows to treat the spin transition in a nonadiabatic way, which in turn results in a differentiable effective potential. However, such a nonadiabatic treatment still contains a transition from the polarized case to the unpolarized one, which is thus labeled spin transition anyways. That has the consequence that a smooth spin transition is still observable; however, the unphysical divergence is absent.

### 3.3.1 Implementation to DFT

The theoretical considerations up to this point have been general ones. In order to use them in a practical DFT calculation, it is necessary to implement them in the code.

The calculated adsorbate spin polarization must be localized at the adsorbate. In order to achieve this, the projector \( |a\rangle \) is defined, and also a nonadiabatic occupation of the wavefunctions

\[ f_{\text{nonad}}^{a}(\varepsilon_{i,k}) = f^{a} (\varepsilon_{F} - \varepsilon_{i,k,\sigma}) \left( 1 - |(a, \sigma | i, k, \sigma)^2 \right) + |(a, \sigma | i, k, \sigma)^2 f^{a} (\varepsilon_{F,\sigma} - \varepsilon_{i,k,\sigma}). \] (3.24)
Here, the parameter $\varepsilon_{F,eff}$ was introduced, which plays the role of a "nonadiabatic effective Fermi energy", but has no physical meaning. This scheme works best if the DFT implementation is orbital based, since in that case the wavefunctions are localized around the atomic cores, which is not the case in other (e.g., plane-wave) implementations.

The $Q$-dependent number of electrons at the adsorbate is defined by

$$N_{ad}(Q) = \sum_i \left( \langle a|\varepsilon_{i,Q}^+ \rangle^2 f(\varepsilon_{F,Q} - \varepsilon_{i,Q}^+) + |\langle a|\varepsilon_{i,Q}^- \rangle|^2 f(\varepsilon_{F,Q} - \varepsilon_{i,Q}^-) \right) = N_{ad}^1(Q) + N_{ad}^2(Q). \quad (3.25)$$

In section 3.3 $N_{ad}(Q) \equiv 1$, which is a constraint lifted here. This number must not change when the atomic spin polarization is changed.

In the perturbative approach presented here the adiabatic wavefunctions are taken for the calculations, but the states are reoccupied using (3.24). The reoccupation allows to calculate the nonadiabatic effective potential. Ideally a self-consistency scheme should be adopted at this point. However, such a scheme depends on the projectors on the atomic orbitals, and is very cumbersome, while little gain is expected from such a scheme, cf. also section 4.3. Thus it was not implemented into the code.

Implementation of (3.23) into DFT codes must rest on (modified) predictor-corrector algorithms. In general a finite number of geometries located at positions $Q_i$ along the reaction path are used to provide information about the adsorption process. With $N_{ad}^1$ analogous to $\rho^1|\!|\rho$ and $N_{ad}^2$ analogous to $\rho^1|\!\rho^1$ it follows, that

$$N_{ad}^1(Q_i) = N_{ad}^1(Q_{i+1}) \frac{N_{ad}(Q_i)}{N_{ad}(Q_{i+1})} - \frac{\mu B}{h} H(Q_{i+1}) \sqrt{(N_{ad}(Q_{i+1}))^2 - (N_{ad}^1(Q_{i+1}) - N_{ad}^1(Q_{i+1}))^2} \frac{1}{2} \left( Q_i - Q_{i+1} \right) \left( \frac{1}{v(Q_i)} + \frac{1}{v(Q_{i+1})} \right). \quad (3.26)$$

Here the velocity of the adsorbate above the surface $v(Q)$ was introduced. The last line is the Newton-Cotes expression of the time difference $t_i - t_{i+1}$.

Using (3.26), the effects of a nonadiabatic reoccupation of adiabatic orbitals on the adsorption process can be studied. This is done in section 4.3.2. However, it is found that the reoccupation scheme is not able to predict the experimental isotope effect correctly.

### 3.4 Multi-Dimensional Trajectories

The arguments up to now have mostly concentrated on one-dimensional trajectories along a reaction coordinate. In a physical system, at least 3 coordinates exist along which an adsorbate atom may move. Considering an adsorbing molecule, the potential energy surface on which the adsorbate moves becomes high-dimensional, especially in the case that the dynamics of the substrate is taken into account. In practice such a description by a multi-dimensional trajectory is not very efficient. Instead, one wants to describe the movement along a single coordinate, the reaction coordinate [70, 71].

In order to be able to describe this, the arc length is defined,

$$Q(t) = \int_0^t dt \dot{x}(t) = \int_0^t dt \sqrt{\dot{x}^2 + \dot{y}^2 + \dot{z}^2(t)} \approx \sum_{q=1}^{N_Q} \sqrt{(\Delta x_q)^2 + (\Delta y_q)^2 + (\Delta z_q)^2}, \quad (3.27)$$
where $x$, $y$, $z$ are the coordinates of a single adsorbate atom, and the calculation of the arc length is done via summation over $N_Q$ discrete steps. If $N_{ad}$ adsorbate atoms exist, e.g. in an $N_{ad}$-atomic adsorbing molecule, the arc length is defined via

$$Q = \sum_{q=1}^{N_Q} \sqrt{\sum_{n=1}^{N_{ad}} ((\Delta x_{q,n})^2 + (\Delta y_{q,n})^2 + (\Delta z_{q,n})^2)}.$$  \hspace{1cm} (3.28)

Assuming that the adsorbate is a diatomic molecule, the coordinate $x_{i+1,j}$ ($j=1,2$) can be expressed via

$$x_{i+1,j} = x_{i,j} + v_{i,j} t + \frac{v^2}{2m} F_{i,j},$$ \hspace{1cm} (3.29)

where $v = \dot{x}$ is the velocity of one atom, $F$ the force acting on it, and $t$ is the time needed for the atom to travel between the two positions. Note that $t$ is assumed to be infinitesimally small for the derivation of the following equations. It follows:

$$\dot{Q}(t) = \sqrt{\left( \frac{v_1}{m_1} t \right)^2 + \left( \frac{v_2}{m_2} t \right)^2} \approx \sqrt{v_1^2 + v_2^2 + \left( \frac{v_1 F_1}{m_1} + \frac{v_2 F_2}{m_2} \right) \frac{t}{\sqrt{v_1^2 + v_2^2}}} \approx \sqrt{v_1^2 + v_2^2 + \left( \frac{\Delta x_1 F_1}{m_1} + \frac{\Delta x_2 F_2}{m_2} \right) \frac{t}{\sqrt{(\Delta x_1)^2 + (\Delta x_2)^2}}}. \hspace{1cm} (3.30)$$

Here, the discrete representation of the velocity, $v = \Delta x / \Delta t$ has been used. The total acceleration $a_{tot}$ acting on the adsorbate system along its reaction coordinate appears,

$$a_{tot} = \left( \frac{\Delta x_1 F_1}{m_1} + \frac{\Delta x_2 F_2}{m_2} \right) \frac{1}{\sqrt{(\Delta x_1)^2 + (\Delta x_2)^2}} \hspace{1cm} (3.31)$$

This allows one to treat any multi-dimensional trajectory using a 1-D reaction coordinate, if the reaction path is known, and if two consecutive geometries along the reaction path are close enough.

The generalization of this definition to more than two adsorbing atoms is straightforward. In chapter 7 this scheme is employed to calculate electronic excitations during adsorption of a $\text{Cl}_2$ molecule on a potassium surface.

### 3.5 Change of the Kohn-Sham Eigenenergies

In section 2.3.2 an approximate solution was described, where instead of the unperturbed eigenstates of a system the adiabatic eigenstates are used. In this approach, the eigenenergies of the system depend on the value of the reaction coordinate.

Gunnarsson and Schönhammer, in developing the approach, use the property that the differences between Kohn-Sham eigenenergies, with one energy below the Fermi level, and one above, are independent of time, when a semi-infinite substrate is considered \[60]\). Since they only treat electron-hole pairs, it is entirely possible to neglect the change in the Kohn-Sham eigenenergies. The only important consideration is to identify the energies belonging to the substrate. This can be done using a PDOS calculation when the adsorbate is sufficiently far away from the surface.

For numerical calculations (using $\text{PWSCF}$) the differences between the Kohn-Sham eigenenergies vary, because it is impossible to deal with such a semi-infinite substrate within DFT when calculating adsorption. One reasonable method to deal with this problem is to take only the energy differences of the unperturbed slab as the physically meaningful energy differences, since in a semi-infinite system these unperturbed energy differences
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should not change.
This, on the other hand, leads to the problem that one cannot decide which wavefunctions at a given time step evolved from which wavefunctions at the step before. In principle this problem can be solved in the following way:
First, one needs a calculation of the (unperturbed) substrate slab without adsorbate. Additionally one needs a number of equilibrium geometries, where the adsorbate positions do not differ too much, i.e. a maximum of $10^{-10} - 10^{-12}$ m, depending on the exact position of the adatom. It is then possible to calculate the overlap between wavefunctions of the unperturbed slab, and the wavefunctions of a minimally perturbed slab, with the adatom far away from the surface. This should give a distinct mapping of the substrate wavefunctions onto the wavefunctions of the whole system. In this way one may define the substrate wavefunctions for the minimally perturbed slab. In a next step it is possible to calculate the overlap between the mapped substrate wavefunctions of one geometry with the wavefunctions of the next geometry, and so on, and so get a continuous mapping of the substrate wavefunctions onto the wavefunctions of the complete system for all positions of the adsorbate. However, this method leads to several problems discussed in section 3.6.3.

3.6 Problems of the Theoretical Approaches

3.6.1 Spin Transition and the Plane-Wave Approach

In section 3.3 a method to calculate the spin localized at the adatom was presented. Results are shown in section 4.3.2. By comparing the spin polarization of the adsorbate with results from TDDFT [6], it is justified to claim that the method is able to predict the nonadiabatic spin polarization, at least for the way towards the surface. In numerical calculations, minor problems may arise when calculating the magnetic field $H$. Due to the comparatively large distances between subsequent adsorbate positions for different geometries, which are no infinitesimally small, the magnetic field changes between subsequent geometries. These changes must be taken into account, which may be done by using modified predictor-corrector methods.
Nonetheless a major problem remains unsolved: The spin must be localized at the adsorbate. In a plane wave approach projectors onto the Kohn-Sham wavefunctions must be defined in order to be able to calculate a localized spin. These projectors are not uniquely defined. Assuming a somewhat atomic orbital around the adsorbate, it happens that a "substrate" wavefunction has not decayed sufficiently at a spatial position, where this atomic adsorbate orbital is notably different from zero. So the projector identifies a part of the "substrate" wavefunction as an atomic orbital. Thus any reoccupation of the atomic adsorbate orbital includes a reoccupation of the "substrate" wavefunctions. Since the substrate wavefunctions are not localized, such as the atomic adsorbate orbital, this reoccupation changes electronic occupations across the whole substrate slab, and so it changes the effective potential across the whole slab. This results in excitations far away from the adsorbate, without any physical reason. In section 3.3 it is shown that a background signal appears in the spectra when using the reoccupation scheme, which is interpreted as being caused by this effect. Comparing to experimental values and spin-constrained calculations in section 4.3.3 it seems that this feature is an artifact of the reoccupation.
However, it is formally not necessary to include reoccupation: The effective potential possesses a $Q^{-1/2}$ singularity, but the matrix elements $\lambda_{ij}$ are defined as an integral over the potential. The singularity is integrable, and a reoccupation is not necessary to get well-defined results.
A possible method to overcome this problem is the use of a code which makes use of orbital-based wavefunctions. In such a code the reoccupation is well-defined, and should not lead to the aforementioned problems. Such a reoccupation scheme has been successfully applied before in an orbital-based code [69].
Another possible explanation of the background signal is that self-consistency was not included in 3.3, and these self-consistency errors might be the reason why the background signal appears. Thus, it might be necessary to include self-consistency. In a plane wave code this requires the definition of projectors, reoccupation, an SCF cycle, and possibly a re-definition of projectors (if orthogonality of projectors is enforced), until self-consistency is reached. Such a self-consistent method would be very cumbersome in a plane wave code, und
an orbital-based code would still be a better choice. Additionally, such a method is not implemented in the PWSCF code.

In order to investigate, whether self-consistency problems can solely explain the appearance of such background signals, a spin-constrained calculation is done in section 4.3.3, where self-consistency was guaranteed. It is shown that the appearance of a background signal is mainly due to delocalization of the spin across the whole slab, and not due to self-consistency errors. Therefore it was not seen to be worth the effort to implement a self-consistent reoccupation scheme in the PWSCF code.

### 3.6.2 Gunnarsson-Schönhammer and the Mapping of States

A similar problem occurs when using the Gunnarsson-Schönhammer perturbation theory of section 2.3.2. In this section adiabatic eigenstates of the different geometries are used, which define transition matrix elements. These transition matrix elements are integrated over time, defining the matrix elements \( \lambda_{ij} \) (2.40).

In order to be able to define such a time integral, one must define which adiabatic wavefunction at a certain position (or time) evolved from which adiabatic wavefunction, i.e. there must be a unique mapping of the wavefunctions at one position onto the wavefunction on another position. However, such a unique mapping is not well-defined, see below. A possible approach is to define the evolved wavefunction as the wavefunction with the largest overlap to a previous one. The mapping can be done as described in section 3.5.

This definition requires the assumption that a unique mapping of states between different geometries exists. This is not guaranteed. Instead, when an adsorbate approaches a surface, the substrate and adsorbate states will form new compound states. Such a compound state may contain non-negligible parts of the adsorbate-derived wavefunctions.

In section 4.3.1 it is shown that this leads to results not compatible with experiment, probably since the picture of evolving wavefunctions is principally flawed: Compound states always appear where the system changes, i.e. close to the position of the adsorbate. The GS approach was tested anyway. However, it should not be a surprise that the spectra have significant differences to spectra from TDDFT and model calculations, and the experimental isotope effect can not be reproduced.

The author notes that the use of an orbital-based code might lead to better results, since composition of states may be less frequent, and substrate-derived and adsorbate-derived states may be better defined. Also a method which circumvents the unique mapping may produce better results.

### 3.6.3 Gunnarsson-Schönhammer and the Eigenenergies

In the theory of Gunnarsson and Schönhammer [58, 59, 60, 61] one important point is that the differences of the eigenenergies of the substrate do not vary. In DFT calculations, where there is no semi-infinite substrate (in the direction of the surface normal), this is not the case.

One reasonable approach to take into account the fundamental result that the difference between eigenenergies does not change is to take the eigenenergies of the unperturbed substrate slab, see section 3.5, but other methods may also be considered.

It was been mentioned in section 3.6.2, that this requires the assumption that a unique mapping of states between different geometries exists, which is not guaranteed: Some compound states contain non-negligible parts of the adsorbate wavefunctions, leading to a shift in the energy differences. In a semi-infinite system this can not happen, because the states will be spread out across a semi-infinite crystal, and so a small perturbation on the surface does not result in a large effect on the eigenenergies.

A solvable problem occurs when defining electron and hole spectra by Eq. (3.2). Here one additionally needs the difference between the Fermi energy and one eigenenergy. This energy difference is nothing Gunnarsson and Schönhammer write about, since they only treat electron-hole pairs. Nonetheless, if the eigenenergies change, their differences remain constant, and the occupation numbers of the electronic states stay the same. Thus, all energies must change by the same amount, including the Fermi energy.

One may also choose other geometries as reference, from which to take the energy differences. Test calculations performed by the author have shown that there is only a small effect of the choice of the reference geometry,
which provides the energy differences, on the excitation spectra within the GS-like perturbation theory.

### 3.6.4 File Size and Calculation Time

The calculation as a whole is resting on the calculations of several (typically a few ten) geometries. It is possible to parallelize these calculations, but the wavefunction files have to be saved in practice, in order to be able to access the effective potential (including projectors).

It is useful to calculate the geometries separately beforehand, and not on-the-fly. The first reason to do this is the duration of the calculations as a whole: By calculating beforehand, one can calculate the geometries parallel to each other, leading to a drastically reduced time until they all are converged. The second reason is stability: If one relaxation does not work as expected, the whole calculation would either crash, or code development would be extremely difficult in order to catch these problems. A separate calculation catches this problem by default. Finally, if one first calculates the derivative of the potential, and then the matrix elements $\lambda_{ij}$, one needs all geometries in order to calculate the derivative.

The geometries necessarily have a huge vacuum region, where the vacuum gap is at least twice the distance of the adsorbate to the surface at the outermost position of the adsorbate in the calculations. This leads to large wavefunction files of a few GB in size, which must be stored locally. At least around 40 geometries are needed, where the position of the adsorbate changes slightly. The total file size for the calculations of chapter 4 was about 200 GB, but this can be exceeded, e.g. if more geometries are used.

If one decides to use, e.g. larger cutoff energies, more k-points, more layers in the slab or a larger supercell, file size and the calculation time also increases. However, the spectra seem to be weakly dependent on these parameters, if they are chosen within a reasonable range for the bulk system (cf., e.g., Fig. 4.6).

Regarding calculation time the post-processing code which calculates the excitation spectra can be parallelized, although this was not done. Serial calculation using the post-processing code employed in chapter 4 took about six days. However, in section 3.2.1 an improvement of the code is described, which reduces the calculation time to about two days for the same case.
Chapter 4

Results: H on Al(111)

In this chapter the excitation of electrons and holes in the system H/Al(111) is investigated. The plane-wave code PWSCF [41] (version 3.2) and a self-written post-processing tool (section 3.2) is used for the calculations. It is assumed that the hydrogen atom is approaching an aluminium surface perpendicularly. Because of the experimental setup used in chemicurrent experiments one can safely assume that the adatom has no horizontal velocity component. The on-top position of the substrate was chosen for adsorption, since this geometry was used in previous theoretical works [6].

In section 4.1, the numerical convergence parameters, and the way they were chosen, are described. The approach is essentially the same as described in depth in section 5.1 for potassium. Section 4.2 continues with results from the perturbation theory presented in section 3.1. One essential goal of this chapter is to establish the validity of the perturbative approach by comparing to previous TDDFT [6] calculations for the same system, and the experimental results for the similar system H/Ag [72, 22]. Moreover the system H/Al is used as a benchmark to test the validity of the various alternative theories introduced in chapters 2 and 3, which is done in section 4.3. Section 4.3.1 gives a short look on results from the GS-like perturbation theory explained in section 2.3.2. It is demonstrated that the perturbative approach gives good agreement with experimental works, but the results of the GS-like perturbation theory can not explain the experimental isotope effect, and do not agree with previous theoretical works regarding the decay of the spectra. It is proposed that the main reason for this is the mapping of states. A DFT code using atomic orbitals as basis functions might give better results, see section 3.6.2. However, the dissipated energy is closer to results from TDDFT and model calculations, and thus the GS-like approach probably gives better results for the low-energy part of the spectra.

The other essential goal of this chapter is to investigate the spin transition. Spin dynamics can essentially be treated in two ways, either by allowing a spin dynamics, or by explicitly forbidding the dynamics. Thus spin dynamics is investigated considering two cases (I, II), with two sub-cases (a, b) each. Case I is to take into account spin dynamics. Case Ia is adiabatic spin dynamics, investigated in section 4.2. This is the standard procedure, following the Born-Oppenheimer PES. Case Ib, nonadiabatic reoccupation of the wavefunctions following section 3.3, is investigated in section 4.3.2. It is shown that results from case Ia are comparable to the experimental isotope effect, but case Ib, the reoccupation, is not compatible to this effect. In order to investigate this further, case II explicitly avoids spin dynamics in the sense that the total spin is constrained. In case IIa it is tested whether self-consistency problems can explain the found discrepancies of case Ib, and thus a self-consistent scheme, constraining the total spin polarization of the system to the initial value of one, is investigated in section 4.3.3. Also the results of this section are not compatible with experiments, and it is proven that missing self-consistency alone can not explain the huge discrepancies of section 4.3.2 between theory and experiment. In case IIb an approach not using the spin-density approximation is investigated in section 4.3.4, thereby constraining the total spin to zero. It is demonstrated that the spin plays a minor role for the dissipated energy when adiabatic spin dynamics (spin case Ia) is considered, and a larger energy dissipation appears when the spin polarization of the adsorbate changes close to the surface. Discussion (section 4.4) and conclusions (section 4.5) close this chapter.

Large parts of this chapter have already been published [64].
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Figure 4.1: Kohn-Sham band structure of an Al(111) slab consisting of 12 layers in a \((1 \times 1)\) unit cell calculated within PBE-GGA. A Monkhorst-Pack \(k\)-point mesh of \(16 \times 16 \times 1\) points has been used to calculate the charge density and the self-consistent potential. The Fermi energy is set to 0. Qualitative and quantitative agreement with the literature with respect to the lowest states below the Fermi energy is achieved [73].

Figure 4.2: Density of states of a clean Al slab of 12 layers. The Fermi energy \(\varepsilon_F\) is set to zero. The oscillating part is directly taken from the data of the DOS calculation, but a running average of 1000 points is additionally shown in the graph, in order to show the general trend. The H atomic orbital has an energy of -6.49 eV in DFT calculations. The Al work function is 4.09 eV in the calculations, compared to 4.28 eV experimentally.

The restriction of the \(\theta\)-function (3.4) is lifted throughout this chapter for sake of simplicity, and comparison with previous theoretical approaches. Anyway, this does not influence the conclusions drawn from this chapter.

4.1 Convergence Parameters

For the investigation of the system H/Al(111), numerical parameters were determined in a first step. The parameters in question are the \(k\)-point set, the cutoff energy for the plane-wave expansion, the size of the unit cell, the number of layers in the slab and the broadening of the Fermi-Dirac occupation function. The aluminium lattice constant must be calculated using the same energy cutoff.

Norm-conserving pseudopotentials utilizing a PBE GGA exchange-correlation functional were employed, and an initial spin up polarization of the hydrogen atom far away from the surface was assumed. The spin polarization is necessary within DFT calculations to get the correct potential energy surface (PES) for the adsorbing H atom. The choice between up or down is arbitrary, but necessary. The spin was treated within a generalized gradient spin density approximation (GGSDA). The pseudopotential for aluminium was taken from the PWSCF-Website, and the pseudopotential for hydrogen was self-constructed and excessively tested, cf. section 4.A. Both pseudopotentials are norm-conserving. The calculations can not be expected to give full quantitative agreement when comparing to TDDFT calculations [6], because the energy cutoff in the present work was more
Figure 4.3: Chemisorption potential of a H atom above the on-top position of an Al(111) surface using GGSDA. The spin polarization in the ground-state DFT calculations vanishes at about 2.6 Å. The dashed lines are two Morse potentials fitted to either branch of the PES.

Figure 4.4: Ground-state occupation of the spin-up and spin-down orbital of an approaching H atom vs. its distance from an Al(111) surface using GGSDA. Far away from the surface, the electronic charge at the H atom, corresponding to one electron, is fully spin-polarized. Both spin-up and spin-down orbitals become equally populated after the spin transition point. The spin polarization shows a √Q-behavior close to the transition point.

than twice the cutoff used in the TDDFT case, and in the TDDFT case only a single k-point was used. Thus the numerical parameters in the present work are much better than in the TDDFT case.

The size of the unit cell was adopted from TDDFT calculations [6]. The main reason for this was to avoid possible differences due to different unit cells. A \(2\sqrt{3} \times 2\sqrt{3}\) unit cell was chosen. The vacuum region was chosen sufficiently large, keeping in mind that the adsorbate starts at a high altitude above the surface. Since the adsorbate’s position furthest away from the surface was 7.2 Å above, and the slab itself is 25.8 Å high, a unit cell size of 51.7 Å in z-direction was found to be sufficient. Test calculations were made which proved this. Note that such a large vacuum region is indeed required: Using a smaller vacuum region results in a small effect on the forces on the H atom, although this effect is not observable in the total energy (cf. Fig. 4.3).

To fix the k-point set, an arbitrarily large cutoff was taken, and the equilibrium lattice constant was calculated in a unit cell containing only 1 atom. When scaling down the required k-point set to the larger unit cell it was found that a k-point set of \(4 \times 4 \times 1\) is sufficient, with the single k-point in the direction of the surface normal. For the cutoff energy a value of 286 eV (21 Rydberg (Ry)) was found to be sufficient for aluminium. This value is also found using calculations of the lattice constant. The result was verified by relaxing the substrate layers as described below.

However, this cutoff is not sufficient for the hydrogen atom. The cutoff chosen is better than what was possible in TDDFT calculations, though. The pseudopotential for the hydrogen was self-constructed, so that the
best possible compromise between accuracy of the results and RAM and hard drive memory requirements of the calculations was achieved. The calculated adsorption energy using a cutoff of 544 eV (40 Ry) is 1.86 eV, and using a cutoff of 286 eV (21 Ry) it is 1.83 eV, so there is a difference of only 0.03 eV. This difference is tolerable, and so the cutoff energy is sufficient. TDDFT calculations did not even reach this cutoff if a reasonable calculation time is a necessity, but the results from static calculations compare well to the numbers for the present work (1.90 vs. 1.87 eV for 40 and 20 Ry cutoff, respectively) [6].

A broadening of 0.0136 eV (1 mRy) using a simple Fermi-Dirac occupation function was used, which corresponds roughly to the experimental temperatures [74].

Using the aforementioned parameters a lattice constant of 4.061 Å was calculated, while the experimental value is 4.050 Å.

The number of layers necessary for a converged result was calculated by investigating the layer relaxation. The criterion chosen was the relaxation of the upper layers with respect to their interlayer distance. The number of layers necessary so that the interlayer distances are converged is regarded as sufficient, to be sure that the forces are converged. It is found that 12 layers are needed for that cause. This is also the number of layers used in TDDFT calculations. This is another reason to choose 12 layers.

The above results were verified by comparing the relaxation of the substrate layers to experimental values, while keeping the lowest 3 layers fixed. An outward relaxation of about 1.1 % for the outermost layer was found, and an inward relaxation of -0.3 %, which corresponds to the experimental values, cf. Ref. [73] and references therein. It is found, however, that the 7 layers used for relaxation in Ref. [73] are not at all sufficient for the relaxation in order to achieve convergence. The calculated values of the present work seem to be perfectly within the error bars of other calculations [75].

Fig. 4.1 shows the calculated band structure of an Al(111) slab of 12 layers with a $(1 \times 1)$ unit cell. Comparison with the literature [73] shows good agreement. The lowest state at the $\Gamma$-point of the present work is about 11 eV below the Fermi energy, at the $\bar{M}$-point it is about 5 eV below, and at the $\bar{K}$-point it is about 3 eV. Holes in the band structure are not observable, though, which is due to the fact that the states in the present calculation are not close enough with respect to energy. Also Fig. 4.1 does not show a projected bandstructure, in contrast to the literature graph.

The density of states (DOS) of this slab is shown in Fig. 4.2, where the numerical parameters set before are used. The DOS is generally root-like in appearance, which is typical for metals.

Fig. 4.3 shows the chemisorption potential of hydrogen above the on-top site of Al(111). The ground-state potential energy surface (PES) consists of two branches, fitted locally with Morse potentials of the form

\[ V_{\text{Morse}} = D \left( e^{-2\alpha(Q-Q_{eq})} - e^{-\alpha(Q-Q_{eq})} \right) + c, \]  

(4.1)
4.2 Results from Perturbation Theory (Spin Case Ia)

The classical trajectory is calculated for vertical impact of the H-atom onto the on-top site of Al(111) from Newton’s equations for an initial kinetic energy of 60 meV, and starts 3.16 Å above the surface. Thereby, the small effect of electronic friction on the trajectory is neglected. The total time needed for one half round trip is 20 fs. In order to calculate the isotope effect, i.e. the number of electrons or holes detected above the Schottky barrier for isotopes of different mass, the mass of the approaching adsorbate in the kinetic equations is changed. The numerical evaluation of Eq. (2.35) proceeds as follows, cf. also section 3.2: The derivative $dV/dQ$ is calculated numerically, using the first derivative of a third-order spline interpolation. The potential used is the effective potential from the ground-state DFT calculations. The matrix elements in Eq. (2.35) are computed in two steps: First a summation is performed in real space to calculate $dV/dQ(\varepsilon_i)$. Then a Fast Fourier Transform

that intersect at a distance of about 2.6 Å above the surface. For larger distances, the DFT ground state is spin-polarized, while the electronic system is non-polarized when the H atom comes closer. As observable in Fig. 4.4, the electronic spin polarization at the H atom vanishes below this point. Fig. 4.4 shows the result of a population analysis for the atomic (1s) orbital of the H atom using the Löwdin approach implemented in PWSCF. The DFT ground-state wavefunctions of either spin for each position along the trajectory were projected onto the H (1s) orbital. Below the spin transition point at about 2.6 Å both the spin-up and the spin-down orbitals show a population of about 0.6 electrons. Further away from the surface, the H atom is spin-polarized, i.e., the spin-up orbital gets fully populated while the spin-down orbital gets depleted. Right above the transition point the spin polarization shows a sharp, square-root-like increase. The projected density of states (PDOS) onto the atomic H (1s) orbital is shown in Fig. 4.5, with the H atom at the equilibrium geometry. One observes that the atomic (1s) orbital is broadened close to the surface, due to the interaction with the bulk material, and that it has shifted. Both the spin up and spin down PDOS are the same. In the supercell, even for the adsorbate’s position furthest from the surface an influence of the bulk metal is observed: The occupied H spin majority (up) (1s) orbital is roughly 3 eV below the Fermi energy, while the Al work function is 4.09 eV in the calculations. Thus the H (1s) spin majority orbital is 7.1 eV below the vacuum barrier in the supercell, compared to 6.5 eV in the purely atomic case. The H (1s) spin minority orbital is more than 4.5 eV above the Fermi energy. The experimental Al work function is 4.38 eV.

4.2 Results from Perturbation Theory (Spin Case Ia)

The classical trajectory is calculated for vertical impact of the H-atom onto the on-top site of Al(111) from Newton’s equations for an initial kinetic energy of 60 meV, and starts 3.16 Å above the surface. Thereby, the small effect of electronic friction on the trajectory is neglected. The total time needed for one half round trip is 20 fs. In order to calculate the isotope effect, i.e. the number of electrons or holes detected above the Schottky barrier for isotopes of different mass, the mass of the approaching adsorbate in the kinetic equations is changed. The numerical evaluation of Eq. (2.35) proceeds as follows, cf. also section 3.2: The derivative $dV/dQ$ is calculated numerically, using the first derivative of a third-order spline interpolation. The potential used is the effective potential from the ground-state DFT calculations. The matrix elements in Eq. (2.35) are computed in two steps: First a summation is performed in real space to calculate $dV/dQ(\varepsilon_i)$. Then a Fast Fourier Transform
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Figure 4.7: Spin-resolved excitation spectrum of electron-hole pairs for an impinging H atom with an initial kinetic energy of 60 meV on the on-top position of an Al(111) surface after one half round trip in the chemisorption well. The curves calculated in first-order perturbation theory are in good agreement with those obtained by a resummation of the perturbation expansion following Müller-Hartmann et al. (MHRT). Obviously there is no difference between the two spin channels. Values close to zero energy ($\varepsilon < 0.0136$ eV) are not plotted (and omitted in the calculations) because of numerical inaccuracies in this energy range.

Table 4.1: Slope parameter $T_{\text{eff}}$ of the electron ($T_{\text{eff}}^e$) and hole ($T_{\text{eff}}^h$) spectra for different isotope masses. The middle column contains the fits to our data, and the right column contains fits to data from TDDFT calculations [63]. The value $H_{\text{Exp}}$ is the experimental value for H adsorption on Ag. The error bars for the fits are quite large. The reason is that the fits can be made over a wide energy area, starting and ending on different points, and thus are rather arbitrary in a certain range.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Perturbation theory</th>
<th>TDDFT [63]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{\text{eff}}^e$ [K]</td>
<td>$T_{\text{eff}}^h$ [K]</td>
</tr>
<tr>
<td>D</td>
<td>1100$^{+300}_{-300}$</td>
<td>1000$^{+200}_{-200}$</td>
</tr>
<tr>
<td>H</td>
<td>1400$^{+300}_{-300}$</td>
<td>1300$^{+200}_{-200}$</td>
</tr>
<tr>
<td>$H_{\text{Exp}}$</td>
<td>1680 [72, 22]</td>
<td>9300$^{+200}_{-200}$</td>
</tr>
<tr>
<td>$H_{0.1m_H}$</td>
<td>3000$^{+500}_{-300}$</td>
<td>2600$^{+500}_{-300}$</td>
</tr>
<tr>
<td>$H_{0.01m_H}$</td>
<td>8900$^{+300}_{-300}$</td>
<td>7300$^{+300}_{-300}$</td>
</tr>
</tbody>
</table>

The main results of the theory presented here are the spectra of the electrons and holes excited by a hydrogen atom impinging with thermal kinetic energy. From the part of the spectra exceeding the Schottky barrier, the predicted yield of the measured chemicurrent is directly derived. In order to study the isotope effect systematically, not only calculations for H and D are carried out, but also for fictitious atoms of mass $0.1m_H$ and $0.01m_H$. The spectra are shown for a half round trip in the adsorption potential (until the particle has reached the turning point on the repulsive branch of the PES), to be able to compare with earlier results [30]. It is noted that in the experiments the particles perform many round trips before they have dissipated the chemisorption energy and come to rest. Hence the average number of electron-hole pairs per incident hydrogen atom in an actual experiment can be significantly higher than the values displayed in the figures.
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Figure 4.8: Spin-resolved excitation spectra of electrons and holes for D with an initial kinetic energy of 60 meV impinging on-top Al(111) after one half round trip in the chemisorption well. The spectrum is qualitatively similar to the spectrum for H, shown in Fig. 4.6, but the decay is much faster. Due to this stronger decay, isotopes with a larger mass than deuterium can only be calculated if numerical noise is extremely low, which will otherwise superimpose data in the tail of the spectra. This makes it much easier to investigate smaller masses when investigating different isotopes.

Figure 4.9: Slope parameter $T_{\text{eff}}$ of the electron (red, upper curve) and hole (blue, lower curve) excitation spectra plotted versus the mass-scaling parameter $(m / m_H)^{-1/2}$. $m$ denotes the mass of the adsorbing atom. The lines are linear fits to the data. A linear dependence between the slope parameter $T$ and the mass scaling parameter is suggested, although the slope parameter can be varied in an interval of about 30%. The plotted values correspond to the fits in Fig. 4.10. The graphic is a representation of table 4.1.

Fig. 4.6 shows the spectra of electrons (positive energies) and holes (negative energies) for a half round trip of an H atom. It is noticed that the spectra of electrons and holes are quite similar, which is a difference to other methods used before. Moreover, differences in the spectra of spin-up electrons (same spin polarization as the impinging H atom) and spin-down electrons (opposite spin polarization as the impinging H atom) are only marginal when plotted on a logarithmic scale. The same holds for the holes of either spin. The full and dashed lines in Fig. 4.6 indicate the results of convergence tests. While a metal has a continuous spectrum of excitations, the slab used in the DFT calculations has a large but finite number of states, due to the finite thickness and the number of $k$-points used to sample the Brillouin zone. For convergence tests, this sampling was increased from a $4 \times 4 \times 1$ $k$-point mesh to a $6 \times 6 \times 1$ mesh. (This refers to the Kohn-Sham wavefunctions $|\epsilon_i\rangle$ used to calculate the matrix elements in Eq. (2.35); the potential is assumed to be converged already for the smaller $k$-point set.) Fig. 4.6 shows that the spectra are almost identical, albeit the $6 \times 6 \times 1$ calculations gives somewhat smoother curves. The energy loss $\Delta E$ is 23 meV for the smaller $k$-point set and 20 meV for the larger one. This difference of 15% is about the same as one can get using different interpolation schemes for the matrix elements. Consequently the error appears to be tolerable, and for the following
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<table>
<thead>
<tr>
<th>Isotope</th>
<th>Electrons</th>
<th>Holes</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>0.000246</td>
<td>0.000175</td>
</tr>
<tr>
<td>(N/ND)</td>
<td>3.17</td>
<td>3.21</td>
</tr>
<tr>
<td>(N/ND,\text{Experiment})</td>
<td>3.7 ± 0.7 [72, 22]</td>
<td></td>
</tr>
<tr>
<td>(H_{0.1m_H})</td>
<td>0.021502</td>
<td>0.014713</td>
</tr>
<tr>
<td>(N/NH)</td>
<td>27.53</td>
<td>26.23</td>
</tr>
<tr>
<td>(H_{0.01m_H})</td>
<td>0.088775</td>
<td>0.064376</td>
</tr>
<tr>
<td>(N/N_H)</td>
<td>113.67</td>
<td>114.75</td>
</tr>
</tbody>
</table>

Table 4.2: Average number of electrons and holes created per impinging H isotope with an initial kinetic energy of 60 meV above the Schottky barrier, per half round trip.

Figure 4.10: Spin-resolved excitation spectra of electrons and holes for different impinging isotopes of H with an initial kinetic energy of 60 meV after one half round trip in the chemisorption well. Spectra for three isotopes (H, \(H_{0.1m_H}\), and \(H_{0.01m_H}\)) are shown, where lower masses give spectra with a larger amplitude. Decaying exponentials with \(A \exp(-\varepsilon/k_BT_{\text{eff}})\) are fitted to the hole part of the spectra. There is some freedom in choosing the energy window for the fit, and hence the slopes are associated with large error bars. The lines shown in the plot correspond to \(T_{\text{eff}} = 1300\) K, 2600 K, and 7300 K, respectively.

Figure 4.7 shows the spectrum of the electron-hole pairs. Here the results of first-order perturbation theory, Eq. (2.37), are compared to the treatment by Müller-Hartmann and co-workers [56] that sums up all orders in the perturbation expansion. It is found that the two approaches yield very similar spectra when plotted on a logarithmic scale. This demonstrates that first-order perturbation theory is sufficient for the high-lying excitations with small excitation probability, which are of interest to the calculation of chemicurrents. Another remark is of interest here: If only the combined electron-hole spectrum were known, one would be tempted to assume that electrons and holes are distributed symmetrically around the Fermi energy. Comparing to Fig. 4.6, it is found that this assumption is reasonable in the present case (but not for the stronger excitations by fictitious H isotopes lighter than H, see below).

Next, the isotope effect is investigated. The electron and hole spectra for deuterium are shown in Fig. 4.8. They are qualitatively similar to those of H, but the excitation probability decays more strongly with increasing excitation energy of the charge carriers. Following the reasoning in Ref. [63] it is generally not a good idea to use the physical masses when one wants to calculate spectra in the TDDFT approach employed in that reference, because at some point one will have large superimposed numerical noise. Also the calculations last unreasonably long for larger adsorbate masses. Regarding numerical parameters for evaluation of the matrix elements,
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Figure 4.11: Total energy loss vs. the mass scaling parameter $1/\sqrt{m/m_H}$. $m$ denotes the mass of the adsorbing atom. The line is a linear fit to the data. The fitted linear dependence between these two quantities is compatible with the data.

Figure 4.12: Yield of the electron (red, upper curve) and hole (blue, lower curve) excitation spectra plotted versus the mass-scaling parameter $\sqrt{m/m_H}$. $m$ denotes the mass of the adsorbing atom. The lines are linear fits to the data.

this has been tested for a reasonable parameter range in the present work. It occurs that in the present work, this problem is not predominant. For instance, the calculation for deuterium can still be done. However, using smaller masses, it is possible to get a larger energy dissipation, and the effects of interest are thus enlarged. So inspired by Ref. [63], fictitious isotopes of smaller mass, $0.1m_H$ and $0.01m_H$ are also used, in order to get stronger excitations that facilitate the analysis. These isotopes are labelled $H_{0.1m_H}$ and $H_{0.01m_H}$, respectively. The spectra are collected in Fig. 4.10. Similar to previous work [63], an ‘effective temperature’ $T_{\text{eff}}$ is fit to the high-energy tails of the spectra, using the two-parameter fit (2.55). For the hole spectra, the fitted regions are shown in Fig. 4.10. The temperatures obtained from the fit are given in table 4.1. A graphical representation is shown in Fig. 4.9. The quite large error bars were estimated by varying the fitting window and are of the order of 30%. They indicate that the distributions are not truly exponential. A similar uncertainty of the fitted temperatures was also noticed in previous works [63, 30]. Nonetheless, the fitted slope parameter $T_{\text{eff}}$ shows a linear dependence on $(m/m_H)^{-1/2}$, which is demonstrated by Fig. 4.9, similar to the FOM (2.57). It is noted that the temperatures fitted for the excited electrons are systematically higher than for the holes. This is particularly obvious for the $H_{0.1m_H}$ and $H_{0.01m_H}$, but also holds for H and D, despite the nearly symmetric appearance of the spectra in Fig. 4.6. Within the error bars, the temperatures obtained from perturbation theory are in reasonable agreement both with experiment and with the TDDFT calculations. Although the effective temperatures are helpful for identifying trends, an analysis of the isotope effect on this
basis is not conclusive due to the large error bars. It is safer to study the isotope effect in the total energy loss, and in the integrated probability of excited carriers above the Schottky barrier. Fig. 4.11 shows the linear relationship between the total energy loss and the mass scaling parameter \((m/m_H)^{-1/2}\).

This can be rationalized in view of electronic friction theory. In this theory, the friction coefficient depends only on the electronic properties of the system, and hence would be the same for all isotopes of the same element. The frictional force is thus proportional to the velocity of the impinging particle, see (2.52). By plotting the energy loss as a function of \((m/m_H)^{-1/2}\), one would therefore expect all data points to fall on a straight line. This also holds in the present, more elaborate theory. The integrated probabilities \(N_e\) and \(N_h\) of excited carriers above the Schottky barrier are shown in table 4.2, where a barrier height of 0.48 eV has been assumed, typical of experimental Schottky barriers for Ag on Si [22, 76]. Although a higher number of excitations per atom is expected due to oscillations of the adsorbing atoms in the potential well, a number of holes in the order of \(10^{-4}\) per impinging atom is calculated, which compares very well with the literature [72, 22]. In FOM, the excitation probabilities are assumed to be Poissonian distributions [27]. All moments of such a distribution are solely determined by its first moment. It follows that all excitation spectra (of different isotopes) for a given chemical species impinging on a given substrate are described by a one-parameter family of curves. Then, a single parameter, e.g. the energy loss \(\Delta E\), is sufficient to characterize the spectra completely. Here, it is tested if such a simple description of the spectra also applies to the results of our theory. The scaling properties of \(\Delta E\) have already been established above. If one supposes a proportional dependence of the effective temperatures \(T_{eff}\) of the high-energy tail on the total energy loss \(\Delta E\), one would expect that (2.57) holds. This would mean that a logarithmic plot of \(N_e\) or \(N_h\) shows a linear dependence on \((m/m_H)^{-1/2}\). Fig. 4.12 demonstrates that this is a good approximation for isotope masses between those of D and \(m_H\), i.e., it is fair to approximate the energy spectra by a single-parameter family of curves. However, note that a linear dependence on \((m/m_H)^{1/4}\) gives a better fit, cf. Fig. 4.26. The ratio of the integrated probabilities \(N_e/h\) for H and D atoms is about 3.2. (3.17 if calculated for the excited electrons, 3.21 for the holes, see table 4.2). Experimentally, the hole excitation probabilities are more accessible, since Schottky barriers on p-type silicon can be fabricated with a high quality of the metal-semiconductor interface. The experimental ratio of the yields for H and D for Ag/Si Schottky diodes is 3.7 ± 0.7 [72, 22], which agrees well with the results of the perturbative approach of the present work.

### 4.3 Validity of Alternative Theories

In this section the validity of alternative theories is investigated. It is found that the best description of the high-energy tail of the spectra is the perturbative approach presented above.

The section starts with an investigation of the Gunnarsson-Schönhammer approach of section 2.3.2 in section 4.3.1. At first, a short technical discussion is necessary, where a numerical problem (arbitrary phase) is solved. Then results are presented. It is shown that the high-energy tail of the spectra is not described well by this approach. However, the dissipated energy is closer to the results of TDDFT and model calculations [6, 30]. Note that the section uses spin case Ia, as in section 4.2.

Afterwards the different spin cases are investigated: In section 4.3.2 the spin dynamics following section 3.3, spin case Ib, is investigated. While the dissipated energy is larger, the tail of the spectra is described worse than in case Ia. Constraining the spin to its initial value of one, in section 4.3.3 spin case Iia is investigated. It is proven that self-consistency problems alone can not explain the discrepancies of section 4.3.2, since the tail of the spectra are still not described well. In section 4.3.4 the spinless case, IIb, is investigated. It is shown that the dissipated energy is only marginally influenced by the adiabatic spin dynamics of case Ia, when using the perturbative approach.

#### 4.3.1 Gunnarsson-Schönhammer-like Perturbation Theory (Spin Case Ia)

Section 2.3.2 describes a theory which makes use of the adiabatic wavefunctions, instead of the unperturbed ones. It has been adapted to DFT calculations in section 3.5, so that it can be implemented in numerical
Figure 4.13: Spin-resolved excitation spectrum of electrons and holes for an impinging H atom with an initial kinetic energy of 60 meV on the on-top position of an Al(111) surface after one half round trip in the chemisorption well. The Kohn-Sham states have been phase-corrected following Eq. (4.2). The spectrum is calculated using the Gunnarsson-Schönhammer-like perturbative approach from section 2.3.2. Excitations with energies too small to be numerically certain ($\varepsilon - \varepsilon_F < 0.0136$ eV) have been left out of the calculations.

Figure 4.14: Spin-resolved excitation spectrum of the electron-hole pairs for an impinging H atom with an initial kinetic energy of 60 meV on the on-top position of an Al(111) surface after one half round trip in the chemisorption well. The Kohn-Sham states have been phase-corrected following Eq. (4.2). The spectrum is calculated using the Gunnarsson-Schönhammer-like perturbative approach from section 2.3.2. Excitations with energies too small to be numerically certain ($\varepsilon - \varepsilon_F < 0.0136$ eV) have been left out of the calculations.

calculations. The reader is reminded that technical difficulties appear, which are discussed in sections 3.6.2 and 3.6.3. The two major problems are the mapping of the wavefunctions, and the change of the eigenenergies. In this section, the statement is proven that severe difficulties exist for the Gunnarsson-Schönhammer-like (GS-like) perturbation theory, and it is shown that the results can not explain experimental observations for the high-energy tail of the spectra. However, the low-energy regime may be described better by the GS-like theory. One problem of the mapping is the phase of the Kohn-Sham wavefunctions. At every k-point, every single Kohn-Sham wavefunction has an arbitrary phase. Mapping one onto another, at a different geometry, leads to an arbitrary phase in the calculations of the matrix elements (2.40). Calculation of the temporal integral (2.40) without taking this phase into account is an approximation, which assumes that the influence of this phase on the matrix elements is small. Such an assumption may be correct for purely computational reasons. However, one may take this phase into account, by multiplying the wavefunction at one geometry with a phase correction.
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Figure 4.15: Comparison of the squared absolute values of the matrix elements (2.35), times the occupation function \( f(\varepsilon_i) - f(\varepsilon_j) \), for the 1st order perturbation theory of section 4.2, labeled MHRT, and the GS-like theory of section 4.3.1. The matrix elements in the MHRT-like case decay much stronger with energy than those in the GS-like case.

factor, which leads to

\[
|\epsilon^{\text{phase-corrected}}_{i, Q}|^2 = \begin{pmatrix}
|\epsilon^{\text{uncorrected}}_{i, Q}|^2 & |\epsilon^{\text{phase-corrected}}_{i, Q-1}|^2 \\
|\epsilon^{\text{uncorrected}}_{i, Q}|^2 & |\epsilon^{\text{phase-corrected}}_{i, Q-1}|^2
\end{pmatrix}
\begin{pmatrix}
|\epsilon^{\text{uncorrected}}_{i, Q}|^2 \\
|\epsilon^{\text{uncorrected}}_{i, Q}|^2
\end{pmatrix},
\]

(4.2)

where \( Q \) denotes the geometries.

For numerical implementation, a new code version was used, which rests on PWSCF V 4.0.5, while the non-phase-corrected GS rests on PWSCF V 3.2. Since the interfaces have changed, the code had to be reprogrammed from scratch.

For the purpose to show the difficulties and the contradictions to the experiment, Figs. 4.14 and 4.13 show the calculated spectra of electron-hole pairs and of electrons and holes alone using the GS-like perturbation theory. These figures should be compared to Figs. 4.6 and 4.7. The spectra decay much slower with respect to energy, and a difference between spin channels is also not observable. The absence of spin features is in accordance with the results for the perturbative approach of second order in the time-dependent tight binding model [32].

A comparison to literature results, Ref. [30] and references therein, allows to make an important observation: While the calculated spectra within the GS-like perturbation theory decay with an effective temperature of 3000 K for electrons and 2600 K for holes, the literature values are 1380 K (1500 K) for electrons and 1760 K (1600 K) for holes in the Newns-Anderson model and TDDFT approaches, respectively. Thus the effective temperatures are about a factor of two too large in the GS-like perturbative approach. Also the holes are decaying slower than the GS-like perturbation theory, in contrast to the literature results, where the electrons are decaying slower.

However, the energy loss during one half round trip for the H atom is 0.072 eV, comparing fairly well to theoretical values from Newns-Anderson model (0.166 eV) and TDDFT calculations (0.104 eV) [6, 30], and thereby being much closer to the TDDFT results than the dissipated energy obtained by the perturbative approach of section 4.2. The low-energy regime of the spectra dominates the dissipated energy. Thus the GS-like approach probably describes the low-energy part of the spectra better.

It is not possible to explain the experimental isotope effect using the calculated spectra in the GS-like perturbation theory: A direct evaluation of the measured currents from the spectra, as done in section 4.2, yields a ratio of detectable particles between hydrogen and deuterium which is 2.3 for holes and 2.6 for electrons. This is beyond the experimental error bars, where a ratio of \( 3.7 \pm 0.7 \) was measured [72, 22].

The difference in the spectra can be traced back to the size of the matrix elements (2.35), times the occupation function \( f(\varepsilon_i) - f(\varepsilon_j) \), cf. Eq. (2.39). The quantity \( |\lambda_{ij}|^2 (f(\varepsilon_i) - f(\varepsilon_j)) \) is denoted the relevant matrix elements here. In the perturbative case of section 4.2 the largest relevant matrix elements are of the order of \( 10^{-4} \text{ eV}^2 \), and these are concentrated in the e-h pair energy range between 0 and 1 eV, decreasing rapidly with
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Figure 4.16: Local spin polarization in excess of the adiabatic part $\Delta \xi$ vs. magnetic energy $\mu_B H$, for 3 different positions of the H adsorbate. The middle (green) graph is for a distance of 2.21 Å between adsorbate and substrate. The adsorbate is closer to the surface than the adiabatic spin transition point. The upper (red) graph is for a distance of 2.57 Å, which is at the adiabatic spin transition point. The lowest (blue) graph is for the adsorbate far away from the surface with a distance of 2.96 Å. While there is a nonlinear dependence of the spin polarization for the adsorbate at the adiabatic spin transition point, the spin polarization is linear (with respect to the magnetic field) close to and far away from the surface. Also it requires a much lower magnetic field to change the adsorbate’s spin polarization close to the adiabatic spin transition point. The straight lines are a guide to the eye, and the dotted lines are regression curves in the two linear cases and a spline interpolation for the nonlinear case.

energy. In the GS-like case, however, the largest relevant matrix elements are of the order of $10^{-3}$ eV$^2$. The relevant matrix elements are much slower decaying with energy, and matrix elements of the order of $10^{-5}$ eV$^2$ are found even close to e-h pair energies of 5 eV. Fig. 4.15 shows a comparison of both cases.

To evaluate the spectrum (2.39), however using the GS matrix elements, it is necessary to select a geometry where the eigenenergies appearing in that equation are taken from. It was found that the chosen geometry plays a minor role for the spectra, and can certainly not explain the huge discrepancies to the experiment, cf. section 3.6.3. However, the naive conclusion that the GS-like perturbation theory is not applicable here seems unlikely, as MHRT should be a limiting case of the GS-like approach. Instead, the characteristics of the matrix elements hint towards the fact that the mapping of the wavefunctions is inherently flawed, cf. section 3.6.2. It is thus proposed to avoid the suggested mapping.

While the high-energy tail of the spectra is not described satisfyingly by the GS-like approach, the dissipated energy is closer to other theoretical results. Thus the low-energy part of the spectra, which dominates the dissipated energy, may be described better by the GS-like approach. In this work, the main focus is on the high-energy tail of the spectra, mainly due to its experimental accessibility. Thus this approach was not investigated further.

4.3.2 Spin Case Ib: Nonadiabatic Spin Transition

In Fig. 4.4 the adiabatic spin transition from adiabatic calculations of the ground state is shown. However, the spin transition depicted in the figure leads to divergencies in the theory of electronic friction [27]. It is possible to include a nonadiabatic spin dynamics via a nonadiabatic spin transition as presented in section 3.3. Such a nonadiabatic 'smooth' spin transition is defined within the present work as the transition from the spin-polarized case to the unpolarized case, and does not necessarily include divergencies.

The dynamics requires knowledge of the dependence of $H(\xi_{\text{ads}} - \xi_{\text{adiabatic}})$. This was calculated as follows:

The system is the same as in section 4.2, but the total number of spin up and spin down electrons is constrained in the calculations. The wavefunctions are relaxed until self-consistency is reached. It is then possible to calculate the adsorbate’s spin polarization $\xi_{\text{ads}}$ of the adsorbate through Eq. (3.14). In the constrained calculations, separate Fermi energies for the spin up and spin down electrons are given. It is thus possible to define the
Figure 4.17: Occupation of the spin up and spin down states of an approaching H atom with an incident kinetic energy of 60 meV vs. its distance from an Al(111) surface in the nonadiabatic case. Far away from the surface there is a local spin polarization of the adsorbate of approximately 1, which will eventually become 0 somewhere after the adiabatic spin transition point, where it vanishes in the adiabatic case (dotted lines). A $\sqrt{Q}$-dependence of the polarization can be observed. The nonadiabatic behavior smears this transition out over a certain range of about 0.3 Å.

magnetic field through Eq. (3.17). Results for the system H/Al(111) are shown in Fig. 4.16. One observes that the behavior of the magnetic field with respect to the excess spin polarization $\Delta \zeta$ is nonlinear around the adiabatic spin transition point, and approximately linear far way from it.

To calculate the local non-adiabatic spin polarization requires knowledge of the adsorbate’s velocity, according to Eq. (3.26). The velocity is nearly unperturbed by energy dissipation into the electronic system in the trajectory approximation. Thus it may be directly taken from adiabatic calculations.

The result for the nonadiabatic occupation of the adsorbate’s orbital for a full round trip is shown in Fig. 4.17. Comparing this result to the literature [6, 30], one finds that for the way towards the surface the agreement is very good quantitatively. For the way back the agreement is not good, however.

This nonadiabatic reoccupation of the Kohn-Sham states, following Eq. (3.24), is then used to calculate the effective potential, and the spectra in the perturbative approach. The result for the dissipated energy is 0.035 eV for hydrogen in spin case Ib, in contrast to 0.023 eV in spin case Ia. The result for the spectrum is shown in Fig. 4.18 for hydrogen, where it is compared to the spectrum without reoccupation, Fig. 4.6. In the energy range below 0.5 eV from the Fermi energy the spectrum is similar in both cases. After this energy an underlying structure appears, which decays differently. Investigation of the isotope effect for the nonadiabatic reoccupation showed that it can not explain the experimental values, since the high-energy tail is very similar for H and D adsorption. The probable reason was already explained in section 3.6.1. There it was mentioned that a localized reoccupation of only the adsorbate orbitals is very difficult to implement in a plane-wave approach.

Note that the non-selfconsistency is not the only or main reason for failure. To prove this, a self-consistent scheme, without taking into account the spin dynamics, is investigated in section 4.3.3.

### 4.3.3 Spin Case IIa: Constrained Spin Polarization

A much simpler approach to deal with the nonadiabatic spin transition than presented in section 4.3.2 is the constrained spin approach. The purpose of this approach is to get a spin transition which does not show the observed $\sqrt{Q}$-behavior observed in Fig. 4.4. This approach has been used before for the electronic friction approach in order to work around the problem that the $\sqrt{Q}$-behavior leads to an infinite friction coefficient in DFT calculations [5]. Its main idea is to constrain the spin of the whole system. In order to achieve this, the spin polarization of the adatom far away from the surface is assumed to be correct, in this case defining a spin polarization of the total system of 1. The spin polarization of the total system is the constraint for all subsequent calculations. While the adatom is far away from the surface, this does not lead to notable changes in
Figure 4.18: Spin-resolved excitation spectrum of electrons and holes for an impinging H atom with an initial kinetic energy of 60 meV on the on-top position of an Al(111) surface after one half round trip in the chemisorption well, demonstrating the effect of a nonadiabatic occupation of the wavefunctions. The solid lines show the spectrum when including reoccupation of the adiabatic wavefunctions, and the dotted lines show the spectrum without reoccupation (taken from Fig. 4.6). Excitations with energies in the range of the smearing parameter ($\varepsilon < 0.0136$ eV) have been left out of the calculations. There is nearly no effect of the reoccupation when taking a look at the low-energy part of the spectrum, where the values of $P(\varepsilon)$ are large in comparison to those at high energies. The effect of the reoccupation is obvious at the tails of the spectra, where there seems to appear an underlying structure, which has a different decay than the low-energy part.

As intended, this approach leads to a smooth spin transition scheme, shown in Fig. 4.19. One can observe the smooth transition around the adiabatic spin transition point. With the $\sqrt{Q}$-like behavior missing, there is no divergence in the derivative of the effective potential any more. However, the spin now survives longer on its way towards the surface. This results in a larger energy dissipation due to a comparatively larger change of the potential over a wider area (in contrast to a sharp peak close to the transition point), see Fig. 4.20. This also has consequences for the decay of electron and hole spectra. The newly derived spectra are shown in Fig. 4.21 for different isotopes.

Although fitted temperatures are now closer to the experimental values, they can still be changed over a wide range by varying the fitting window. Therefore the excitation probability over the Schottky barrier is still the better way to compare experimental and theoretical results. Unfortunately, it is now no longer possible to explain the experimental isotope effect: The detection ratios for holes (with an energy larger than 0.48 eV) with respect to H are 1.76, 8.06, and 32.39, for the isotopes D, $^1\text{H}$, and $^2\text{H}$, respectively. If self-consistency alone could explain the inability of the nonadiabatic reoccupation scheme of section 4.3.2, spin case Ib, to describe the experimentally measured isotope effect, the approach of the present section, spin case IIa, should be able to calculate this effect within experimental error bars, as was done in section 4.2 for spin case Ia. However, this is not the case. Thus neglect of self-consistency alone is not responsible for failure of the nonadiabatic reoccupation scheme of section 4.3.2.

The squared absolute values of the matrix elements (2.35) of the unperturbed case of section 4.2 and this section, times the occupation function $f(\varepsilon_i) - f(\varepsilon_j)$, are compared in Fig. 4.22. It is shown that the matrix elements of the unconstrained case decay much faster with respect to energy than in the constrained case. This result is interpreted in the way that the delocalization the spin plays an important role: When constraining
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Figure 4.19: Ground-state occupation of the spin-up and spin-down orbital of an approaching H atom vs. its distance from an Al(111) surface. Compared are the case of a system with total spin polarization constrained to the initial value, and the unconstrained case. Far away from the surface, the electronic charge at the H atom, corresponding to one electron, is fully spin-polarized in both cases. Both spin-up and spin-down orbitals become equally populated after a spin transition point. In the unconstrained case, there is a sharp \( \sqrt{Q} \)-behavior close to the adiabatic transition point, in the constrained case this transition is smeared out.

Figure 4.20: Total energy loss vs. the mass scaling parameter \( 1/\sqrt{m/m_H} \). \( m \) denotes the mass of the adsorbing atom. Compared are the case of a system with total spin polarization constrained to the initial value and the unconstrained case. The lines are linear fits to the data. The energy loss for the constrained case is systematically higher than for the unconstrained case.

The total spin of the system, part of it will spread over the whole slab, leading to small perturbations of the effective potential within the slab when the adsorbate is approaching the surface. This results in small excitations, observable in Fig. 4.22 through the large-energy matrix elements, leading to a background signal in the spectrum. In TDDFT calculations this signal does not appear, because the spin is more localized at the surface, when the particle approaches the surface rapidly.

The results of the spin-constrained approach still shows no relevant sign of spin-dependent features in the spectra. However, this section, in conjunction with section 4.3.2, is able to explain partially the important difference in the total energy loss per round trip between spin-polarized TDDFT results [6] and the perturbative approach of this work: If the spin polarization exists closer to the surface, this has the consequence of larger changes of the effective potential there. Thus the difference in the total energy loss per round trip between Ref. [6] and this work (Fig. 4.11) can partially be explained through the existence of a spin polarization closer to the surface in the TDDFT case. However, since the perturbative approach is not valid for the low-energy regime of the spectra, this will also play an important role. Here the GS-like approach may be better. Assuming an additional energy dissipation of 50 % due to the nonadiabatic spin transition, following the results of section 4.3.2, the GS-like approach should result in an energy loss of roughly 0.1 eV for the half round trip, which is the number
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Figure 4.21: Spin-resolved excitation spectra of electrons (positive energies) and holes (negative energies) for an impinging H atom with an initial kinetic energy of 60 meV on the on-top position of an Al(111) surface after one half round trip in the chemisorption well. Compared are the case of a system with total spin polarization constrained to the initial value, and the unconstrained case. Both spectra look qualitatively similar, but a slower decay of the flanks can be observed in the unconstrained case. Values close to the Fermi energy ($|\varepsilon - \varepsilon_F| < 0.0136$ eV) are not plotted because of numerical inaccuracies in this energy range.

Figure 4.22: Comparison of the squared absolute values of the matrix elements (2.35), times the occupation function $f(\varepsilon_i) - f(\varepsilon_j)$, for the 1st order perturbation theory of section 4.2, labeled MHRT unconstrained, and the constrained theory of section 4.3.3. The matrix elements in the unconstrained case decay much stronger with energy than those in the constrained case.

from TDDFT calculations.

One may conclude that, if one had a description of the spin polarization resembling the TDDFT case, the total energy loss would be much larger in the perturbative approach, too. From TDDFT results one gets a factor of three to four for the dissipated energy between the spin-polarized and unpolarized case [6, 63]. In section 4.3.2 a difference of 50 % was found. Therefore the present theory is probably sufficient to describe the high-energy tails of the spectra, with the possible exception of spin effects.

4.3.4 Spin Case IIb: Spin Unpolarized System

Having discussed the effects of constrained spin polarization calculations on the spectra, the question arises what happens, when there is no spin in DFT calculations, i.e. to what amount is the effective potential determined by the difference in the spin channels.

In order to answer this question, the DFT chemisorption potential was calculated without using the spin-density approximation; this means without introducing the spin degree of freedom in DFT calculations. The result is
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Figure 4.23: Comparison of the chemisorption potentials of an H atom above the on-top position of an Al(111) surface in the spin-DFT and spinless DFT case. Both potentials merge around 2.8 Å, while the spin polarization in the spin-DFT calculations vanishes at about 2.6 Å. Shown is also a fit on the spin-DFT potential for the chemisorption well. This fit falls nearly on-top the spinless DFT potential.

Figure 4.24: Comparison of the e-h pair spectra on the spin-DFT and spinless DFT case. Although the initial energy in the spinless DFT case is slightly larger for the investigated trajectory, the excitation probability of e-h pairs is larger in the spin-DFT case for high energies. Both spectra are similar on this scale.

shown in Fig. 4.23. Compared is the calculated ‘spinless’ potential to the GGSDA result of Fig. 4.3. One observes that the fit to the Morse potential for the potential well of Fig. 4.3 describes the whole chemisorption curve in the non-GGSDA case. While there are differences between the spin-DFT and spinless DFT case in the total energy further away from the surface, when electron-hole pair excitations are improbable, close to the surface both calculations yield very similar results. One may expect that this has the consequence that the spin plays a minor role for the excited electron-hole pairs.

However, a straightforward comparison of the spin-DFT and spinless DFT results by just calculating the trajectory in the spinless chemisorption well, and then applying perturbation theory, is not advisable, since the velocity in the wells will be different then. So the results will be dominated by the different velocity of the hydrogen atom in the chemisorption well. This comparison, however, is not the goal of this section, and does not answer the question whether the spin plays an important role: If the only difference is due to a change of velocity in the chemisorption well, then the spin is only important to calculate the forces on the adsorbate, but not in any other respect.

Instead, the adsorbing H atom was put at the same starting position and the same starting velocity in the chemisorption well as in the spin-DFT case. The potential energies in the spin-DFT and spinless DFT case are similar at the starting position $Q=3.16$ Å, with a difference of just 0.2 eV in favor of the spin-DFT case, instead of 0.8 eV at $Q = 5$ Å. The trajectory and electron-hole pair spectra, as well as the total energy dissipated into
the electronic system, were then calculated as in section 4.2. The electron-hole pair spectra for the spinless and spin-containing case are compared in Fig. 4.24. One observes that both spectra are practically on-top each other on the shown scale.

The dissipated energy for the spinless DFT case is shown in Fig. 4.25. The corresponding graph for the spin-DFT case is Fig. 4.11. Both graphs are very similar. One must conclude that the (possibly unphysical) spin transition of spin case Ia does not dominate the dissipated energy. Instead, the spin plays a minor role for it, and electron-electron interaction is more important. However, results from TDDFT of Refs. [6, 63] show that the spin dynamics is indeed essential for the dissipated energy, since a factor three to four for the energy loss appears between the unpolarized and spin-polarized calculations, with the dissipation in the spin-polarized case being larger. This point was investigated in sections 4.3.2 and 4.3.3, spin cases Ib and IIa. The energy loss is systematically larger in both cases than in spin case Ia. Thus the increase in the dissipated energy can partially be traced back towards the influence of the spin dynamics on the effective potential close to the surface: If the spin polarization of the adsorbate changes close to the surface, the dissipated energy is larger. Therefore a nonadiabatic treatment of the spin dynamics leads to an increase in the energy dissipation.

4.4 Discussion

At present, the possibilities to test the present results against experiment are rather limited. Quantitative comparison is possible so far only for the isotope effect: Here, the results of the perturbative approach for Al are in good agreement with the measurements using Ag/Si-Schottky diodes [72, 22] and MIM sensors [3]. Some experimental information is also available about the slopes of the excitation spectra from measurements with Schottky diodes made from the same material but with slightly different $I$-$V$-characteristics. The temperatures estimated from these measurements are in reasonable agreement with the slopes of the calculated spectra. However, the author is quite sceptical whether a single temperature would still be a good description if one had better experimental access to the spectrum.

A more detailed comparison of the present results is possible with previous TDDFT calculations for the same system, H on Al(111). In non-spinpolarized calculations, a total energy loss of 30 meV and 40 meV was found after a half and a full round trip, respectively [63]. This is in reasonable agreement with the values of 23 meV and 46 meV calculated in the perturbative approach of this work. In addition, the linear dependence of the energy loss on the mass scaling parameter (cf. Fig. 4.11), and the effective temperatures of the spectra (cf. Tab. 4.1) obtained in both theories are consistent. However, more recent spin-polarized TDDFT calculations yielded energy losses of about 100 meV and 185 meV for the half and full round trip, respectively [6]. These findings

Figure 4.25: Total energy loss per half round trip in the chemisorption well vs. the mass scaling parameter $1/\sqrt{m/m_H}$. $m$ denotes the mass of the adsorbing atom. The dissipated energy is shown in the case of spinless DFT. Fig. 4.11 shows the corresponding graph in the spin-DFT case.
Figure 4.26: Yield of the electron (red, upper curve) and hole (blue, lower curve) excitation spectra plotted versus the scaling variable $(m/m_H)^{1/4}$ for the system H/Al(111). $m$ denotes the mass of the adsorbing atom. The lines are linear fits to the data.

From the TDDFT calculations suggest that the spin transition is quite important for the energy loss. While the perturbative approach of this work in principle includes the spin transition, it seems to underestimate its role in the energy dissipation. This was investigated in section 4.3.4, where it was shown that the spin plays a minor role for the total energy dissipation and the spectra in the perturbative approach, if the spin dynamics of the H atom follows the adiabatic dynamics (case Ia). Calculations using a smoothened and delayed spin transition (similar to the findings of Ref. [6]) instead of an abrupt one show a higher energy loss in perturbation theory, too, see sections 4.3.2 and 4.3.3. Such a smooth spin transition does not lead to spin-dependent features in the excitation spectra in the perturbative approach, but has the consequence of a larger energy loss. It is probable that the larger energy loss in recent TDDFT calculations is partially caused by the spin polarization existing closer to the surface, which is due to the nonadiabatic description of the spin transition. However, the perturbative approach is only valid for the high-energy tail of the spectra, while the GS-like approach is probably better for the low-energy regime of the spectra. The low-energy regime dominates the dissipated energy. In the spin-polarized case this probably plays a more important role than in the unpolarized case, and accounts for the other part of the difference in the energy loss.

Both a perturbative (non self-consistent) approach for a smoother spin transition and a non-perturbative approach using constrained total spin lead to the appearance of a background contribution in the spectra. This is a strong hint towards the explanation that, in standard DFT, the spin must be localized at the adsorbate in order to get a correct description of the nonadiabatic transition.

In the TDDFT calculations, it was assumed for technical reasons that the total spin polarization (integrated over both the hydrogen atom and the substrate) is conserved, while in the ground-state DFT calculations of this work (section 4.2) the total spin polarization changes from about one electron for the hydrogen far away from the surface to zero after hydrogen adsorption. In accordance with section 4.3.3 this methodological difference could not explain why an energy shift between the spin-up and spin-down spectra is found in Ref. [6] after a half round trip, while the spectra of this work are almost identical for both spins. However, this discrepancy does not arise after a full round trip, where spin-dependent features are absent in both methods. This gives rise to the question, how much of these effects are introduced by the numerical method to calculate the spectra, and how much describe real physics. In recent publications it was shown, that the spin is not described accurately within the framework of DFT when using present-day XC functionals, cf. Ref. [38] and references therein.

In an accurate quantum mechanical description a superposition of H atomic orbitals only differing in the spin quantum number should give the same energy, provided normalization is taken into account. Consequently this must be true for the superposition of spin up and spin down densities within the framework of DFT as well. However, for present-day XC functionals this is not the case. So a correct description of the spin is not possible with present-day XC functionals. Since the experiments are done without prescribing a preferred
spin direction, which in turn leads to an unpolarized atomic beam, electronic excitation spectra will show no spin-dependent features. However, in DFT calculations a spin polarization necessarily occurs, if one wants to calculate chemisorption energies correctly, thereby defining a preferred spin direction. The reason behind this is found in the foundations of DFT: In principle, there exists no ‘small parameter’ of any kind, which justifies the spin density approximation [33]. It is only justified by comparison with the experiment. However, in the case of atomic adsorption, one treats two very different cases. One case is the atom far away from the surface. In this case, the energy is described well by spin-DFT. However, one must be careful when interpreting the Kohn-Sham wavefunctions at this point in terms of quantum mechanical observables, like the spin. It is this case, where previous work has shown that present-day XC functionals fail [38]. Another point is, that describing atoms using DFT is difficult. Taken together, the case ‘adsorbate far away from the surface’ is not very well defined within the framework of DFT, especially when using GGSDA or LDA, although the calculated energy is closer to experimental findings.

On the other hand, when the adsorbate is close to the surface, its electrons are in the (nearly) free electron gas of the metal. For this case the spin density approximation was introduced. It is rather obvious that one should not trust a straightforward interpretation of the calculational results with respect to spin, when considering a transition between these two cases. So the spin effects found in previous works can be an artifact of a failure of present-day XC-functionals. Even if one had a spin-polarized atomic beam in the experiments, present-day XC-functionals might not be well-suited to describe it correctly, due to the aforementioned problems.

Another explanation of the spin features in different publications is possible by taking into account the different definitions of excitations. While this work calculates excitations directly, Refs. [6, 30] calculate them by comparing a nonadiabatic occupation of wavefunctions with the adiabatic case. Especially close to the surface spin-dependent features may be present for such a definition which rely on reversible changes of the electronic structure during adsorption, but are not, strictly spoken, excitations. While the present theory describes a clean surface, which is perturbed by an approaching adsorbate, this other definition describes surfaces with an adsorbate, where electronic excitations have been introduced. When the adsorbate moves back from the surface again, spin-dependent features may disappear, due to these reversible changes. Such reversible changes were observed in recent calculations for H on silicon [25]. The author believes that such a behavior is observed in TDDFT calculations. However, the definition of excitations within this work gives the correct limit if the particle is scattered back into the gas phase. The alternative approaches try to include some of the localized electronic excitation that results from forming a chemical bond between substrate and adsorbate. This point is also discussed in section 5.4 for the system H/K(110).

The present results may also be compared to earlier work on H/Cu(111) using the electronic friction / forced oscillator formalism [5, 26, 27], described in section 2.5. This theory assumes that the energy loss proceeds through multiple excitation of very small energy quanta, with the excitation energy of a single quantum ultimately tending to zero. Note that the total energy loss remains finite in this limit. Under this assumption, the energy loss due to friction can be described by an instantaneous friction force in each moment of time, and the materials properties of the substrate only need to be known in vicinity of the Fermi energy in order to calculate the friction coefficient. This is different from the present approach, where the probability to deposit a finite amount of energy to the substrate within a single excitation is calculated. In order to obtain the excitation spectra from the electronic friction approach, additional assumptions need to be made, such as the separability of matrix elements, and the statistical independence of multiple excitations. The spectra (for H/Cu(111)) obtained after making these approximations are essentially exponential distributions. The present results from first-order perturbation theory are qualitatively similar, but cannot be fit by a single exponential. This implies that the picture of multiple excitations made up from energy quanta close to zero may be an oversimplification. This point is investigated in chapter 5, too, and it is found, that the forced oscillator model is not justified.

The functional relationship between the excitation yield above the Schottky barrier and the isotope mass, Eq. (3.8), is discussed now. For the system H/Al(111) it was shown that the data is compatible with (3.8), where $\gamma = 1/2$, cf. Fig. 4.12. For H/K(110), in chapter 5 it is found that $\gamma = 1/6$ describes the data well. This motivated the author to re-visit the results for H/Al(111). While in section 4.2 the goal was to show that FOM scaling (i.e. $\gamma = 1/2$, Eq. (2.57)) is compatible with the data, which is still correct, it is found that $\gamma = 1/4$
describes the data better, see Fig. 4.26. Thus, the FOM does not apply to H/Al(111). It is noted that previous work [63] claiming FOM scaling for H/Al(111) is not conclusive in this respect, since the large error bars of the numerical data presented there are compatible with a wide range of possible values for $\gamma$. This is also true for Fig. 4.9.

Taking into account results for H/K(110), a thorough discussion of this point is found in section 5.4. It is noted that a connection between the electronic friction and the perturbative approach can be made on the basis of the overall energy loss per round trip they predict. From the more detailed spectra obtained from the present approach, it is in principle possible to determine a posteriori an effective friction coefficient that would lead to the same amount of energy loss as obtained by integrating over our excitation spectra. This effective friction coefficient could then be used to re-run the trajectory to obtain new spectra, and the procedure could be iterated until consistency between the energy loss of the trajectory and the loss implied by the spectra has been reached.

Recently, non-adiabatic effects in adsorption have been studied in the framework of a time-dependent Newns-Anderson model treated in mean-field approximation [28, 29, 30, 31]. While this model is originally motivated by the surface chemistry of transition metals and noble metals, it may still make sense to compare the results to the present calculations for H on Al(111). The model requires a fit to the data supplied by DFT calculations, i.e. the projected density of states onto the H orbitals. In Ref. [30], spectra for H/Al(111) were obtained that show clear differences between electrons and holes, and between both spin orientations. However, the results are rather sensitive to the model parameters. One can observe that the parametrization of the values needed for the model calculations does not fit perfectly. This is especially the case far away from the surface where ionization and affinity level of H are about equally far below or above the Fermi energy of Al [30]. For this case, electron and hole spectra are predicted that are approximately equal. The spectra then have no important spin characteristics, cf. Ref. [31] for metals other than Aluminium. The author believes that it can be justified to argue that H on Al(111) also corresponds, in the language of this model, to such a system, so that one would expect electron and hole spectra that are approximately equal. This is found in the present calculations, too. However, the Newns-Anderson model also predicts that electron and hole spectra may be strongly different for other combinations of substrate and adsorbate. In order to probe the different regions of the parameter space of the Newns-Anderson model discussed in Ref. [29], i.e., strongly electronegative or electropositive adsorbates, additional DFT studies for such material systems would be desirable.

### 4.5 Conclusions

In this chapter, a first-order time-dependent perturbation theory was implemented to calculate excitation spectra of electrons and holes in a metal substrate due to non-adiabatic effects in adsorption, starting from the ground-state electronic potential and wavefunctions obtained from density functional theory. The calculated results for adsorption of hydrogen on aluminium are consistent with the experimental data obtained for hydrogen on noble metals. In particular, the present theory reproduces the observed isotope effect. In contrast to the electronic friction formalism, the present approach includes excitations over finite energy differences, and thus takes the effects of single-particle band structure into account in the excitation spectra.

The results of the perturbative approach are in agreement with results from the (computationally much more demanding) TDDFT method, with the notable exception of spin effects. On the other hand, the perturbative approach is much faster and affordable for a wider range of systems, as it requires only ground-state DFT calculations. These calculations are widely used in the scientific community, e.g. in the calculation of potential energy surfaces within the Born-Oppenheimer approximation.

So it is concluded that this description gives rise to hopes for a simple and affordable possibility to calculate electronic excitation spectra for moving particles, without using oversimplifying approximations. The author also speculates that this description is able to overcome its problems when using localized orbitals for localized dynamic effects, e.g. the spin transition.

Whether or not spin-dependent features are present in experiments is still under debate. Even if a spin-polarized atomic beam existed in the experiments, it is not a foregone conclusion that present-day DFT calculations de-
Figure 4.27: Comparison of the logarithmic derivatives of the all-electron and pseudo wavefunctions for the H pseudopotential. This energy range of validity of the pseudopotential is not truncated here, since the pseudopotential is the same as the all-electron potential after a cutoff radius of 0.53 Å (1 bohr).

Figure 4.28: Comparison of the logarithmic derivatives of the all-electron and pseudo wavefunctions for the Al pseudopotential. The comparison was done using a spin-polarized calculation. For simplicity of the figure, only the spin-up part is shown. The spin-down part is very similar. Over a range of approximately 30 eV, between -9 and 21 eV, the logarithmic derivatives of both wavefunctions are on-top each other. This gives an approximation for the energy range of validity of the pseudopotential.

scribe this experiment correctly. Due to the different definitions of electronic excitations in the several approaches, it may well be that spin-dependent features of the spectra are artifacts of these definitions. Thus reversible effects may be regarded as measurable electronic excitations in other approaches. Since the present theory avoids such problems, the author believes it is thus better suited to describe measurable excitations. While this chapter investigated the spin transition and different perturbative approaches to calculate electronic excitations, in the forthcoming chapters the atomic isotope effect and effects of the bandstructure are investigated more thoroughly.

In most theoretical approaches, the atomic band structure is not taken into account, when using the wide-band limit. The present approach includes it by definition.

Since the isotope effect is currently the best test of theoretical approaches, and the best way to compare to experiments, the author believes that any theory of electronic excitations should describe it well. It is proposed that theoretical approaches should be tested by this effect, and be compared on the basis whether they can describe it.
Appendix 4.A  Pseudopotential Generation and Tests

An elaborate description of the generation of a pseudopotential can be found in section 5.A. In the present section the most relevant facts are mentioned for the pseudopotential generation for H, and the tests for the H and Al pseudopotentials. For H a PBE-GGA [39] pseudopotential was constructed, using the atomic code of the PWSCF package [41]. Only the (1s) orbital was taken into account for the pseudopotential, and is therefore the local potential, since non-local parts are nonexistent. The pseudopotential was constructed following the Rappe-Rabe-Kaxiras-Joannopoulos (RRKJ) scheme [77]. The scalar-relativistic method was used for the generation of the pseudopotential. A radial cutoff of 0.53 Å (1.00 bohr) was chosen.

In Fig. 4.27 the logarithmic derivatives of the all-electron wavefunctions are compared to the logarithmic derivatives of the pseudo wavefunctions, for a radius of 0.8 Å (1.5 bohr). They are on-top each other over the total range printed here. Therefore problems for the range of validity from this pseudopotential are not expected. By definition the slope of the pseudopotential is the same as a simple 1/r potential after the radial cutoff. Besides reducing the plane-wave energy cutoff for the calculations, there is no notable effect of the pseudopotential. However, a simple 1/r potential is not envisioned in the code, which is the reason why a pseudopotential was used at all. The Al pseudopotential was downloaded from the PWSCF website [41], named ‘Al.pbe-rrkj.UPF’.

To determine the energy range of validity, the logarithmic derivatives of the all-electron wavefunctions are compared to the logarithmic derivatives of the pseudo wavefunctions in Fig. 4.28. The calculations of the derivatives were done using a spin-polarized calculation. For reasons of simplicity only the spin-up part of the results is shown in the figure. The spin-down part of the figure is very similar, and does not give new insight here, but the infinities of the derivatives are located at slightly different energies, with a distance of a few eV. Over an energy range of 30 eV, between -9 eV and 21 eV, in both the spin-up and the spin-down cases, the logarithmic derivatives are on-top each other, giving an approximation for the energy range of validity, i.e. transferability, of the pseudopotential.
Chapter 5

Results: H on K(110)

In chapter 3 a new approach to calculate excitation spectra in adsorption was introduced. The approach was tested and investigated in chapter 4. Some possible variations of the presented method were tested, compared to previous theoretical approaches, and it was concluded that the new perturbative method can explain the experimental data. While the developed method incorporates effects of the bandwidth of the conduction band, the order of magnitude of such effects is unknown. This is investigated in this chapter. Since the role of a highly reactive substrate, such as K, for chemicurrents is elusive, the perturbative method is extended to H/K, and compared to results for H adsorption on Al, chapter 4.

In most chemicurrent experiments, the kinetic energy of the adsorbing particle is small, of the order of a few 10 meV. The potential energy of the adsorbate is dominating. It is determined by the chemical binding energy, i.e. the depth of the chemisorption well, which is of the order of 1 eV. Hence the adsorbing particle’s velocity in the chemisorption well is determined by its mass and the chemical binding energy.

To date, the experimentally determined dependence of the measured chemicurrent on the isotope mass is the only reliable test of theoretical approaches to chemicurrents. Therefore the influence of the isotope mass on the detected chemicurrent is of considerable interest, and should be described well by theories. In order to predict the order of magnitude of the chemicurrent for adsorbates of different mass, two major scenarios can be imagined: In one scenario, a general scaling law exists for a wide range of adsorbates and substrates, where the chemicurrent is only dependent on the mass of the adsorbate, but independent on the exact chemical properties of the adsorbate-substrate-system. In the other scenario, the detected chemicurrent is strongly dependent on the chemical properties of the investigated system, and no general law can be found. Whatever scenario is true, the importance of the electronic energy dissipation channel for the total energy dissipation is strongly dependent on the answer to this question.

Currently, the forced oscillator model (FOM) is the theoretical description of the chemicurrent usually employed by experimentalists [65]. Here, measured currents for H systems are scaled using the root of the adsorbate’s mass [27, 63], see section 2.5. Obviously, the use of FOM is justified only if a scaling law exists, and if FOM describes this law correctly.

Recent experimental studies of Mg adsorption on a Mg surface [65] have shown that even for systems, where the adsorbate has a comparatively large mass, and hence a low velocity in the chemisorption well, a chemicurrent can be measured. The chemicurrent measured is approximately two orders of magnitude larger than was expected from a FOM extrapolation of the measured currents for hydrogen adsorption on metal surfaces [72, 22]. Larger chemicurrents than expected might have various reasons, e.g. different excitation mechanisms, one of them being charge transfer. For heterogeneous systems, especially adsorption of highly reactive molecules, such as O₂, on reactive alkali, this may indeed be the case. However, in homonuclear systems, such as Mg/Mg, no charge transfer is to be expected between substrate and adsorbate. In this chapter, it is found that the simple extrapolation of the detected chemicurrent using the FOM does not work, and instead a weaker dependence of the chemicurrent on the particle’s mass is found. This results in the prediction of larger chemicurrent for particles with large masses.

As a second point in this chapter, the effect of the band structure on the isotope effect is investigated. In order
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Figure 5.1: Convergence tests for K pseudopotential, using a Monkhorst-Pack grid of $30 \times 30 \times 30$ k-points. Tested are the broadening (x-axis) of the Methfessel-Paxton occupation scheme and energy cutoff vs. the calculated equilibrium lattice constant using the Murnaghan equation of state. Cutoff energies were 136, 272 and 408 eV. The largest lattice constant for each broadening belongs to a cutoff of 136 eV, the medium to 272 eV, and the lowest lattice constant belongs to 408 eV cutoff. Over a wide range for the broadening the lattice constant does not change significantly, defining the converged result.

To point out differences between the substrates K and Al, previous results of chapter 4 are compared to results for the system H/K(110) whenever applicable. The band structure of K is qualitatively different from the band structure of Al. Due to details of the band structure below the Fermi energy, one may expect that the isotope effect for holes and for electrons should be different. It is found that this expectation holds. This is the first time such a difference is predicted, and it has not been investigated yet within chemiexciton experiments.

The chapter is organized as follows: Section 5.1 contains tests of the pseudopotential, and sets numerical parameters. In section 5.2 the stable surface for K is determined, being K(110), and the surface band structure and density of states are shown, demonstrating huge differences to Al(111). The results are put together in section 5.3, treating the adsorption of H/K(110). It is shown that the forced oscillator model is not applicable in this case, and band structure effects are observable. Discussion and conclusions are found in section 5.4.

The appendix of this chapter in section 5.A contains considerations for pseudopotential generation for K. This section is technical.

5.1 Convergence Tests

In this section results for the calculation of the equilibrium lattice constant and the bulk modulus are presented. They are k-point set and the cutoff energy with respect to the convergence of lattice constant and bulk modulus are tested, as well as the broadening of the occupation functions.

Calculations for the total energy were done using a Monkhorst-Pack k-point grid of $30 \times 30 \times 30$, and cutoffs of 136, 272 and 408 eV (10, 20 and 30 Ry), respectively, using different lattice constant. The equilibrium lattice constant was calculated by fitting this data to the Murnaghan equation of state. Results are show in Fig. 5.1. Here a broadening between 0.01 and 1.36 eV, was used for the Methfessel-Paxton occupation function [49]. The largest lattice constants belong to a cutoff of 136 eV, the intermediate ones to a cutoff of 272 eV, and the lowest ones to a cutoff of 408 eV. Calculations using a larger cutoff energy give essentially the same as a cutoff of 408 eV, cf. Fig. 5.2. The relative convergence errors for the lattice constant $a$ with respect to the plane-wave cutoff, $\Delta a(E_{\text{cut}}) = (a(E_{\text{cut}}) - a_{\text{converged}})/a_{\text{converged}}$, with $a_{\text{converged}} = a(E_{\text{cut}} = 408 \text{ eV})$, are $\Delta a(10 \text{ eV}) = 7 \%$ and $\Delta a(20 \text{ eV}) = 2 \%$. Therefore it is sufficient to use a cutoff of 272 eV in order to regard the system as converged. One can observe that a large broading has an effect on the lattice constant, which is not what is wanted here. This means that the lattice constant using the numerical parameters chosen below should be slightly less than 5.30 Å.
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Figure 5.2: Convergence tests for K pseudopotential, using different Monkhorst-Pack grids and a broadened Fermi-Dirac occupation function. Additional data includes variation of the energy cutoffs (136, 272, 408, 544 and 680 eV). The largest lattice constants for each smearing belong the lowest cutoffs. Usually only 2 or 3 cutoff energies were tested, but at a broadening of 27 meV all five cutoff energies were tested, using a $30 \times 30 \times 30$ k-point grid. The calculated lattice constants of the larger cutoffs are essentially on-top each other.

Figure 5.3: Kohn-Sham bulk band structure of K, calculated using a Monkhorst-Pack k-point grid of $30 \times 30 \times 30$, a Fermi-Dirac broadening of 27 meV and a cutoff energy of 408 eV. Good agreement with theoretical literature is achieved [78].

The broadening parameter resembles a physical temperature if a Fermi-Dirac occupation function is chosen for the substrate. Since the Fermi-Dirac occupation function is relatively sensitive to the broadening energy in comparison to a Methfessel-Paxton occupation function, it is necessary to compare the results to those of Fig. 5.1. Convergence tests using the Fermi-Dirac occupation function are shown in Fig. 5.2. Here, different k-point sets, different broadenings and different cutoff energies are tested with respect to the converged result for the equilibrium lattice constant. Consecutively smaller lattice constants within one broadening energy belong to cutoff energies of 136, 272, 408, 544 and 680 eV (10, 20, 40 and 50 Ry), respectively, where often only the two or three first of these energies are shown. However, for k-point set $30 \times 30 \times 30$ all five cutoff energies are used, but the last three are nearly on-top each other. The graph shows that a k-point set of $20 \times 20 \times 20$ is sufficient to be converged, when comparing to $40 \times 40 \times 40$. A broadening of 27 meV can be used, but should not be increased. While a cutoff energy of 408 eV gives a small increase in the accuracy of the lattice constant when comparing to 272 eV, the additional computation time is probably not worth the effort, since the error is of the order of 2 %. Even a cutoff energy of 136 eV is sufficiently high. The calculated lattice constant is then 5.30 Å. Experimental literature gives a lattice constant of 5.23 Å at 5 K, and 5.25 Å at 78 K [79], which shows a difference of 1.3 % and 0.9 %, respectively, to the calculated values. The experimental bulk modulus is 3.70 GPa [79], which compares well to the calculated result of 3.5 GPa, i.e. a difference of only 5 % exists.
Figure 5.4: Surface energies of a K slab in (100), (110) and (111) direction. Shown is the convergence with the number of layers. For the most stable (110) surface 8 layers are sufficient to achieve convergence on this scale, but the energy differences are already tolerable from the beginning.

Figure 5.5: Kohn-Sham surface band structure of a $(1 \times 1)$ K slab of 8 layers in (110) direction calculated using PBE-GGA. The cutoff was 272 eV, the k-point set was $20 \times 20 \times 1$ and a Fermi-Dirac broadening of 27 meV was used. The band structure is largely independent of these convergence parameters.

These comparisons show that the pseudopotential matches the experimental data well. It is concluded that a broadening energy of 27 meV for the Fermi-Dirac occupation function, a k-point set of $20 \times 20 \times 20$, and a cutoff energy of 272 eV is sufficiently accurate for this work.

The calculated bulk band structure is shown in Fig. 5.3, where the Fermi energy is set to zero. Comparison to the literature shows good agreement [78], over a range of about 10 eV. The lowest state is only about 2 eV below the Fermi energy. Therefore, large energy excitations should behave differently for electrons and holes, and such differences may possibly be observed in experiments, see section 5.3.

To summarize this section, convergence tests for the self-constructed K pseudopotential of section 5.A were done. It was shown that a cutoff of 272 eV is sufficient for the calculations of this work, and a k-point set of $20 \times 20 \times 20$ can be used. A broadening of the Fermi-Dirac occupation function of 27 meV is sufficient to guarantee numerical convergence. Lattice constant, bulk modulus and bulk band structure from DFT pseudopotential calculations agree well with experimental data. This proves that the pseudopotential is constructed well.

### 5.2 Surface Energy and Band Structure

The Schottky diodes of Ref. [80] showed no long-range crystalline order in the metal films. Due to limitations in the experimental setup, detailed information about the K film is not available. The Schottky diodes are manufactured by evaporating K atoms onto a p-doped Si substrate. The experimentalists observe layer-by-
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The author then calculated a H atom at 35 different distances $Q$ from the surface, with the H atom on-top a K atom, and a rigid surface approximation for the substrate. The resulting chemisorption potential is shown in
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Figure 5.7: Chemisorption potential of a H atom above the on-top position of a K(110) surface. The spin transition is around 3.1 Å in this system, much closer to the minimum of the potential than in the case H/Al(111), cf. Figs. 5.9, 4.4 and 4.3. A metastable state appears further away than about 5.5 Å above the surface. This state has a total Löwdin charge of one and is fully spin-polarized, with the spin minority (down) channel fully depleted.

Figure 5.8: Projected density of states of an H atom adsorbing on-top a clean K(110) surface at the equilibrium geometry. The Fermi energy $\varepsilon_F$ is set to zero.

Fig. 5.7.
The orbital character (with respect to the adsorbate atomic orbitals) of the energy levels was analyzed using the Löwdin charge method implemented in PWSCF. It is found that the number of electrons in the two spin states of the H atom sum up to a value notably larger than one. This holds even in a large supercell with a large vacuum region above the slab, and between the H atom and the periodic image of the surface. Calculations using a fixed spin moment for the total system did not change this behavior. However, also a metastable state with a Löwdin charge of one at the adsorbate further away than about 5.5 Å above the surface is found, even in the case without fixed moment. This state is fully spin-polarized in DFT calculations. The solution of the Kohn-Sham equations containing an adsorbate with a total Löwdin charge larger than one possesses a lower ground-state energy than the solution for an adsorbate with a Löwdin charge of one, with an energy difference of about 0.05 eV.

Comparing the work function of K of 2.25 eV, which is also found in the experiments characterizing Schottky diodes [82, 83], with the electron affinity of H, which is 0.75 eV [84], one would not expect such a charge transfer. In the calculations a K work function of 2.37 eV is found. So the author believes that the additional fractional charge found on the H atom far away from the surface is an artifact of density-functional theory (DFT), explained by the so-called delocalization error of DFT [38].

The projected density of states (PDOS) onto the atomic H (1s) orbital is shown in Fig. 5.8, with the H atom at
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Figure 5.9: Occupation of the spin-up and spin-down orbital of an approaching H atom vs. its distance from a K(110) surface. Far away from the surface the electronic charge at the H atom is greater than 1. While the spin-up orbital is fully occupied there, the spin-down orbital is still partially occupied, even at a distance of 10 Å from the surface. Both spin-up and spin-down orbitals become equally populated after the spin transition point at about 3.1 Å. The spin polarization shows a $\sqrt{Q}$-behavior close to the transition point.

Table 5.1: Numerical parameters corresponding to the fits in Fig. 5.11 using Eq. (2.55). The fits have been done over an energy range of $0.5 \, \text{eV} < |e| < 0.9 \, \text{eV}$.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Electrons, $\uparrow + \downarrow$</th>
<th>Holes, $\uparrow + \downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A(m) , [1/\text{eV}]$</td>
<td>$T_{\text{eff}}^\uparrow[K]$</td>
</tr>
<tr>
<td>T</td>
<td>0.018</td>
<td>1121</td>
</tr>
<tr>
<td>D</td>
<td>0.010</td>
<td>1500</td>
</tr>
<tr>
<td>H</td>
<td>0.003</td>
<td>2641</td>
</tr>
<tr>
<td>$H_{0,1s,1\text{H}}$</td>
<td>0.119</td>
<td>2156</td>
</tr>
</tbody>
</table>
Figure 5.10: Spin-resolved excitation spectra of electrons (positive energies) and holes (negative energies) for four H isotopes with an initial kinetic energy of 30 meV on the on-top position of an K(110) surface after one half round trip in the chemisorption well. A small spin effect is observed, with the spin minority (down) part being slightly enhanced. There are perceptible differences between electrons and holes, compare also Fig. 5.13. Values close to the Fermi energy ($|\varepsilon - \varepsilon_F| < 0.027$ eV) are not plotted because of numerical inaccuracies in this energy range. The maximum energy available for e-h pair (and such electron and hole) excitations is 1.1 eV.

Spin-down orbitals show a population of about 0.65 electrons. Further away from the surface, the H atom is partially spin-polarized and has a Löwdin charge larger than one. Here the spin-up orbital gets fully populated while the spin-down orbital gets partially depleted. Right above the transition point the spin polarization shows a sharp, square-root-like increase. Qualitatively the behavior of the occupation is similar to the one in H/Al(111), Cf. Fig. 4.4: A spin polarization far away from the surface vanishes at a certain point above the surface, where a $\sqrt{Q}$-behavior for the occupation of the spin states, and correspondingly of the effective potential, occurs [27]. Comparing Figs. 5.7 and 5.9 with Figs. 4.4 and 4.3 one may note that the spin transition appears to happen much closer to the equilibrium adsorption point than in the case H/Al(111). Around the spin transition point $V_{\text{eff}}(Q)$ changes rather rapidly. If a model of an adsorbate oscillating many times within the adsorption well is correct, then spin features of the spectra and effects on energy dissipation - if present - should be greatly enhanced, cf. [6, 30]. However, in section 4.3.4 it was shown that the spin plays a minor role in the perturbative approach, when following adiabatic spin dynamics on the PES.

The classical trajectory for vertical impact of the H atom onto the on-top site of K(110) is calculated from Newton’s equations for an initial kinetic energy of 30 meV, and starts 8 Å above the surface. The small effect of electronic friction on the trajectory is neglected. The total time needed for one half round trip in the chemisorption well is 123 fs. The mass of the approaching adsorbate was changed in the equations of motion between different calculations, thereby also changing the initial velocity of the particle.

The non-adiabatic electronic excitations in the substrate are calculated perturbatively using essentially the same formalism as described in section 3.2. However, the efficiency in evaluating the matrix elements $\lambda_{ij}$ was improved. The reader is reminded that the $\lambda_{ij}$ are the coupling matrix elements between unperturbed states of the clean slab, from which the excitation spectra of electrons and holes are calculated. Details of the improvement are found in section 3.2.1. The maximum energy available for electronic excitations in Eq. (3.12) is $E_{\text{max}} = 1.1$ eV.

The main result of the calculations are the spectra of the electrons and holes excited in the potassium film by a hydrogen atom impinging with thermal kinetic energy. From the part of the spectra exceeding the Schottky barrier, the predicted yield of the measured chemicurrent can be directly derived. In order to study the isotope effect systematically, not only calculations for H, D and T are carried out, but also for a fictitious H atom of mass $0.1m_H$, where $m_H$ is the ordinary hydrogen mass. The fictitious light isotope is labeled H$_{0.1m_H}$ within this work. The spectra are shown for a half round trip in the adsorption potential (until the particle has reached
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Figure 5.11: Excitation spectra of electrons and holes for all investigated isotopes, including an exponential fit in the energy range $0.5 \, \text{eV} < \varepsilon < 0.9 \, \text{eV}$. The fit is done using Eq. (2.55), resulting in the parameters of Table 5.1.

Figure 5.12: Total energy loss per half round trip in the chemisorption well vs. the scaling variable $1/\sqrt{m/m_H}$. $m$ denotes the mass of the adsorbing atom. The lines are linear fits to the data, where the dashed line corresponds to the system H/Al(111), and the straight line corresponds to H/K(110). The fitted linear dependency of the energy loss on the root of the mass is compatible with the data. The absolute values for H/K(110) are about a factor 5 smaller than in the system H/Al(111), demonstrating a less effective electron-hole pair excitation mechanism.

the turning point on the repulsive branch of the PES), to be able to compare with earlier results of section 4.2. Fig. 5.10 shows the spectra of electrons (positive energies) and holes (negative energies) for a half round trip of H, D, T and $H_{0.1 m_H}$. Despite the $\theta$-function in (3.12), excitation energies larger than 1.1 eV appear in the figures due to the broadening of energy levels used for plotting. It is noted that e-h pair excitations of an energy larger than 1.1 eV are physically meaningful if H adsorption at the K hollow position is considered. Unlike in the system H/Al(111), there is a notable difference between the spin channels, with the spin minority (down) channel slightly enhanced. (Note that in this work a spin down hole is a missing spin down electron. This is in accordance with previous literature on this subject [6, 63, 29].)

In Fig. 5.10, the electron and hole parts of the spectra differ, best observable at large excitation energies $\varepsilon \gtrsim 0.5$ eV. The electron part of the spectra is decaying slower than the hole part. The hole part of the spectra is more concentrated close to the Fermi energy. This is best observable for light isotopes of mass $m \leq m_H$, and can be attributed to the K band structure and density of states (Figs. 5.5 and 5.6): At 0.5 eV below the Fermi energy the density of states of the K conduction band is about 50% lower than at 0.5 eV above the Fermi energy. At an energy of 1 eV below the Fermi energy the band structure shows no electronic states in large parts of the
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Figure 5.13: Spin-resolved yield of the electron and hole excitation spectra plotted versus the scaling variable $(m/m_H)^{1/6}$. $m$ denotes the mass of the adsorbing atom. Linear scaling of the excitation probability over the Schottky barrier is found only if plotted over $(m/m_H)^{1/6}$, but not for $(m/m_H)^{1/2}$. There is a noticeable difference between the two spin channels.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Electrons</th>
<th>Holes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(T) \times 10^6$</td>
<td>7.03</td>
<td>2.03</td>
</tr>
<tr>
<td>$N(H)/N(T)$</td>
<td>8.79</td>
<td>8.13</td>
</tr>
<tr>
<td>$N(D) \times 10^3$</td>
<td>1.90</td>
<td>0.48</td>
</tr>
<tr>
<td>$N(H)/N(D)$</td>
<td>3.25</td>
<td>3.44</td>
</tr>
<tr>
<td>$N_H \times 10^9$</td>
<td>6.18</td>
<td>1.65</td>
</tr>
<tr>
<td>$N(H_{0.1m_H}) \times 10^4$</td>
<td>1.12</td>
<td>0.36</td>
</tr>
<tr>
<td>$N(H_{0.1m_H})/N(H)$</td>
<td>18.1</td>
<td>21.8</td>
</tr>
</tbody>
</table>

Table 5.2: Average number of electrons and holes $N(m)$ above the Schottky barrier, created per impinging H isotope ($T; D; H; H_{0.1m_H}$) with an initial kinetic energy of 30 meV, per half round trip. The spin channel is denoted by $\uparrow$ and $\downarrow$. The excitation efficiency is about an order of magnitude smaller than for H/Al(111), and the difference in the yield of electrons and holes (above the Schottky barrier) is more pronounced for H/K(110) in comparison to H/Al(111).

Brillouin zone.

When comparing to the system H/Al(111), the excitations are about one order of magnitude smaller for H/K(110). Although the present calculations are not directly comparable to the experiments, the author thinks that it is safe to predict that measurements of the chemicurrent should give a current which is about one order of magnitude smaller than for H/Al(111) under the same experimental conditions, and assuming similar Schottky barriers.

The spectra of the electron-hole pairs have also been calculated. The results of first-order perturbation theory are compared to the treatment by Müller-Hartmann and co-workers [56] that sums up all orders in the perturbation expansion. As in the system H/Al(111) it is found that the two approaches yield very similar spectra when plotted on a logarithmic scale. In the case of H/K(110), both curves fall essentially on-top each other, and deviations are much smaller than in the case H/Al(111). Again, first-order perturbation theory proves to be sufficient. The absence of higher order transitions is consistent with the smaller energy loss of the system H/K(110) per round trip, which is in general about a factor 5 smaller than H/Al(111) (see below).

Next it is tested if the results from the DFT plus perturbation theory are compatible with scaling. Following the ideas of the FOM, the high-energy tails of the spectra of Fig. 5.10 were fitted to an exponential of the form $A(m)$, separately for electrons and holes, where both $A(m)$ and the effective temperature $T_{\text{eff}}(m)$ are allowed.
to be dependent on mass. It was mentioned in chapter 4 that the absolute value of an effective temperature to describe the slope of the spectra is dependent on the fitting window, cf. also Ref. [63], where large error bars are found by varying the fitting window. This still holds in the present case, but it is found that part of the exponential high-energy tail in Fig. 5.10 can be fitted to such an effective temperature here, with acceptable error bars. Eq. (2.55) was fitted in the energy range $0.5 \text{ eV} < |\varepsilon| < 0.9 \text{ eV}$ to the spectra of Fig. 5.10. The numerical values of $A(m)$ and $T_{\text{eff}}$ have been collected in Table 5.1. The spectra including the exponential fits are collected in Fig. 5.11. In the energy range $|\varepsilon| > 0.9 \text{ eV}$ the maximum excitation energy $E_{\text{max}}$ changes the slope of the excitation spectra notably, thereby making a fit following (2.55) impractical.

Note that the upper bound for the energy of e-h pair excitations set by the adsorption energy has a distinct slope of the excitation spectra notably, thereby making a fit following (2.55) impractical. A and N and Schottky barrier height. So far, the experiments are not sensitive to excitations close to the Fermi energy. If all the scaled isotope mass is found, as shown in Fig. 5.13. However, the scaling exponent $\gamma$ in Eq. (3.12) to investigate such behavior, and find that this is indeed the case. For the physical isotopes H, D and T (only) it was found that $A(m) \sim (m/m_H)$ and $T_{\text{eff}} \sim (m/m_H)^{-1/2}$ roughly captures the trend. However, the data for H$_{0.1m_H}$ deviates, indicating that the FOM scaling cannot be generalized. There is a linear relationship between the total energy loss and the mass scaling variable $(m/m_H)^{-1/2}$ for all four isotopes, as shown in Fig. 5.12 and expected from the electronic friction model (2.52). The total dissipated energy per half round trip is about a factor 5 smaller than for H/Al(111), Fig. 4.11, and amounts to 0.2 °C of the total adsorption energy for H/K(110).

The total number of excited charge carriers $N_{e=h}^{\varepsilon_S}(m)$ above the Schottky barrier $\varepsilon_S = 0.55 \text{ eV}$, whose value was taken from experiment [80], was evaluated numerically following (2.56). The results are fitted to Eq. (3.8). In contrast to the prediction of the FOM, $\gamma = 0.18$ is found for electrons and $\gamma = 0.17$ is found for holes. Using $(m/m_H)^{1/6}$ as a new, approximate scaling variable, an almost linear relationship for $\ln(N_{e=h}^{\varepsilon_S}(m))$ and the scaled isotope mass is found, as shown in Fig. 5.13. However, the scaling exponent $\gamma$ is dependent on the Schottky barrier height. So far, the experiments are not sensitive to excitations close to the Fermi energy. If all excited quasiparticles could be detected, the dependence of the yield on isotope mass would be even weaker, and $\gamma \sim 1/15$ would be appropriate. This weak dependence is obvious already from the spectra, Fig. 5.10.

The ratio of the integrated probabilities $N_{e=h}^{\varepsilon_S}(m)$ for H and D atoms is about 3.25 for electrons, and 2.75 for holes, see Table 5.2. One may lift the restriction of the $\theta$-function in Eq. (3.12), thereby getting 3.60 for electrons, and 3.12 for holes. Therefore, the author predicts that the isotope effect will be different for electrons and holes (even if more energy is released, e.g. due to adsorption at a more strongly bound site), with the hole part showing a smaller ratio. The calculated isotope effect is not within available experimental error bars for the system H/Ag, where a ratio of $3.7 \pm 0.7$ was measured in H vs. D adsorption for holes [72, 22]. This is the only system where experimental data is available at the moment. However, the K and Ag band structures are very different.

One may also observe that the spin minority channel contributes about a factor 2–3 times more to the total number of excited charge carriers above the Schottky barrier than the spin majority channel. This difference is the more pronounced the heavier the isotopes.

### 5.4 Discussion and Conclusions

Remarkably, electron and hole excitations occur with different probabilities due to the electronic structure of the potassium substrate: One may observe that the probability for hole excitations drops off more steeply with energy as compared electron excitations (Fig. 5.11). This is to be expected, since the density of states in the energy range below 0.5 eV below the Fermi energy is lower than the corresponding DOS above the Fermi energy (Fig. 5.6). The visible difference in slopes, see Fig. 5.11, is confirmed by the numerical values of the exponential fits shown in Table 5.1: Electrons have a systematically higher temperature there, indicating a slower decay of the spectra.

To the author’s knowledge, this is the first calculation clearly demonstrating an influence of the band structure on the spectra: The FOM [5] explicitly assumes electron-hole symmetry. Previous Newns-Anderson (NA) model calculations [28], and time-dependent tight-binding [32] relied on the wide-band approximation. Only
the TDDFT calculations for H/Al(111) [6] incorporated band structure data, but differences between electrons and holes are not very pronounced for this system.

As a first step towards an experimental investigation of this behavior, one might make use of exoelectron emission. The work function of K is 2.25 eV [82]. If experiments are able to detect exoelectrons and hole currents in the diode simultaneously, using p-type Schottky diodes, this should confirm that the spectra for electron and holes are indeed different. However, one has to make sure that \(E_{\text{max}}\) is sufficiently low, so that excitation of holes in the highest fully occupied K band (the one below the conduction band) can be excluded.

While in chapter 4 for H/Al(111) the spectra for electrons and holes of both spin directions were almost identical, for H/K(110) a higher excitation in the spin minority channel is found for both electrons and holes. The results of this work for this spin effect are different from results of TDDFT and NA model calculations [6, 29]: These other approaches obtain a higher excitation in the spin majority channel for electrons, and in the spin minority channel for holes, especially for H/Al(111). Although the system H/K(110) was not investigated within the NA approach, it appears to be a general feature of this model that electrons (holes) are more excited in the spin majority (minority) channel, since this conclusion only relies on the relative position of the adsorbate affinity level with respect to the Fermi energy of the metal [29]. However, the discrepancy can be reconciled by recalling that different quantities are calculated in either approach. During adsorption, the electronic states of the clean surface are transferred into electronic states of an adsorbate-covered surface. This means that two different state spaces may serve as a starting point for calculation of electronic excitations. The excitation probability in both the TDDFT and NA model calculations is calculated from the non-adiabatic wave function, and thus the excitations include the changes in the Hilbert space of electronic states for the clean and adsorbate-covered surface. In contrast, in this work the excitation probability is calculated by integrating the excitation rate (defined relative to the electronic states of the clean surface) over the time interval of impact, thus excluding changes in the functions spanning the Hilbert space. Thus, the definition of excitations within this work gives the correct limit if the particle is scattered back into the gas phase, while the alternative approaches try to include some of the localized electronic excitation that results from forming a chemical bond between substrate and adsorbate.

Regarding experimental investigation of this behavior, if a suitable experimental setup existed, which is able to detect spin-polarized currents from a spin-polarized beam, this experiment could be able to decide which of the theoretical approaches is the best to describe experiments: In the TDDFT and NA model approaches spin effects are more pronounced than in the perturbative approach.

As mentioned in section 4.4, the functional relationship between the excitation yield above the Schottky barrier and the isotope mass, Eq. (3.8), was also investigated in the case H/K(110). It is found that \(\gamma = 1/6\) describes the data well. Following section 4.4, where \(\gamma = 1/4\) is found for H/Al(111), the FOM neither applies to H/Al(111) nor to H/K(110). In section 3.1.4 it has been mentioned that model calculations for H/Cu [51] found a cross-over from \(\gamma = 1/4\) for slow velocities of the impinging H atom (up to approximately 1 Å/fs) to \(\gamma = 1/2\) for higher velocities. The author concludes that using the FOM to calculate excitation spectra for electrons and holes is inappropriate for these small velocities.

Based on these findings, the author suggests a modified interpretation of the notion of ‘electronic friction’. The energy dissipation of the adsorbate into the electronic system in this picture is given by (2.51), and scales according to (2.52). Indeed, this is what is observed here. The picture of electronic friction is still valid. However, this does not justify the use of the FOM for calculating excitation spectra. The FOM implies a scaling law, Eq. (2.57), of the spectra with adsorbate mass, with exponent 1/2. The results of this work do not support (2.57). Instead, assuming a typical Schottky barrier of about 0.5 eV, the author tentatively proposes a new scaling law, Eq. (3.8), with \(\gamma = 1/4\) for H/Al(111), and \(\gamma = 1/6\) for H/K(110). In Ref. [51] a scaling with \((m/m_H)^{1/4}\) for model systems is found. In summary, a scaling law of this type, if applicable at all, requires a system-dependent exponent \(\gamma\), which is found to be distinctly smaller than 1/2. At the moment one can only speculate on the physical grounds for such behavior.

The present results, which contest the FOM scaling, lead to an important prediction: The number of excited electrons and holes (above a certain detection barrier) is most probably not as dependent on the adsorbate mass as is believed up to now. It is deduced that a larger chemicurrent can be measured even for very massive par-
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Figure 5.14: Wavefunctions for the neutral K atom, close to the atomic core. Nearly all wavefunctions disappear before or around 2 Å, which is much less than the nearest-neighbour distance of 3.7 Å in experiments. Only two wavefunctions reach further out, namely 4s and 4p, the last one representing an unoccupied state of the atom. A radial cutoff of 1.59 Å for these two wavefunctions is before their maximum, being sufficiently (but not too) small for the pseudopotential generation.

Figure 5.15: The two wavefunctions used in the pseudopotential. The all-electron wavefunctions are compared with the pseudo wavefunctions. After the radial cutoff of 1.59 Å, both kinds of wavefunctions are on-top each other.

Particles impinging at thermal velocities. This explains qualitatively the magnitude of the chemicurrent measured for Mg/Mg adsorption [65, 66].

To summarize, it is found that non-adiabtic effects in the adsorption of H/K(110) are qualitatively similar to, but quantitatively different from H/Al(111). For K, the band structure has a notable influence on the isotope effect. It is found that the number of excited particles above the Schottky barrier is much less dependent on the mass than expected from the forced oscillator model. The author concludes that electronic excitations are more important for slow and heavy elements than was expected before.

Appendix 5.A  Pseudopotential Generation for K

As an example it is demonstrated in this chapter how the pseudopotential for K was generated in this work, and how it was tested. This tedious task is described only once in this length, since the procedure is the same every time.

For generation of the pseudopotential the atomic code delivered with PWSCF was used [41]. The pseudopotential was constructed following the Troullier-Martins scheme [43].
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Figure 5.16: Comparison of the logarithmic derivatives of the all-electron and pseudo wavefunctions. Over a range of approximately 10 eV, between -3 eV and 7 eV, the logarithmic derivatives are on-top each other. This gives an approximation for the energy range of validity of the pseudopotential.

The improved code from section 3.2.1 can not treat ultrasoft pseudopotentials. A perturbation theory for non-orthogonal states defined by a generalized Schrödinger equation is extremely difficult to implement, and standard literature stays quiet on this subject. So although ultrasoft pseudopotentials could achieve a smaller energy cutoff, it remained conceptionally unclear, how they could be correctly implemented within perturbation theory [85].

Due to this limitation the generation of a norm-conserving pseudopotential is preferable. Scalar-relativistic effects were taken into account. The configuration chosen was [Ar] 4s\(^1\) 4p\(^0\), i.e. the neutral K configuration, but including an unoccupied orbital. A nonlinear core correction was used [44]. The pseudopotential was generated using a single-projector per channel. Since surface calculations had to be done with this pseudopotential, gradient effects of the density should be taken into account. Therefore the gradient-corrected density functional PBE-GGA [39] was chosen. The result of the all-electron wavefunction calculation for the atomic K is shown in Fig. 5.14. For calculation of electronic excitations, only the long-range wavefunctions are necessary. For K only the (4s) and (4p) wavefunctions possess such a long-range behavior, and so only they need to be taken into account for the pseudopotential. A radial cutoff of 1.59 Å (3.00 bohr), which is smaller than necessary, was chosen, in order to have a security reserve for the calculations of matrix elements later on. A comparison of pseudowavefunctions and all-electron wavefunctions is found in Fig. 5.15.

These considerations have shown that the pseudopotential calculations only need to take into account 2 wavefunctions ((4s) and (4p)), and that the pseudopotential calculation seems to give decent wavefunctions. However, a check for ghost states must be made, too. In Fig. 5.16 the logarithmic derivatives of the all-electron wavefunctions are compared to the logarithmic derivatives of the pseudo wavefunctions, for a radius of 4.23 Å (8 bohr). The derivatives are on-top each other in a range of approximately 10 eV. So as long as the Kohn-Sham energies from substrate calculations do not span an energy range larger than 10 eV (from lowest to highest state), no ghost states appear.

Finally, the pseudopotential has to be tested by calculating the equilibrium lattice constant of bulk K, its bulk modulus, and the band structure. Only if these tests all give reasonable results can the pseudopotential be regarded as suitable for the calculations. Such calculations are done in section 5.1.
Chapter 6

Results: Mg on Mg(0001)

Experimental results have proven that during deposition of Mg on a Mg/p-Si(001) Schottky diode a current can be measured between the front- and backside of the diode [66, 65]. In these works the experimentalists concluded that during metal epitaxy - at least in the system Mg/Mg - electronic charge carriers are excited sufficiently high to overcome the inherent energy barrier in the diode. In this chapter it is investigated whether it is possible to describe this effect within the framework of the perturbation theory developed in this work. It is found that particle adsorption on ideal surface terraces can probably not explain the observed chemicurrent. Instead, surface defects are important for the measured electronic excitations. Nonetheless theory predicts that observation of chemicurrents may be possible in metal epitaxy. For a detailed theoretical investigation exact knowledge of the surface structure is necessary. Electronic nonadiabaticity during surface diffusion may be dominating the chemicurrent. From the perturbation theory point of view, the current is at least two orders of magnitude smaller than in the case of hydrogen adsorption on metals. This is what is found in the experiments. To the author’s knowledge this is the first time a theoretical description of electronic excitations in metal epitaxy is published.

6.1 Convergence Tests

In order to determine the numerical parameters for the DFT calculations, in principle the same tests were done as in the K case in section 5.1. For the bulk system an energy cutoff of 272 eV (20 Ry) was found to be sufficient, with a k-point set of $20 \times 20 \times 20$. A Fermi-Dirac broadening of 0.0136 eV (1 mRy) was used. Using these parameters, and the hcp crystal structure with 2 atoms per unit cell, a lattice constant of 3.24 Å was calculated, with a height of the unit cell of 1.624 lattice constants. A bulk modulus of 33 GPa was calculated by fitting calculations of the total energy with varying lattice constants to the Murnaghan equation of state. These results can be compared to literature values, where the augmented plane wave (PAW) method was used for calculations of these constants [86]. In these calculations the height of the unit cell was fixed at 1.621 lattice constants. A lattice constant of 3.18 Å was calculated, with a bulk modulus of 36 GPa at 0 K, and a lattice constant of 3.21 Å and a bulk modulus of 33 GPa at a temperature of 298 K. Experimental values are 3.20 Å and 37 GPa, respectively, at a temperature of 298 K, taking into account vibrational effects within the quasi-harmonic approximation. The difference between the calculated values with the present pseudopotential and theoretical literature values is 2 % for the lattice constant, and 8 % for the bulk modulus. The difference between literature values and calculated values is caused by the fact that in the newly constructed pseudopotential only the (3s) electrons were used as valence electrons, cf. appendix 6.A. Anyway, the error is tolerable. The pseudopotential was tested by calculating the band structure of Mg, which is shown in Fig. 6.1. Excellent agreement with theoretical literature is achieved [87]. The author concludes that the electronic properties of Mg, which are most important for the present calculations, are described well, which makes him confident that the pseudopotential is well suited for his purposes.
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Figure 6.1: Kohn-Sham bulk band structure of Mg. The Fermi energy is set to zero. Excellent agreement with other theoretical literature is achieved [87].

Figure 6.2: Kohn-Sham surface band structure of a $(1 \times 1)$ Mg slab of 9 layers in (0001) direction calculated using PBE-GGA. The cutoff was 272 eV, the k-point set was $16 \times 16 \times 1$ and a Fermi-Dirac broadening of 13.6 meV was used. The Fermi energy is set to zero.

6.2 Surface Morphology and Band Structure

The experiments done make use of Mg/$p$-Si(001) Schottky diodes [66, 65]. After deposition of Mg at a temperature of 120 K, these diodes are annealed at room temperature, and cooled down to 120 K again. Due to limitations in the experimental setup, it was not possible to investigate the surface structure of these diodes, but the experimentalists claim that the diodes have a rather rough surface. It is plausible to assume that the surface is polycrystalline, but it may contain defects.

The Mg(0001) surface was investigated, since it is energetically the most stable one [87]. Therefore a polycrystalline surface will contain a large fraction of (0001) facets, and will probably be most important for the chemicurrent. A slab of 9 Mg layers of Mg in (0001) direction was relaxed with respect to interlayer distance, keeping the lowest three layers fixed, thereby finding a generally outward relaxation of $d_{12} = 1.9\%$, $d_{23} = 0.9\%$ and $d_{34} = 0.1\%$ for the uppermost three interlayer distances. Good agreement is reached with theoretical and experimental data on this subject [88, 89].

Fig. 6.2 shows the surface band structure of the relaxed slab. Good agreement with the literature is achieved [87], including several fine details. There are states up to 6.65 eV below the Fermi energy, but also small gaps in the band structure in parts of the Brillouin zone around the Fermi energy. In other parts of the Brillouin zone, around the $\Gamma$ point, the density of states (DOS) is reduced below the Fermi energy.
6.3 Results

For the calculations a supercell with lateral periodicity of $4 \times 4$ atoms was used, with 9 layers of Mg for adsorption on the hollow, bridge and top sites, but see below for the kink and vacancy geometries. The k-point set used was $4 \times 4 \times 1$, the plane-wave cutoff energy 272 eV (20 Ry), and a broadening of the Fermi-Dirac occupation function of 0.0136 eV (1 mRy) was used.

The surface morphology changes during adsorption. It turns out that a possible chemicurrent observable in experiments is strongly dependent on the exact environment of an adsorbing atom on the surface. Thus four representative sites, top, hollow fcc, kink, and vacancy adsorption, are studied in more detail.

As a first step the chemisorption energy of a single Mg atom was calculated on several adsorption sites of the clean perfect Mg (0001) surface in the rigid surface approximation. A chemisorption energy of 0.43 eV for the on-top position, and 0.56 eV for the hollow hcp position was found. Note there are two hollow positions, one with an Mg atom positioned in the second layer below the adsorbate atom in (0001) direction, which is the hollow hcp site, and one without an atom below the adsorbate atom in (0001) direction, the hollow fcc site. Additional tests using pseudopotentials from the PWSCF website [41] confirmed the calculated energies.

Lifting the restriction of the rigid surface approximation, chemisorption energies of 0.460(9) eV for the top and 0.576(1) eV for the hollow hcp site were found. For the hollow fcc site an energy of 0.591(9) eV was determined. The bridge site, between two surface atoms, possesses a chemisorption energy of 0.573(4) eV after relaxation. Taking into account the thermal energy available for diffusion at a temperature of 120 K, which is 0.010 eV, it is obvious that diffusion processes on the surface may appear during adsorption: The energy barrier between the fcc hollow site and the bridge site is $\Delta E_{\text{diff}} = 0.018(4) \text{ eV}$, which is roughly twice the thermal energy at 120 K. The jump rate $\Gamma$ between two sites is then given by $\Gamma = \Gamma_0 \exp(-\Delta E_{\text{diff}}/k_B T)$. The attempt frequency $\Gamma_0$ is typically taken to be a phonon frequency, often the vibrational frequency of the adatom. For Mg these are of the order of a few $10^{12}/s$ [90]. Thus is follows $\Gamma = 0.15 \times 10^{12}/s$ for the jump rate. However, this is only a rough estimate for the jump rate, since the used exponential law is only reliably valid for $\Delta E_{\text{diff}} > 4k_B T$. This is not the case for Mg at 120 K. Nonetheless this approximation gives a first estimate.

The height of the Schottky barrier was determined experimentally, being 0.5 eV [66]. In the experiments, the kinetic energy of the adsorbing atom is quite low initially, of the order of a few 10 meV. When the Mg atom adsorbs at the surface, several energy dissipation channels contribute to the total energy dissipation, among these the electronic and phononic channels. Chemicurrents belong to the electronic channel. However, the phononic
Figure 6.4: Number of electrons in the Mg (3s) and (3p) state during adsorption on an Mg(0001), for the on-top, kink and vacancy positions. Q denotes the distance from the surface. One observes an sp-hybridization, where the number of electrons in the s-state decays, while the number of electrons in the p-state rises. It seems that a saturation value appears. The bulk values are $0.5e_0$ for the (3s) state and $1.5e_0$ for the (3p) state, while for the surface atoms the values are approximately $0.6e_0$ for the (3s) state and $1.4e_0$ for the (3p) state, depending on the exact position of a surface atom.
Figure 6.5: Projected density of states of an Mg atom adsorbing in the vacancy position of a clean Mg slab of 9 layers at the equilibrium geometry. The Fermi energy $\varepsilon_F$ is set to zero. The oscillating part is directly taken from the data of the DOS calculation, but a running average of 1000 points is additionally shown in the graph, in order to show the general trend.

Figure 6.6: Projected density of states of an Mg atom adsorbing in the kink position of a clean Mg slab in the kink equilibrium geometry. The Fermi energy $\varepsilon_F$ is set to zero. The oscillating part is directly taken from the data of the DOS calculation, but a running average of 1000 points is additionally shown in the graph, in order to show the general trend.

Thus, if the detected chemicurrents can be explained by the present theory, in a general sense defects in the Mg slab are important, e.g. steps, or already adsorbed atoms. However, in addition to direct adsorption, other processes may also be relevant for the chemicurrent generation. Since the diffusion barrier is of the order of the thermal energy, surface diffusion will play an important role in the experiments. Thus an adsorbing atom on a terrace, e.g. in one of the hollow positions, might move rather rapidly on the surface until it hits a surface vacancy, or a kink or step edge. For instance, the energy gain between a hollow hcp and kink site is still 0.799 eV, which is in principle sufficient to pass the Schottky barrier.

A general investigation of all possible processes is beyond the scope of this work, but four geometries shall be investigated in more detail. The on-top position was chosen, since it was already investigated in previous chapters. The vacancy geometry was chosen, since it will probably be the geometry yielding the largest chemisorption energy. Following the terrace ledge kink model [91, 92], the chemisorption energy of a kink is the sublimation enthalpy within this model. Thus the kink geometry was chosen, and its chemisorption energy is indeed close to the measured sublimation enthalpy of 1.3 eV [65, 66]. The kink geometry may be representative for the current, if only the sublimation enthalpy is important for chemicurrent generation. As a fourth geometry the hollow fcc site was considered, since this geometry gives the largest chemisorption energy for the
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ideal flat Mg(0001) surface.

The density of states (DOS) for a clean Mg slab, including a vacancy, is shown in Fig. 6.3. Around the Fermi energy $\varepsilon_F$, which is the most important part of the DOS for chemiexcitation, the DOS is decreasing slightly, which has been found in previous work, too, when investigating the surface band structure [93]. The square-root like behavior is typical for free-electron metals. For the kink position, the DOS is similar.

When adsorbing on an Mg surface, the adsorbate Mg’s (3s) state hybridizes with the (3p) state. The projected density of states onto these two states was calculated, using the Löwdin method, which is implemented in PWSCF [41], for the on-top, kink and vacancy adsorption geometries on Mg(0001). The number of electrons in the s- and p-type orbitals during adsorption were extracted. The results are shown in Fig. 6.4. The hybridization is nicely shown: During adsorption, the number of electrons in the s-type Mg orbital decays, and the number of electrons in the p-type orbital rises. The bulk values are approximately 0.5 electrons in the s-orbital, and 1.5 electrons in the p-orbital, while the values for the surface atoms of the Mg(0001) geometry are roughly 0.6 $e_0$ and 1.4 $e_0$, respectively, depending on the exact position of the surface atom. During adsorption at the vacancy position, the number of electrons in the two orbitals seem to approach a saturation value, which roughly resembles the bulk values. Quantitative differences between the on-top, kink and vacancy positions exist, but the qualitative behavior stays the same in the plotted range. Note that the zero in the kink case is different from the other two cases.

In the case of the surface vacancy, the zero for the distance Q of the adsorbate atom from the surface, which is not flat, was taken as the mean average of all heights of the 15 atoms in the outermost layer of the (0001) surface in the supercell. The maximum absolute deviation from the average is 0.025 Å, and the root mean square deviation is 0.004 Å. A similar definition was used for the zero for the distance Q adsorbing on-top an ideal Mg(0001) surface, where the outermost (ninth) layer defines the Q zero. However, in the top case there is no deviation from the average value for the surface atoms.

In the case of the kink, the zero for the distance Q of the adsorbate atom from the surface was taken as the mean average of all heights of the 16 atoms in the outermost complete (i.e. eighth) layer of the (0001) surface in the supercell. The maximum absolute deviation from the average is 0.163 Å, and the root mean square deviation is 0.026 Å.

This explains the distance shift of the kink curve in Fig. 6.4 with respect to the other two curves.

The projected density of states (PDOS) of the Mg atom adsorbing into the surface vacancy and kink position onto its (3s) and (3p) orbitals is shown in Figs. 6.5 and 6.6, respectively, with the Mg atom at the equilibrium geometry in the rigid surface approximation. For the surface vacancy, features in the plot, for instance the dip close to the Fermi energy in the (3s) case, closely resemble those of the Mg bulk DOS of Fig. 6.3. This was expected: Since the Mg atom fills the vacancy at this position, its DOS should be similar to the DOS of the bulk metal. For the kink position one observes a broadened (p)-type orbital around the Fermi energy, and there is no dip in the PDOS of the (3s) state around this energy. The kink geometry is closer to the case of an atom in front of the surface than the vacancy case, so that this difference to features of the Mg bulk DOS of Fig. 6.3 is expected.

The chemisorption potentials of an Mg atom adsorbing into a surface vacancy and kink are shown in Fig. 6.7. The Q zero has been defined as explained above. The adsorbate will move into the surface when adsorbing, repairing the surface vacancy if enough time passes, and the full dynamics is taken into account. However, in the calculations a rigid surface approximation is used. In the case of the kink, note that for calculation of the spectra the rigid surface approximation is used, too. Thus the chemisorption energy in the kink case is only 1.35 eV in the following calculations.

Including a small kinetic energy of 30 meV, the total energy available for the excitation of electron-hole pairs is $E_{\text{max}} = 2$ eV (3.12) in the vacancy case, and $E_{\text{max}} = 1.38$ eV in the kink case.

In the present calculations the movement of the Mg adsorbate starts with a kinetic energy of 30 meV, straight towards the surface. In the case of adsorption into the surface vacancy the trajectory starts at 8.15 Å above the surface, and in the case of adsorption at the kink site it starts at 10.11 Å above the surface (using the definition of Q=0 as mentioned above). The classical trajectory for vertical impact of the $^{24}$Mg isotope onto the vacancy and kink position of a relaxed Mg(0001) surface was calculated from Newton’s equations. The small effect of
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Figure 6.7: Chemisorption potential of a Mg atom above the vacancy and kink positions in a relaxed Mg (0001) surface. The chemisorption energy is strongly dependent on the adsorption site. The crosses mark the positions where the geometry was calculated. The lines are interpolations of these points.

Figure 6.8: Excitation spectra of electrons and holes for impinging (fictitious) Mg isotopes with an initial kinetic energy of 30 meV impinging into the surface vacancy of a relaxed Mg(0001) surface after one half round trip in the chemisorption well.

Electronic friction on the trajectory was neglected. The total time used for one half round trip in the chemisorption well is 879 fs in the vacancy case, and 1014 fs in the kink case. This time is much larger than for previous calculations of H/Al(111) in section 4.2, which is mainly due to the much larger mass of Mg, but also due to different starting positions of the trajectory and a different chemisorption potential. A fictitious Mg isotope of hydrogen mass needs a time of 179 fs for the round trip in the vacancy case, where the chemisorption energy is approximately equal to the case H/Al(111), and 204 fs in the kink case. In order to be able to compare with results from chapter 5, the scaling of the detected chemicurrent with the mass was investigated. In order to do so, the Mg mass was scaled, so that fictitious Mg isotopes of different masses could be investigated in the calculations. In order to observe notable differences in the spectra for different masses, judging from previous results of chapter 5, the mass ratio must change notably, not only the absolute differences. Thus large absolute differences for the masses have to be chosen for the calculations.

The main results of the perturbation theory are the spectra of the electrons and holes excited by the impinging Mg atom. In this chapter it was not necessary to do a spin-polarized calculation, since tests showed that such a polarization does not occur in the system. This is not surprising: Mg has a closed (3s) shell as valence far away from the surface, which will usually not polarize. Close to the surface, hybridized states appear. However, these turn out to be unpolarized also. Since Mg is not a ferromagnetic material, a spin polarization of an Mg crystal is not expected.
Figure 6.9: Excitation spectra of electrons and holes for impinging (fictitious) Mg isotopes with an initial kinetic energy of 30 meV impinging into a kink on a relaxed Mg(0001) surface after one half round trip in the chemisorption well.

Figure 6.10: Excitation spectra of electrons and holes for an approaching Mg atom with an initial kinetic energy of 30 meV impinging onto the on-top, hollow fcc, kink and vacancy positions of a relaxed Mg(0001) surface after one half round trip in the chemisorption well. The excitation probability in the high-energy tail of the spectra is the larger the larger the chemisorption energy in these three cases. For the top position, the curve is shown without the energy-conserving $\theta$-function.

Spectra for fictitious Mg isotopes of mass $m_H$, $m_D$, and $m_T$, which are the masses of hydrogen, deuterium and tritium, were calculated, and of masses $m_{0.5}\text{Mg}$ and $m_{2}\text{Mg}$, which are Mg isotopes which have half and double the mass of $^{24}\text{Mg}$. The isotopes are labeled $\text{Mg}_m$, $\text{Mg}_{m_H}$, $\text{Mg}_{m_D}$, $\text{Mg}_{m_T}$, $\text{Mg}_{0.5m_{\text{Mg}}}$, $\text{Mg}_{2m_{\text{Mg}}}$, and $\text{Mg}$, respectively. The spectra are shown for a half round trip in the adsorption potential in Fig. 6.8 for the vacancy case. As in chapter 5, one can clearly distinguish two separate energy ranges: one close to the Fermi energy, where the decay of the number of excited electrons and holes is very strong, and one further away from the Fermi energy, where the spectra decay more slowly. All spectra are qualitatively similar. Especially in the energy range above the Schottky barrier the spectra for $\text{Mg}_{0.5m_{\text{Mg}}}$, $\text{Mg}_{2m_{\text{Mg}}}$, and $\text{Mg}$ are very close to each other on a logarithmic scale.

For the kink case the spectra are shown in Fig. 6.9. The spectra are similar to those of the vacancy case. Differences appear for large energies close to $E_{\text{max}}$, which were expected. Also the excitation probability for electrons and holes is systematically smaller than in the vacancy case, see also Fig. 6.10 below.

Spectra from calculations of Mg/Mg(0001) with Mg adsorbing on the on-top position can also be investigated. One may lift the restriction of the $\theta$-function in (3.12) for the on-top case, in order to be able to compare the numerical results with the vacancy and kink geometries. Such a comparison in done in Fig. 6.10, where also a spectrum for Mg adsorption into the hollow fcc site is shown. For the hollow fcc site a maximum energy of...
$E_{\text{max}} = 0.605$ eV was used, which corresponds to the particle’s initial kinetic energy, plus the chemisorption energy in the rigid surface approximation. One then observes that especially the high-energy tails of the spectra are different, with that for the on-top position decaying faster and being several orders of magnitude smaller than those for the kink and vacancy positions, while the spectrum for the hollow fcc position is in between the top and kink spectra around the Schottky energy. The spectrum for the on-top position always has the smallest excitation probabilities, and the spectrum for the surface vacancy always has the largest excitation probabilities, with the notable exception of energies close to zero, where the spectrum for the hollow fcc site becomes larger. The kink and hollow fcc geometries are in between these two extrema. Close to 0.6 eV the spectrum for the hollow fcc site is dominated by the available excitation energy $E_{\text{max}}$, so that the excitation probability of electrons and holes close to this energy is impaired.

The excitation probability in the four cases can be traced back to the movement of the adsorbing atom through the electron sea at the surface of the slab: The electron density close to the turning point of the trajectory is notably larger in the kink and vacancy cases than in the top case, with the density in the vacancy case being slightly larger than in the kink case. The electron density in the hollow fcc case close to the turning point of the trajectory is larger than in the top case, and should be closer to the kink and vacancy cases, than to the top case. It is expected that excitation of electrons and holes during adsorption on other sites of an ideal surface are between the on-top case and the hollow fcc case, and do not resemble the kink and vacancy cases.

It is noted that the spectrum for the on-top position is several orders of magnitude smaller than the spectra for the kink and vacancy positions in Figs. 6.8 and 6.9. This is also true for the hollow fcc spectrum in Fig. 6.10, although the spectrum in the hollow fcc case is closer to the on-top case than the two other cases. It is also influenced by the available excitation energy. Due to the difference in the order of magnitude of the excitation probability, numerical accuracy issues were excluded, which could otherwise explain the slope of the high-energy tails of the spectra through noise. Since all spectra behave similarly, it is concluded that numerical noise issues are not important for all four adsorption geometries. Additionally the evaluation of the integrals of Eq. (3.12) was tested with respect to the number of timesteps and the energy spacing. Also it was tested whether calculation of a full round trip, or a different starting point for calculation of the trajectory, leads to qualitative changes of the spectra, and it was found that this is not the case. (Quantitative differences appear, of course, but are in the expected range.) No evidence was found that numerical issues play an important role in the present calculations. Instead, the high-energy tail of the spectra is interpreted as a physical property.

Fig. 6.11 shows the spectrum of the electron-hole pairs for the surface vacancy, which yields the largest dissipated energy. The results of first-order perturbation theory, Eq. (2.37), are compared to the treatment by Müller-Hartmann and co-workers [56] that sums up all orders in the perturbation expansion. As in the previous chapters 4 and 5 it is found that the two approaches yield similar spectra when plotted on a logarithmic scale. There are minor differences in the energy range 0.2-0.4 eV. For larger energies than the Schottky barrier the agreement is quite good again. Thus the perturbative approach is still sufficient for calculation of chemicurrents.

Fig. 6.12 shows the total energy loss of an impinging Mg atom for the surface vacancy and the kink, using different masses for the Mg atom. The amount of energy dissipated into the electronic excitation channel is rather small, just like in chapters 4 and 5. This justifies the use of the perturbative approach a posteriori.

For the kink case a linear dependence of the total dissipated energy with $(m/m_H)^{-1/2}$ over the whole range of masses considered is found, just like in the case of H adsorption on metal surfaces in chapters 4 and 5. For the vacancy case, there is no such linear dependence over the whole range of masses considered. Instead, there appear two regions, one for large masses, and one for low masses. The border between the regions is around 10 atomic mass units (amu). Although a linear behavior is found in each of the regions, such a behavior can not be extended to the whole range of investigated masses. The reason for this is found considering the low-energy regime of the spectra ($\varepsilon < 0.3$ eV) in Figs. 6.8 and 6.9, which dominates the dissipated energy. In the kink case the height-width ratio of the central peak is smaller than in the vacancy case. Thus in the kink case large e-h pair energies are more important than in the vacancy case. This means that the dissipated energy is dominated by a smaller energy range in the vacancy case than in the kink case. Depending on whether or not electron and hole states are found in this energy range around the Fermi energy, excitation of electron-hole pairs may be
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Figure 6.11: Excitation spectra of electron-hole pairs for an impinging Mg atom with an initial kinetic energy of 30 meV impinging onto the vacancy position of a relaxed Mg(0001) surface after one half round trip in the chemisorption well. The curve calculated in first-order perturbation theory is compared with the curve obtained by a resummation of the perturbation expansion following Müller-Hartmann et al. (MHRT). The spectra are close enough for the perturbative approach still being sufficient in the energy range above 0.5 eV, which is the important region for calculating the particle yield. Values close to zero energy ($\varepsilon < 0.0136$ eV) are not plotted (and omitted in the calculations) because of numerical inaccuracies in this energy range.

not possible. Keeping in mind that the surface band structure (Fig. 6.2) has gaps in parts of the band structure close to the Fermi energy, such a loss of mass-scaling for the vacancy case may be explained. The yield of electrons and holes above the Schottky barrier is shown per impinging Mg isotope for the first half round trip in the chemisorption well in Fig. 6.13 for the kink and vacancy case. A generalized scaling law (3.8) has already been introduced for H adsorption. If such a scaling law is also applicable for Mg adsorption, then the exponent in (3.8) can be determined by plotting $\ln(N_{e/h}^{ES})$ vs. $\ln(m/m_H)$. This is done in Fig. 6.13. For the three heavy isotopes a linear relationship is found, yielding $\gamma \approx 1/28$ in the vacancy case, and $\gamma \approx 1/44$ in the kink case. This means, that the particle yield for heavier three isotopes is nearly independent on their mass. This was expected from the spectra of Figs. 6.8 and 6.9, since they are very similar above the Schottky barrier. Nonetheless a small effect still exists. For the three light isotopes no $\gamma$ is found in the vacancy case. In the kink case a fit is possible, yielding $\gamma \approx 1/6$, but not convincing due to comparatively large deviations of the data from the fit. In both cases the fit for the three light masses has a strongly different slope than the fit for the three large masses. This is explained by the importance of the central peak. For the low-mass isotopes, it is dominating the particle yield. For the large-mass isotopes, the central peak has diminished. A transition between the two regimes already begins around the tritium mass.

The yield of detected particles has also been tabulated in Table 6.1.

Table 6.1: Average number of electrons and holes $N(m)$ above the Schottky barrier, created per impinging Mg isotope ($\text{Mg}_{m\text{H}}, \text{Mg}_{m\text{D}}, \text{Mg}_{m\text{T}}, \text{Mg}_{0.5m\text{D}}, \text{Mg}, \text{Mg}_{2m\text{D}}$) with an initial kinetic energy of 30 meV, per half round trip. Both the results for the vacancy and kink cases are shown.
6.4 Discussion and conclusions

In previous chapters it was proposed that a generalized scaling law exists for adsorbates of low mass. In this chapter, the question whether a generalized scaling law for the chemicurrent exists for adsorbates of large masses can be decided.

In order to do so, it is assumed that the yield can be calculated using Eqs. (2.55) and (3.8), i.e.

\[ N_{e/h} = A \exp \left( -\frac{\varepsilon_S}{k_B T_{\text{eff}}} \left( \frac{m}{m_H} \right)^\gamma \right). \]  

(6.1)

Here, \( A \) is a constant, \( \varepsilon_S \) is the Schottky barrier, and \( T_{\text{eff}}^{H} \) is an effective temperature fitted onto the slope of the Mg spectrum of the fictitious Mg\(_{mH}\) isotope (cf. Fig. 6.8). Also \( \gamma \) is a parameter. For the surface vacancy, in the energy range \( 0.5 \text{eV} < |\varepsilon| < 2 \text{eV} \), for this isotope the effective temperature is \( 2359 \) K for electrons, and \( 2238 \) K for holes. For the kink, a temperature of \( 1647 \) K for electrons, and \( 1550 \) K for holes is obtained in the energy range \( 0.5 \text{eV} < |\varepsilon| < 1.2 \text{eV} \). If a generalized scaling law exists, then the data of Fig. 6.13 must fall onto a line for a single adsorption geometry. This is not the case.

So, unlike the case of H adsorption on metals, such a generalized scaling law for the chemicurrent is not found for adsorbing particles of large mass. Although (6.1) may be applicable in certain systems or in different regimes (here in a certain mass range), the equations seem not to be applicable generally. Instead it is found that every system should be investigated separately, especially when adsorbates of large masses are considered. It is now the goal to compare predicted yields for hydrogen adsorption on metals with predicted yields for Mg adsorption on Mg. The yield is strongly dependent on the exact environment of the adsorbing atom. For instance, lifting the restriction of the \( \theta \)-function in (3.12), the yield of detected particles is only \( N_e = 6.3 \times 10^{-6} \) and \( N_h = 5.7 \times 10^{-6} \) for Mg\(_{mH}\) on-top, and \( N_e = 4.2 \times 10^{-9} \) and \( N_h = 3.0 \times 10^{-9} \) for Mg on-top, i.e. the yield is one order of magnitude (Mg\(_{mH}\)) or three orders of magnitude (Mg) smaller than for the surface vacancy, cf. also Tab. 6.1 for comparison of the kink and vacancy case (including the \( \theta \)-function). The excitation probabilities for the hollow fcc case are \( N_e = 1.6 \times 10^{-6} \) and \( N_h = 0.9 \times 10^{-6} \) for Mg\(_{mH}\), and \( N_e = 1.6 \times 10^{-7} \) and \( N_h = 1.3 \times 10^{-8} \) for Mg. Thus a detailed comparison would require a detailed knowledge of the surface structure, so that an importance sampling of the data would be possible. Also it requires knowledge of all possible excitation mechanisms. As mentioned before, surface diffusion and subsequent electronic excitations when approaching steps and kinks may also play an important role. Also, it is not a foregone conclusion that the half
Figure 6.13: Yield of the electron and hole excitation spectra of the kink and vacancy positions plotted versus the mass $m$ of the adsorbing atom. Several fit lines are shown in the graph for the holes in the kink and vacancy geometries. In the vacancy case, the relation between the double-logarithm of the particle yield and logarithm of the scaled mass is linear for $\text{Mg}\_{2m}\text{Mg}$, $\text{Mg}$ and $\text{Mg}_{0.5m}\text{Mg}$ here, yielding Eq. (3.8) with $\gamma \approx 1/28$. It is not possible to find such a linear behavior for the lower three masses. For the kink case, the result is qualitatively similar, with $\gamma \approx 1/44$. However, the fit for the lower three masses is better than in the vacancy case.

round trip is representative for excitations of electron-hole pairs. But even if such a detailed study of excitation mechanisms was done, a similar study was required for hydrogen adsorption. Thus such a comparison is extremely involved. A direct comparison between theory and experiment is not possible at the moment, since the surface structures of the substrates are not well-known. However, solely within the theory, some conclusions may be drawn under certain assumptions.

The first assumption is, that the half round trip is representative for the excitation. The second is, that the exact excitation mechanism is not of further interest. In the long run, all adsorbates must dissipate the sublimation enthalpy into the system, at least on average. This may lead to similar electronic excitations. The third is, that e-h pair excitations in the case of H adsorption on metals are well-described by the on-top adsorption site. Note that this assumption is probably not well-justified [94]. However, a thorough investigation of this point remains to be done.

Regarding experimental results, experimentalists have measured a chemicurrent efficiency of around $10^{-3} e_0/\text{atom}$ for H/Ag [22] and $3.5 \times 10^{-5} e_0/\text{atom}$ for Mg/Mg [65]. However, since calculations for H/Ag were not done within this work, it is further not possible to compare directly to results for this system.

The following is a ‘best-case’ scenario, in terms of comparability.

In the case of hydrogen adsorption on Al(111) the chemisorption energy, 1.83 eV, was comparable to Mg adsorption on Mg(0001) in the surface vacancy case, 2 eV. This is also approximately true for the kink case in Mg and H/K(110), with 1.38 eV vs. 1.1 eV, respectively. However, Mg is much heavier than H, and moves slower in the chemisorption well. This has a direct influence on the spectra. In order to take this into account, the results for $\text{Mg}_{m\text{H}}/\text{Mg}(0001)$ adsorption are considered for comparison of Mg adsorption vs. hydrogen adsorption. The vacancy case is taken to compare results for H/Al(111) and Mg/Mg(0001). The kink case is taken to compare results for H/K(110) and Mg/Mg(0001). In the vacancy case, the particle yield in the $\text{Mg}_{m\text{H}}$ case is approximately one order of magnitude smaller than for H/Al(111). In the kink case, the particle yield is of the same order of magnitude as in the case H/K(110). This yields between zero and one orders of magnitude for the chemical environment. Since the electronic structure of silver is more similar to Al than to K, one order of magnitude should be appropriate. From Tab. 6.1 the particle mass of Mg yields another one or two orders of magnitude. Thus the chemicurrent for Mg adsorption on Mg(0001) is at least two orders of magnitude smaller than in the case of H adsorption on metals. Considering H adsorption in the hollow position [94], and the assumptions of the ‘best-case’ scenarios above, it is probable that even a larger difference appears.

When calculating chemicurrrnts for Mg/Mg(0001) on-top adsorption, one finds that the chemisorption energy
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is not sufficient to explain excited charge carriers. Lifting the restriction of the $\theta$-function in (3.12), a comparison between Mg and Mg$_{\text{on}}$ is possible for the on-top case too. It is found that the particle yield is three orders of magnitude smaller for Mg adsorption than for Mg$_{\text{on}}$ adsorption. Comparing absolute numbers for the on-top adsorption sites of Mg/Mg(0001) and H/Al(111), the chemicurrent efficiency for Mg adsorption on Mg may be up to six orders of magnitude smaller than in the case of hydrogen adsorption on metals. Such could not explain the experimentally observed current.

Finally, taking into account the hollow fcc site, the chemisorption energy is barely sufficient for excited charge carriers to pass the Schottky barrier. In order to compare to the above cases, one might assume that the chemisorption energy is fully transferred into electronic excitations of the metal slab. This is probably not justified for this homonuclear system, since phonons will be important. Neglecting this point, it is found that the chemicurrent is one (electrons) or two (holes) orders of magnitude lower than in the kink and vacancy cases. Thus, adsorption into the hollow fcc site can also not explain the measured chemicurrents.

Increasing evidence is found that the electronic excitation spectra consist of (at least) two parts. One part exists for small excitation energies, i.e. close to the Fermi energy for electrons or holes, or small energies of e-h pairs. This part lasts up to a few tenths of an eV in the investigated cases. The other part is visible from this point on. It is decaying more slowly. Considering data for on-top adsorption in Fig. 6.10, where the decay of the spectra is much faster than in the vacancy and kink cases, and the resulting particle yield is much lower, it is found that the high-energy tails of the spectra are not dominated by numerical noise.

A possible interpretation of the form of the spectra is given by considering two distinct cases. Excitations of low energy are always possible in metals, and the effective potential is perturbed slightly over a wide area. Thus a large central peak with electronic excitations of low energy may be expected. Large-energy excitations are not as probable, and they require a hard impact of the adsorbate on the surface, i.e. they appear only close to the impact point. This means that two different excitation mechanisms may play a role in the nonadiabatic processes on the surface, which are both combined in the matrix elements. Also note the analytical considerations for the general form of the high-energy tail of the spectra, section 3.1.4.

It would be nice if a comparison could be done between theory and experiment with respect to the slope of the spectra in the total energy range. However, experimental measurements of the spectra have not been done up to now, which is, according to experimentalists, mainly due to the difficulties in changing the Schottky barrier in a metal-semiconductor diode.

The cohesive energy of bulk Mg is 1.51 eV [86], while the experimental sublimation enthalpy is 1.3 eV [65]. For comparison with theoretical numbers, the chemisorption energy of a kink was calculated, yielding 1.375 eV. Following the terrace ledge kink model [91, 92], this energy should be close to the sublimation enthalpy, and this is indeed the case. Also note that the mean average of adsorption energies for the hollow hcp site on the clean surface and the vacancy position is 1.27 eV, which corresponds well to the experimental sublimation enthalpy, too. Following the terrace ledge kink model this may be expected, since the model is based onto the number of nearest neighbours, which is 9 in the case of a surface vacancy, 3 in the case of a hollow site, and 6 for the kink. The mean average of 9 and 3 neighbours is 6.

To summarize, electronic excitations in adsorption of (fictitious) Mg isotopes on a Mg(0001) surface were calculated. It is found that adsorption on a perfect, clean surface can not describe the measured chemicurrents due to the limited energy available for the excitation of chemicurrents; however, introducing a defect, the chemisorption energy of an Mg atom adsorbing at this defect is sufficient to excite electrons and holes over the Schottky barrier. The experimental sublimation enthalpy corresponds well to calculations following the terrace ledge kink model.

A generalized scaling law for the chemi- current was suggested from results of chapters 4 and 5 for low-mass particles. Results from the current chapter can not confirm its existence for different adsorbates of large masses. Instead the author must propose to calculate excitation spectra for every system under investigation separately. A direct comparison is not possible between the predicted particle yield of the present chapter and experimental observations. Assuming a best-case scenario in terms of comparability between theory and experiment, the particle yield is at least two orders of magnitude smaller than in the case of hydrogen adsorption on metals. A less optimistic comparison even yields a difference of six orders of magnitude. However, judging from theoretical
results, observation of chemicurrents in metal epitaxy is in principle possible.

Appendix 6.A  Pseudopotential generation for Mg

For the plane-wave calculations of the present code, a PBE-GGA [39] pseudopotential was constructed, using the atomic code of the PWSCF package [41], and following the Troullier-Martins scheme [43]. For this potential, the '[Ne] 2s^2 2p^0' configuration was chosen, including a nonlinear core-correction [44]. Relativity was taken into account using the scalar-relativistic method for the generation of the pseudopotential. The unoccupied p orbital was taken as the local channel. A radial cutoff of 1.06 Å (2.00 bohr) was chosen.

In order to check for ghost states, in Fig. 6.14 the logarithmic derivatives of the all-electron wavefunctions are compared to the logarithmic derivatives of the pseudo wavefunctions, for a radius of 4.23 Å (8 bohr). They are on-top each other in a range of approximately 22 eV, between -5 eV and 17 eV, so this energy range is probably okay for substrate calculations.
Chapter 7

Results: Cl\(_2\) on K(110)

Chlorine itself is very reactive. Thus, when a Chlorine molecule adsorbs on a metal surface, measurement of huge chemicurrents is expected. This is especially the case for adsorption in alkali. For Cl\(_2\) adsorption on potassium the chemical reaction Cl\(_2\) + 2 K → 2 KCl is expected to happen. The chemicurrent might then show time-dependent features which identify this reaction. Thus in this chapter chlorine adsorption on a potassium surface is investigated.

Similar to chlorine, also oxygen is very reactive. Oxygen adsorption on alkali metal surfaces, with respect to chemicurrent generation, has already been investigated experimentally [83, 80]. Huge chemicurrents were measured. However, it is difficult to treat oxygen molecules on metal surfaces within the framework of DFT [69].

Some experiments have already been done on the adsorption of Cl\(_2\) molecules on a potassium surface [82, 95, 96, 97]. It was found that even for low kinetic energies of the order of 0.1 eV of the Cl\(_2\) molecule a reaction heat of at least 6 eV may be expected from such a reaction. The final result were (usually) Cl atoms embedded in the potassium surface; however, emission of ions has also been observed [95]. Exoelectron emission has been observed during adsorption, and its probability is of the order 10\(^{-3}\)/Cl\(_2\) for these low kinetic energies.

The emission of exoelectrons was explained by the Nørskov-Newns-Lundqvist (NNL) model first developed in Ref. [98], and extended in subsequent work [99, 10, 96]. In this model, it was shown how molecular orbital correlation diagrams can be used to give a picture of halogen dissociation on alkali, and describe the measured chemiluminescence spectra during adsorption of Cl\(_2\) on sodium [100]. Note that the jellium model for the K surface was used in this work. The chemiluminescence spectra were investigated further in Ref. [97].

In the following paragraph, the tentative picture of Cl\(_2\) adsorption as suggested by the NNL model is recapitulated: According to the NNL model and its extensions the Cl\(_2\) affinity level is not filled adiabatically. Instead, when the molecule is approaching the potassium surface, the Cl\(_2\) molecule gets ionized only close to the surface, and starts to dissociate immediately thereafter. Through a combination of the increased nuclear separation and the increased screening of the ionic part of the molecular ion (the one closest to the surface), the affinity level of the neutral part of the molecular ion is shifted rapidly below the Fermi energy, and then below the bottom of the metallic band. This is comparatively easy in the case of a potassium substrate (in comparison to other metals with a broad conduction band below the Fermi energy, e.g. aluminium), since the bandwidth of the metallic band below the Fermi energy is small, just 2.1 eV. A second electron transfer is possible in this energy range, but not contributing to the exoelectron emission. Below the metallic band, the resonant filling of the affinity hole ceases, and only less-frequent non-adiabatic transitions from higher-lying states are possible. Therefore there is ample time for the affinity level to shift further downward, resulting in high energetic (photons and) electrons, which may then be emitted [82]. The second electron is transferred into a molecular affinity level around 2-2.5 eV below the K band edge. Taking into account the bandwidth of 2.1 eV below the Fermi energy, this indicates a hole energy of 4.1-4.6 eV.

Far away from the surface, the Cl\(_2\) molecule in its ground state has an affinity level which is about 0.1 eV below the K Fermi energy. Therefore ionization is energetically allowed at any distance, and the molecule should be ionized in adiabatic calculations. However, the Cl\(_2\) bond length is about 2.5 Å, which is 0.5 Å larger
than the Cl\textsubscript{2} bond length. Thus the vertical affinity is about 1.3 eV above the Fermi energy of potassium, and transition of an electron from the K surface to the affinity level is energetically prohibited. The electron transfer is suppressed until the molecule is around 4 Å from the surface. At this moment, the vertical affinity of the Cl\textsubscript{2} molecule is shifted below the Fermi energy of potassium, and an electron is transferred to the molecule. This process is called ‘harpooning’ of the image-shifted molecular Cl\textsubscript{2} niveaus. For Cl\textsubscript{2}/Na this was also commented upon in Ref. [101]. The distance at which the harpooning happens is dependent on the velocity of the Cl\textsubscript{2} molecule.

In Ref. [95] it was shown that abstraction and ballistic motion may appear during adsorption of the Cl\textsubscript{2} molecule, where both neutrals and charged particles may be emitted from the surface. The NNL model was further applied to O\textsubscript{2} adsorption on Li surfaces, with reasonable results [102, 103].

In this chapter it is investigated whether the perturbative approach of the present work can explain the amount of chemicurrent generated in adsorption of Cl\textsubscript{2} on K(110), and possibly give an alternative explanation for the observation of exoelectrons. The number of electrons per molecule is estimated, which should be observed in the experiments. However, since the amount of energy set free during adsorption is very large, it turns out that this system lies outside the range of validity of the perturbative method. The method is further restricted by the use of the unperturbed electronic structure of the clean surface for calculation of electronic excitations, since at the point where the constituents of the molecule come to rest, the electronic structure is not similar to that of the clean surface. Since the perturbative approach relies on the adiabatic PES, it does not taken into account the claim that the Cl\textsubscript{2} molecule behaves strongly nonadiabatic [82, 95, 96]. Therefore a diabatic picture, taking the potential energy surfaces (PES) of the Cl\textsubscript{2} and Cl\textsubscript{2}\textsuperscript{−} molecules into account, may provide a better picture of the adsorption process.

The involved dynamics at the surface during adsorption is a hint towards time-delayed chemical reaction, i.e. a chemical reaction long after the initial impact of the particle, leading to possible peaks in the chemicurrent long after the initial reaction. For O\textsubscript{2} adsorption on a potassium-covered Pd film such peaks appeared up to 100 s after the initial reaction [83]. Some general conclusions regarding the dynamics of the system Cl\textsubscript{2}/K may be drawn.

Some general remarks on the constituents of the system Cl\textsubscript{2}/K are found in section 7.1. A trajectory of a Cl\textsubscript{2} molecule adsorbing at the K(110) surface is calculated in section 7.2. The change of the Löwdin charge of the two atomic orbitals during adsorption is investigated, and it is estimated when ionization occurs. Also the trajectory itself is described. It is found that the jellium approximation for the K surface is probably very bad. In section 7.3 the results of the perturbative approach are presented, and it is demonstrated that a perturbative approach of higher order is needed to treat the electronic excitations of this system properly. Conclusions are drawn in section 7.4, where it is proposed that the excitation spectra follow a Lorentzian rather than exponential, which may be observable for slow and heavy molecules. Some remarks on the pseudopotential for Cl are found in section 7.A.

### 7.1 General Remarks on K, Cl and Cl\textsubscript{2}

For the calculations in this chapter, adsorption of a Cl\textsubscript{2} molecule on a clean, perfect K(110) surface was considered. Results for the clean K surface have already been shown in sections 5.1 and 5.2. The calculated numerical convergence parameters are used within this chapter, too. Numerical calculations for the bond length and binding energy of the Cl\textsubscript{2} molecule are found in 7.A. The calculated bond length of the unperturbed molecule is 2.04 Å. Also the the lattice constant and bulk modulus of the KCl crystal is investigated there.

The calculated atomic energy levels for the Cl atom are -13.85 eV for the (3s) niveau, and -2.13 eV for the (3p) niveau, as a joint notation of the (3p\textsubscript{x}), (3p\textsubscript{y}) and (3p\textsubscript{z}) orbitals. The molecular energy levels of the Cl\textsubscript{2} molecule are -23.2 eV, -19.3 eV, -11.8 eV, -9.8 eV, -9.8 eV, -7.4 eV and -7.4 eV in DFT calculations using the calculated bond length. According to Ref. [104], these can be attributed to the molecular orbitals 4\sigma\textsubscript{g}(3s\sigma\textsubscript{g}), 4\sigma\textsubscript{u}(3s\sigma\textsubscript{u}), 5\sigma\textsubscript{g}(3p\sigma\textsubscript{g}), 2\pi\textsubscript{u}(3p\pi\textsubscript{u}) twice and 2\pi\textsubscript{g}(3p\pi\textsubscript{g}) twice, respectively. An additional unoccupied molecular orbital, not calculated here, is labeled 5\sigma\textsubscript{u}(3p\rho\sigma\textsubscript{u}). Here, the energy zero was determined as the Kohn-Sham potential far away from the molecule.
Figure 7.1: Adsorption trajectory of a Cl\textsubscript{2} adsorbing on a clean K(110) slab in MD. On the abscissa the distance between the molecule along the (\textbar{}110) direction is shown, i.e. along the long axis of the diamond-shaped bcc(110) unit cell. The axis of ordinate shows the distance of the atoms from the initial K surface. One of the Cl atoms (Cl\textsubscript{a}) penetrates the surface, while the other atom (Cl\textsubscript{b}) does not.

Figure 7.2: 'Bond' length and distance of the centre of mass-coordinate from the initial K surface for the impinging Cl\textsubscript{2} molecule versus the arc length Q. The Cl atoms are not bound to each other over the whole length of the trajectory, but only up to $Q \approx 13$ Å. The trajectory for calculations of the matrix elements (3.12) ends when the centre of mass speed changes its sign, similar to investigations of atomic adsorbates.

The equilibrium distance, centre of mass-coordinate and adsorption energy of a Cl\textsubscript{2} molecule standing upright on the K surface has been determined for the on-top and hollow positions in the rigid K surface approximation. In the calculations the Cl\textsubscript{2} molecule is relaxed until the final adsorption site reached. For the on-top position the equilibrium distance is 6.07 Å, the centre of mass is 2.80 Å above the surface, and the chemisorption energy, with respect to a molecule of the calculated equilibrium bond length far away from the surface, is 2.31 eV. For the hollow position the equilibrium distance is 3.29 Å, the centre of mass is 0.65 Å above the surface, and the chemisorption energy is 5.54 eV.

### 7.2 Adsorption Kinetics and Cl\textsubscript{2} during Adsorption

For calculation of the adsorption trajectory, one of the Cl atoms (Cl\textsubscript{a}) was put above the hollow position 9.85 Å above the surface. The other Cl atom (Cl\textsubscript{b}) was put at the equilibrium molecular distance of 2.04 Å in (\textbar{}110) direction, so that one of the Cl atoms is in the middle of the diamond-shaped unit cell of the bcc(110) surface,
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Figure 7.3: Adsorption energy of an impinging \( \text{Cl}_2 \) molecule on a K(110) surface for the trajectory of Figs. 7.1 and 7.2. One may observe several kinks in the energy curve, which are due to features of the trajectory. The energy difference between the largest and lowest points of the curve is 5.64 eV.

Figure 7.4: Occupation analysis of the Cl (3s) and (3p) (sum of (3p\(_x\)), (3p\(_y\)) and (3p\(_z\))) atomic orbitals, together, for an approaching \( \text{Cl}_2 \) molecule vs. the arc length \( Q \). The total Löwdin charge on the molecule is always greater than 14 electrons, depending on the distance between the atoms, and the distance from the surface. The point where the two atoms have different charge on them for the first time at \( Q \approx 13 \) Å is considered to be the point where the molecule breaks up.

and the molecular bond is pointing to a K atom on the ‘long’ edge of the unit cell. The atom then started moving towards the surface.

It was found that the chemisorption energy of \( \text{Cl}_2/K(110) \) is larger than 5 eV for adsorption for this geometry. The cohesive energy of K is around 0.8 eV [105]. A Cl atom has a mass of 35.4530 amu, and a K atom has a mass of 39.0983 amu.

Since the chemisorption energy is much larger than the K cohesive energy, and the mass of both nuclei are approximately equal, the frozen surface approximation for K is deemed to be insufficient for adsorption calculations. Therefore the trajectory of \( \text{Cl}_2 \) must be calculated by a direct approach. A possible approach is to calculate a multidimensional potential energy surface (PES) for \( \text{Cl}_2 \). However, from molecular dynamics calculations it can be shown that such a trajectory must be at least 2-dimensional for each Cl atom, and additionally at least 4 K atoms must be incorporated with at least 6 dimensions of movement, i.e. the resulting PES must be at least 10-dimensional. To calculate such a high-dimensional PES is too expensive even nowadays. So the trajectory was calculated using molecular dynamics (MD), which is implemented in the \textit{PWSCF} package [41]. Using the initial geometry described above, the starting kinetic energy was chosen to be 0 meV, since it is usually negligible within the experiments.
7.2. ADSORPTION KINETICS AND CL\(_2\) DURING ADSORPTION

Figure 7.5: Occupation analysis of the Cl (3s) and (3p\(_x\)), (3p\(_y\)) and (3p\(_z\)) atomic orbitals, for an approaching Cl\(_2\) molecule vs. the arc length \(Q\). The charge has been calculated by integrating the PDOS up to the Fermi energy. Due to numerical inaccuracies the sum of the partial charges is lower than in Fig. 7.4. At \(Q \approx 13\) Å the molecule breaks up.

If adsorption was on a Na surface, according to previous work, the Cl\(_2\) molecule is ionized by a harpooning process approximately at a distance of 10 Å from the surface [101]. The employed MD is not able to describe the transfer of a full electron from the surface to the molecule. Thus this process may lead to deviations of the calculated trajectory from the physical one. Therefore a simulation taking into account the diabatic PES of an ionized and non-ionized molecule, and a transition probability between the two PES, should be more appropriate. Such may be done in principle, e.g. within the framework of the 'fewest switches’ algorithm [50].

Using the NNL model, for the K surface it is claimed that the harpooning process happens at around 4 Å from the surface, in a K jellium model [96]. Comparing the electron work functions for Na, which is 2.75 eV [106], and K, which is 2.25 eV [82], such a difference appears unlikely - it appears more likely that such an ionization should happen further away from the surface. However, taking into account the vertical affinity levels, this difference may be explained.

For the MD calculations, a fixed timestep of 5 fs was chosen. 48 K atoms in the 3 uppermost layers of a K slab were allowed to move, while the lower 5 layers remained fixed. The Cl molecule then started moving towards the surface, thereby oscillating. For different molecular bond lengths, the ionization and potential energy of the moving adsorbate changed. Although they were allowed to move freely, the Cl atoms only moved along the molecular bond length (\(\hat{1}10\) direction, \(y\)) and towards the surface (\(\hat{1}10\) direction, \(z\)), which is due to the symmetry of the calculation. The two coordinates (\(y\), \(z\)) of each atom are shown in Fig. 7.1.

Along this trajectory 60 geometries were chosen and calculated using standard DFT. These geometries serve as the basis for further calculations.

The position of the atoms along the trajectory have been distilled into a single coordinate, the arc length \(Q\), following (3.28). The number \(N_{\text{ad}}=50\) of Eq. (3.28) is defined by the two adsorbing Cl atoms, plus the 48 moving K atoms. Of the 48 K atoms, most remain at their approximate starting position throughout the adsorption process, but some are experiencing a quite sizable change in their positions of the order of a few Å. The arc length is measured in such a way that a small number is close to the end of the trajectory, in the present case close to the surface. The distance between the two atoms and the distance of the centre of mass of the molecule from the (initial) K(110) surface are shown in Fig. 7.2. The oscillation amplitude of the molecule far away from the surface is roughly 0.4 Å. The classical trajectory of the impinging Cl\(_2\) molecule for the calculations of the matrix elements (3.12) is calculated until the turning point for the centre of mass-coordinate is reached. This roughly resembles a single atom scattered back from the surface.

Several snapshots of the system along the trajectory are shown in Fig. 7.9 from different directions. One may observe that the dynamics is quite complex and involved.

The potential energy of the system along \(Q\) is shown in Fig. 7.3. The potential energy is oscillating due to the
molecule’s oscillations, with twice the frequency.

An occupation analysis of the Cl atomic orbitals was done using the Löwdin approach implemented in PWSCF. The result is shown in Figs. 7.4 and 7.5. While the total charge in Fig. 7.4 may be obtained directly from the calculations, it is necessary to integrate the PDOS up to the Fermi energy to calculate the charges in each orbital. This leads to numerical inaccuracies, so that the sum of the charges in the atomic orbitals (Fig. 7.5) is smaller than the total charge on each atom (Fig. 7.4). The atomic (3p_y) orbital is in the initial bond direction of the molecule in the chosen geometry, while (3p_z) is pointing towards the surface, and (3p_x) is parallel to the surface, but perpendicular to the molecular bond. One may observe that the number of electrons located on the different Cl atoms is changing with the 'bond' length between them, as long as the molecule is far away from the surface, where a large 'bond' length gives room for additional electrons. The electrons are mostly added to or subtracted from the (3p_x) orbital, which points into the direction of the molecular bond. Note that the molecule is not bound any more close to the surface. Not considered here is a possible nonadiabatic occupation of the Cl atomic levels, e.g. due to a delayed harpooning due to the vertical affinity level. The Löwdin charge at the atoms gets larger when the atoms are close to the surface. A surprising result is that the (3s) orbitals seem to strongly change their occupation during the adsorption process. However, comparing to the PDOS calculations shown in Fig. 7.10 it may well be, that this is just a numerical issue, since at least the main parts of the (3s) orbitals are well below the Fermi energy.

Taking into account information from Figs. 7.1, 7.2, 7.3 and 7.4, around 7.5 Å from the surface, at \( Q \approx 18 \) Å, the Cl_2 molecule is accelerated very much, gaining a kinetic energy of roughly 3.5 eV up to \( Q \approx 13 \) Å. At \( Q \approx 13 \) Å, when one of the atoms (Cl_b) is about 3 Å from the surface, the molecule seems to break up, so that the molecule does not exist in a strict sense any more.

The Löwdin charge still behaves similar for both atoms from this point on. However, the Cl_b atom which is further away from the original (110) surface gets a larger Löwdin charge in adiabatic calculations. This is a direct contradiction to the claim of the NNL model that the charged particle is closer to the surface. However, the K atoms in the surface are also moving, which is not taken into account in the K jellium model employed in the NNL calculations. The other atom (Cl_a) penetrates the surface 0.8 Å deep, and is repelled at \( Q \approx 5 \) Å. This is the position where the calculation of the trajectory stops in the perturbative approach, since the centre of mass-coordinate of the Cl_2 molecule changes its direction of movement here, too. This point is labeled the first reflection point.

For curiosity, the MD has been continued for some time after this point. (This is not shown here.) The surface is heavily perturbed even after the first reflection point, experiencing an even more complex and involved dynamics. Generally spoken, the Cl_a atom penetrates even further into the slab. The Cl_b atom is involved in a dynamics with several K atoms at or above the surface, thereby slowly moving away from the original (110) surface in the median, but taking a few K atoms with it. It appears there is a certain chance that particles may be ejected from the surface again, which could be K atoms or even a KCl molecule, but also (ionized) atomic Cl. Such is also found experimentally in Ref. [95]. However, the jellium model employed for the K surface in Ref. [95] appears to be unjustified, due to the large perturbation of the surface. Judging from a thorough investigation of the MD results, it is well-justified to claim that the surface explodes after initial impact of the Cl_2 molecule.

The projected density of states (PDOS) on the Cl (3s) and (3p) (sum of (3p_x), (3p_y) and (3p_z)) atomic orbitals during adsorption of Cl_2 on K(110) is shown in Figs. 7.11 and 7.10. The PDOS is shown for several points along the adsorption trajectory, measured by the arc length \( Q \). Far away from the surface, the PDOS of both atoms are on-top each other. At \( Q \approx 13 \) Å, the two PDOS start to differ. However, this is a continuous process. At the point of lowest energy, at \( Q = 11 \) Å, the PDOS of both atoms show significant differences. This finding strengthens the suggestion that the molecule breaks up at \( Q \approx 13 \) Å. The centre of mass-coordinate is 3.5 Å above the surface at this point, with both atoms being at approximately the same height. The 3.5 Å calculated here are in concordance with results from the K jellium model, where the molecule becomes ionized at around 4 Å from the surface [96], and dissociates thereafter. However, a first ionization of the molecule may still have happened before. It may also be observed that the (3p) states change from distinct molecular type states far away from the surface to a broadened merged state when the Cl atoms are close to the surface. For an
7.3 Results

The adsorbing molecule’s trajectory was started at \( Q = 25.38 \text{ Å} \), with an initial kinetic energy of 30 meV towards the surface. The maximum energy available for excitation of electron-hole pairs is then \( E_{\text{max}} = 5.67 \text{ eV} \). Note that this initial kinetic energy has negligible influence on the trajectory, but is introduced for numerical stability. The trajectory was defined by the 60 geometries calculated using standard DFT, which were in turn distilled from the molecular dynamics calculation of section 7.2. The velocity along the arc length was calculated following section 3.4. The calculation stops at the first reflection point, where the centre of mass-coordinate of the molecule is moving away from the initial surface for the first time, at \( Q = 4.69 \text{ Å} \).

In previous chapters the reflection point of the trajectory was a well-defined quantity, resting on the rigid surface approximation for the substrate, and an atomic adsorbate. For the complex dynamics of molecular \( \text{Cl}_2 \) adsorption on \( \text{K}(110) \), this no longer holds. However, observing the centre of mass-coordinate of the molecule, and defining reflection points using this coordinate, is reasonable.

An important result of the calculations is the comparison between the perturbative approach and the treatment by Müller-Hartmann (MHRT) and co-workers [56] that sums up all orders in the perturbation expansion, Fig. 7.6. Since the two approaches yield different results, it is found that first-order perturbation theory is not sufficient to describe the excitation spectrum of e-h pairs.

Such a finding could be expected from two considerations: First, the chemical binding energy of \( \text{Cl}_2 \) on \( \text{K}(110) \) is around 5.5 eV, being approximately 7 times larger than the cohesive energy of K. Therefore a large distortion of the surface should be expected during adsorption. Second, MD simulations demonstrated that the dynamics at the surface is very involved. Thus many opportunities exist to excite electron-hole pairs, when two atoms collide, many more than in 'simple' systems like H adsorption on metals with thermal kinetic energy. One must conclude that a low-order perturbative approach is unlikely to be close to a treatment that sums up all orders in the perturbation expansion in the case of \( \text{Cl}_2/\text{K}(110) \).

The energy dissipation into the electronic system is 0.12 eV within the perturbative and MHRT approaches. Although the first-order approach is insufficient, one may get a rough impression on the importance of elec-
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Figure 7.7: Excitation spectra of electrons and holes for Cl₂ with an initial kinetic energy of 30 meV adsorbing on the K(110) surface after the first backscattering of the molecule from the surface. Values close to the Fermi energy (\( \epsilon - \epsilon_F < 0.0136 \text{ eV} \)) are not plotted (and omitted in the calculations) because of numerical inaccuracies in this energy range. The more pronounced oscillations in the graph when comparing to spectra in previous chapters are caused by a reduction in the broadening of the \( \delta \)-function used for plotting. This was necessary due to numerical issues caused by the extremely large excitations close to the Fermi energy.

Electronic excitations if one compares the perturbative results for adsorption of Cl₂/K(110) with results from chapter 5, where H adsorption on K(110) was investigated. Therefore the electron and hole spectra for adsorption of Cl₂, calculated by the perturbative approach, are shown in Fig. 7.7. The qualitative behavior is different than observed in the case H/K(110). The high-energy tail for Cl₂ may be roughly following a Lorentzian distribution, cf. section 3.1.4, while in the H case the high-energy tail of the distribution is roughly exponential on the investigated scale. The spectrum for Cl₂/K(110) is comparable to the spectrum in the case Mg/Mg(0001), Fig. 6.8. However, keep in mind that the calculated distribution in the Cl₂ case is not the distribution in experiments, since only the lowest order in the perturbation expansion is taken into account in the theoretical calculation. Taking into account higher orders in the perturbation expansion, the distribution should qualitatively follow the \( MHRT \)-case of Fig. 7.6.

Obviously very large excitations occur. Assuming a Schottky barrier height of 0.55 eV, taken from experiments, one gets a number of excited electrons (holes) of \( N_e = 1.4 \times 10^{-5} \) (\( N_h = 1.1 \times 10^{-5} \)) in first order. These numbers are smaller by a factor of 4 for electrons and 3 for holes than in the case H/K(110). However, the excitation probability in the MHRT case of Fig. 7.6 is approximately a factor 10 larger than in the perturbative case around the Schottky energy. Therefore, these numbers should be multiplied by a factor of 10, too, to account for higher orders in the perturbation theory. Thus the author believes that the number of detectable electrons or holes in the case Cl₂/K(110) will be about a magnitude larger than in the case H/K(110) until the first reflection point. However, real experiments may detect a current which is even larger, since the chemical reaction at the surface has just started at the point where the movement of the molecule is stopped in the theoretically investigated case here. The chemisorption energy is so large that multiple high-energy excitations may occur.

This is underlined by the perturbative result for exoelectron emission, where \( 3 \times 10^{-7} e_0/\text{Cl}_2 \) are found above the work function of potassium. By simply integrating the MHRT curve of Fig. 7.6 one gets \( 9 \times 10^{-7} \text{ e-h pairs}/\text{Cl}_2 \) above the work function. Both numbers are much smaller than the experimental result of approximately \( 1 \times 10^{-3} e_0/\text{Cl}_2 \) [96]. According to Ref. [96], steering effects through orientation of the molecule play a dominant role for exoelectron emission. This may explain the quantitative difference, see discussion.
7.4 Discussion and Conclusions

In this chapter it was proven that the system Cl₂/K(110) lies outside the range of validity of the perturbative approach of first order. An exothermic chemical reaction occurs at the surface, when the Cl₂ bond is broken. This leads to the availability of a large amount of energy of the order of 5 eV for excitation of electron-hole pairs, and thus chemicurrents may be large in this case in comparison to the case of hydrogen adsorption on metals. In the case of O₂ adsorption on Na and K, different chemical processes contribute to the chemicurrent, leading to time-dependent changes in the chemicurrent [80, 83]. Thus for Cl₂ adsorption on K(110) also different chemical processes may contribute to the chemicurrent. This is underlined by calculation of the adsorption trajectory, where a very complex dynamics is found. Nonetheless some statements can be made for the system Cl₂/K(110), especially from calculation of the trajectory.

The potential energy of the Cl₂ molecule adsorbing at the surface is already so large that the surface can be massively perturbed, being roughly seven times the cohesive energy of K. Thus, even without a large initial kinetic energy of the molecule abstraction of particles from the surface may occur. This proves that the jellium approximation for K employed in previous approaches [95, 96] is unjustified here. It also leads to the problem of justification of taking the unperturbed electronic structure for calculation of excitations in the perturbative approach, since the final structure of the surface is very different from the unperturbed one.

Each of the two Cl atoms is ionized close to the surface. The Löwdin charge of the adiabatic ground state of the Cl₂ molecule is investigated in Fig. 7.4 at several positions above the surface. If one takes the sum of the Löwdin charges of the atoms, averaged over one oscillation if \( Q > 18 \) Å, as the charge of the molecule, it already starts singly ionized far away from the surface. This is in accordance with the adiabatic affinity level being 0.1 eV below the Fermi energy of potassium. This summation is not reasonable any more, when the molecule breaks up at around 4 Å above the surface. Each of the atoms should be treated separately after this point. The Löwdin charge of every atom is close to 8 at this point. Therefore adiabatic calculations suggest that both atoms are negatively ionized from this point on. However, non-adiabatic electron transfer effects may play an important role here. Far away from the surface the vertical affinity of the molecule is larger than the Fermi energy, which means that the transition probability of an electron from the surface to the adsorbate is zero. In adiabatic calculations the transition probability is not taken into account. Therefore in adiabatic calculations such a forbidden transition can only be described by constraining the charge at the molecule. Nonetheless, at some point close to the surface the electron transfer happens. One way to describe this delayed charge transfer is the use of diabatic PES, where ionized and non-ionized PES of Cl₂/K are investigated, and calculation of a transition probability between the two states. It is claimed that such a treatment describes the system better than standard adiabatic calculations [95, 101]. However, a treatment where TDDFT is used, starting from a non-ionized Cl₂ molecule far away from the surface, might also work, if the low transition probability is respected within these calculations, and thus the transition of an electron only occurs close to \( Q = 4 \) Å.

Considering the differences between the perturbative and experimental results for exoelectron emission, it seems obvious that strong nonadiabatic effects are not taken into account in the perturbative approach. According to the NNL model, and its extensions [98, 99, 10, 96], the Cl₂ affinity level is not filled adiabatically; see the introductory part of this chapter for details.

Note that the probability for exoelectron emission depends on the orientation of the molecule on the potassium surface. When the molecular axis is parallel to the surface, as in the investigated case here, the probability for exoelectron emission is of the order \( 10^{-4} \) to \( 10^{-5}/\)molecule in the NNL model, since the resonance filling of the Cl₂ affinity level is then very effective [96]. An order of \( 10^{-6}/\)molecule is predicted by integrating the MHRT curve, for a trajectory which ends at the first reflection point. However, the trajectory of the Cl₂ molecule continues after this point, which is not close to the final configuration. Thus the results of the MHRT approach are at least comparable to the results from the NNL model calculations. For an oblique orientation in the range of \( 10 - 30 \) degrees, the NNL model predicts an excitation probability of the order of \( 10^{-7}/\)molecule. This larger probability is due to the faster approach of the Cl⁻ close to the surface due to intramolecular repulsion within the Cl₂ molecule. Thus it is caused by the non-adiabatic excitation of holes by image-shifting the affinity level rapidly below the Fermi energy and metallic band edge. This mechanism is not included in the MHRT approach.
of the present work, and thus results from the NNL model and the perturbative approach are probably not of a similar order of magnitude any more. However, this mechanism may not be dominating for all orientations of the molecule, especially when the molecular axis is parallel to the surface, as is the case in the present chapter. Additionally, in the model calculations the physical dynamics of the molecule-surface system was not taken into account. Instead, a rigid surface approximation, combined with intra-molecular Morse potentials and ion-surface image forces were used [95]. Taking into account the physical dynamics might change some results of the NNL model, especially with respect to the importance of the image-shifting of the affinity level, and is probably worth investigation.

The energy dissipation into the electronic system is of the order of 2 % of the chemisorption energy in the perturbative (and MHRT) approach until the first reflection point, but the absolute value is 0.12 eV. This is not small any more, and an additional indicative that the perturbative treatment fails.

The general form of the spectrum was found to be comparable to the case Mg/Mg(0001), being roughly Lorentzian rather than exponential, at least in the experimentally relevant energy range larger than the Schottky energy of roughly 0.5 eV. Results for H adsorption of chapter 5 are compatible with such a claim, if one takes the observable change of slope around 0.5 eV seriously. This justifies the tentative proposal of section 3.1.4, that the general form of the spectrum might be similar for all adsorbates, and be following a Lorentzian rather than an exponential with some temperature.

Generally the author proposes to treat Cl₂/K(110) with a method different from the perturbative approach of this work. One of these approaches might be implementation of a higher order in the perturbation theory. Such an approach must take into account the time-dependence of the electronic structure during adsorption, maybe similar to the approach presented in section 2.3.2. Alternatively, a non-perturbative approach, like TDDFT, may be thought of. Some possible approaches are shortly proposed in chapter 8.

Appendix 7.A  Pseudopotential construction and tests

The Cl pseudopotentials were constructed using the atomic code delivered within the PWSCF package [41] following the Troullier-Martins scheme [43]. Only the (3s) and (3p) states were taken into account as valence states. Since later calculations using a K surface were taken into account, the occupation of the (3p) states was chosen as 5.7 electrons instead of 5 electrons for the pseudopotential construction, i.e. an ionized Cl was taken as reference: [Ne] 3s² 3p⁵ 7. The cutoff radius was chosen as 0.85 Å (1.6 bohr). The PBE approximation was used for the exchange-correlation potential [39]. Relativity was taken into account using the scalar-relativistic method for the generation of the pseudopotential.
In order to check for ghost states, in fig. 7.8 the logarithmic derivatives of the all-electron wavefunctions are compared to the logarithmic derivatives of the pseudo wavefunctions, for a radius of 2.12 Å (4 bohr). They are on-top each other in a range of approximately 26 eV, so this energy range is probably okay for the present calculations.

The pseudopotentials were tested by calculating the lattice constant of KCl and its bulk modulus. The results for a cutoff of 272 eV (20 Ry) were 6.37 Å for the lattice constant and 17.3 GPa for the bulk modulus, which is compared to a cutoff of 408 eV (30 Ry), where 6.37 Å and 17.2 GPa were obtained, respectively. The experimental values are 6.20 Å and 20.8 GPa, respectively, and the calculated results are within the limits of other ab initio methods [107].

Using a cutoff of 340 eV (25 Ry), the binding energy of a Cl\(_2\) molecule for the experimental molecular bond length of 1.99 Å in a large box was calculated. An energy of 65 kcal/mol (2.8 eV) was obtained. Calculations using the Vienna ab initio simulation package (VASP) [108] gave the same result [109]. Therefore the difference to the literature values for the PBE approximation, which gives a value of 63 kcal/mol [39], can be attributed to the pseudopotential approximation. The experimental result is 58 kcal/mol for this molecule. The relative difference of 12 % is not overly satisfying, but the PBE functional cannot do better.

The calculated bond length for the molecule was 2.04 Å. The relative difference of 2.5 % is acceptable.
CHAPTER 7. RESULTS: \textsc{Cl}_2 ON K(110)

Figure 7.9: Several geometries of the \textsc{Cl}_2/K(110) system along the adsorption trajectory of \textsc{Cl}_2/K(110). The length of the trajectory is measured by the arc length \( Q \), where \( Q=0 \) is the end of the trajectory. The system is shown from the (110), (\overline{1}10) and (001) directions.
Figure 7.10: Projected density of states (PDOS) on the Cl (3s) and sum of the (3px), (3py) and (3pz) atomic orbitals, labeled (3p), over the total energy range where Kohn-Sham energies are found in the calculations of Cl2 on K(110). The PDOS are shown for several positions along the trajectory, measured by the arc length Q, where Q=0 is the end of the trajectory. The Fermi energy is set to zero. Note that Q ≈ 13 Å is considered to be the point where the molecule breaks up. The PDOS of the two Cl atoms are on-top each other up to the point where the molecule breaks up, but this is difficult to observe within this graph. Section 7.1 allows to assign molecular orbitals to the states, while the molecule is far from the surface. Fig. 7.11 shows the PDOS over the energy range of the K conduction band below the Fermi energy.
Figure 7.11: Projected density of states (PDOS) on the Cl (3s) and sum of the (3pₓ), (3pᵧ) and (3pᶻ) atomic orbitals, labeled (3p), in the energy range of the K conduction band below the Fermi energy (Fig. 5.6), during adsorption of \Cl₂ on K(110). The PDOS are shown for several positions along the trajectory, measured by the arc length \(Q\), where \(Q=0\) is the end of the trajectory. The Fermi energy is set to zero. Note that \(Q \approx 13\ \text{Å}\) is considered to be the point where the molecule breaks up. Up to \(Q=18.75\ \text{Å}\) the PDOS changes only slightly in this energy range. The PDOS of the two Cl atoms are on-top each other up to the point where the molecule breaks up, but this is difficult to observe within this graph. Fig. 7.10 shows the PDOS over a wider energy range.
Chapter 8

Discussion und Final Remarks

Within this work, several aspects of electronic excitations at surfaces during adsorption of particles have been treated. A perturbative approach to treat electronic excitations has been investigated thoroughly. The results of this thesis are summarized within this chapter, and an outlook on possible future projects is given. The perturbative approach can describe spectra for electron and hole excitations in adsorption.

The author has investigated hydrogen and deuterium adsorption on aluminium, as a system similar to hydrogen and deuterium adsorption on silver. The experimentally measured isotope effect of the latter system is theoretically found in the former system. Thus the isotope effect is described within experimental error bars.

For each system it is investigated whether the perturbative approach of first order is sufficient to describe the electron-hole pair excitation spectra, which may also be calculated by summing up all orders in the perturbative expansion. With the exception of molecular adsorption of Cl$_2$/K, for all investigated systems (H/Al, H/K, Mg/Mg) it was found that the perturbative approach of first order is already sufficient. For Cl$_2$/K the calculated dissipated energy into the electronic system is larger than in the other three investigated cases. Also the chemisorption energy for this system is roughly three times the chemisorption energy of the other cases, and seven times as large as the cohesive energy of potassium. It may be concluded that the perturbative approach of first order is insufficient if the investigated reaction is too exothermic. Comparing data for H/Al, Mg/Mg (vacancy case) and Cl$_2$/K, a chemisorption energy of up to roughly 3-4 eV marks the energy range of validity for the perturbative approach.

The energy dissipation is probably underestimated in the perturbative approach, when adsorption is considered. Taking into account results for the Gunnarsson-Schönhammer-like perturbation theory, in combination with results from spin-polarized TDDFT and model calculations, a correct description of the dissipated energy probably requires to take into account the changes in the Hilbert space of the system during adsorption. This should be irrelevant if the Hilbert space only changes slightly in a dynamic process, for instance considering vibrational excitations of an adsorbed molecule.

Spin effects may be underestimated within the perturbative approach.

Regarding the so-called spin transition, it was mentioned that DFT has principal problems describing the correct physical spin state of an adsorbing atom: The correct description for H in the investigated systems would include a superposition of the spin up and spin down states. This can not be described by present-day XC functionals. Instead, the hydrogen atom was in a spin-polarized state in most of the calculations of this work (with the exception of section 4.3.4). The resulting root-like behavior of the spin polarization, when the adiabatic potential energy surface is considered, then leads to unphysical divergencies in the derivative of the effective potential. This aspect is still under investigation, and probably needs fundamental work on XC functionals, which was outside the scope of this work. Within the framework of present-day functionals, a reliable description of the spin must be done non-adiabatically. However, nonadiabatic description of the transition requires a possibility to constrain the spin along the trajectory, and localize it in an atomic orbital. This is not possible within the employed code, but is a possible project for the future. It could be shown that the most important effect of a nonadiabatic description of the adsorbate’s spin was a larger energy dissipation into the electronic system if the spin survives longer on its way to the surface.
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It was also investigated to which amount the excitation probability of electrons and holes is spin-dependent. While the perturbative approach generally gives a rather small difference (factor 2-3 for H/K, or a very tiny difference for H/Al), in TDDFT and model calculations comparatively large differences appear. It is an unsolved question, whether they describe physical phenomena, or just contain DFT artifacts. If they are physical, the perturbative approach of this work underestimates them, while other approaches do show marked differences for excitations in the different spin channels, where one channel may be dominating the high-energy tails of the spectra. This discrepancy was resolved as follows: The definition of excitations within this work gives the correct limit if the particle is scattered back into the gas phase, while the alternative approaches try to include some of the localized electronic excitation that results from forming a chemical bond between substrate and adsorbate. Which way is better to describe experiments is not obvious, since, e.g., TDDFT calculations show spectra with spin features when the adsorbate is close to the surface, but these features are lost when the adsorbate is again far away from the surface. For multiple round trips in the chemisorption well either of the results may be more accurate. For instance, the localized excitations may be observable in chemicurrent experiments, if they decay into non-localized states on the timescale of the lifetime of an excited electron, and still possess an energy larger than the Schottky energy. Thus, the answer to this question is probably dependent on the system under investigation.

It was shown that differences for the isotope effect of electrons and holes must be expected, if the density of states of the substrate metal changes notably around the Fermi energy, in an energy range of about twice the Schottky barrier. If the density of states for, e.g., electrons is much larger than the density of states for holes, less hot holes can be detected, since most holes are excited between the Schottky barrier for holes and the Fermi energy. This has the consequence that the hole current is less dependent on the particle’s mass, and thus the isotope effect for holes is less than the isotope effect for electrons.

Regarding metal epitaxy, for the first time it was shown in this thesis that electronic excitations might be measurable in experiments. On an ideal surface excitation of hot electrons and holes is unlikely, since the chemisorption energy is only just above the Schottky energy, or even below. Thus surface defects play an important role for chemicurrent generation in the system Mg/Mg(0001). Adsorption in a surface vacancy and a kink position have been investigated in detail, and it was shown that hot particles are excited, which may be detected. Due to the difference in mass between hydrogen and magnesium, the theory predicts that the particle yield is at least two orders of magnitude smaller than for hydrogen adsorption on metal surfaces. Within this thematic constellation, it was observed that the spectra do not decay exponentially, but in a more complex way. A possible description of the tail of the spectra is a Lorentzian distribution, valid from a certain minimum energy, which is for H adsorption larger than the Schottky energy, but less than this energy for heavy particles like Mg and Cl. Therefore an exponential fit to the tails of the spectra may be appropriate for light adsorbates, e.g. H, but such a fit is inappropriate for the heavier adsorbates. For adsorbates of mass considerably larger than the hydrogen mass distinct differences to an assumed Boltzmann distribution with some temperature are present, and should be in principle observable in experiments. The chemicurrent experiments for Mg/Mg adsorption may be considered as a hint towards a lower than exponential decay, since the measured chemicurrent is two orders of magnitude larger than was expected through naive extrapolation of exponentials, following the forced oscillator model. Further theoretical treatment of cases like Mg/Mg is necessary in order to support (or contradict) the suggestion of a Lorentzian form of the spectra, but a generally lower than exponential decay is probable.

For this purpose the form of the spectra can be investigated only if time-delayed chemical reactions do not play a dominating role for the chemicurrents. If the system changes chemically during the adsorption process, different excitation mechanisms play a role, which must be investigated separately. Thus the spectrum of the initial processes may not be observable. For the system Cl₂/K(110) a time-delayed chemical reaction is expected due to the formation of KCl. Time-dependent features have been observed in the case of oxygen adsorption, where the chemicurrent shows them 100 s after the initial impact of the first molecules [83].

It was shown that the simple jellium approximation is too simple for systems like Cl₂/K(110). The adsorption dynamics within this system is extremely involved. Although the NNL model, employing the jellium approximation, gives a reasonable explanation for excitation of hot exoelectrons, the non-adiabatic mechanism.
proposed in that model may not be dominating in cases when the jellium approximation breaks down. Thus additional investigations with respect to the influence of the adsorption dynamics should be done. The theory as presented is limited to small excitations, where the first order in perturbation theory dominates the system’s behavior. For large excitations, a different approach must be taken. The author discusses three methods to move on:

The first method is a perturbative approach which takes into account higher orders in the perturbation theory, possibly also implementing a time-dependence of the electronic structure. While taking into account higher orders in the perturbation theory is possible in principle, the large computation time required makes this approach cumbersome and inefficient from a computational point of view. In addition, non-perturbative effects are missing in such an approach. Thus this approach is a possible first step to benchmark other methods, but not long-time strategy.

The second method makes use of a diabatic picture using constrained DFT, where particles are moving between two (or more) different PES, where one describes an excited (e.g., ionized) state, and the other a ground state (e.g., non-ionized). Approaches similar to the proposed one have already been investigated [50, 110]. The results of these investigations seem to imply that the approach is promising. Here some thoughts will be necessary on the topic how it is possible to take into account different trajectories belonging to the different PES, when the adsorbing particle behaves qualitatively different on the different trajectories. For instance, a particle may adsorb or be scattered back from the surface, and depending on the particle’s velocity or excitation state close to the surface emission of atoms may or may not occur. These cases may require a large number of different PES, which is computationally demanding.

Therefore, the third possible method is direct calculation of the trajectory using TDDFT, calculating the particle’s trajectory and evolution of the wavefunctions on the fly. The author proposes to introduce constraints in the standard TDDFT approach, so that ionization states of the adsorbing particles can be treated properly. The approach may then be labeled ‘constrained TDDFT’, and is a further development of the constrained DFT and TDDFT approaches [6, 69]. However, the author believes that this approach is extremely demanding from a fundamental and computational point of view, and thus would require a very considerable effort.

Taken together, the author proposes to move on using the diabatic method, which seems to be most promising, in contrast to the simple expansion of the perturbative approach. Also, in contrast to constrained TDDFT, it should still be affordable in terms of computational demand.

One principal problem of most present-day approaches is the trajectory approximation. If an electron-hole pair of an energy larger than the Schottky barrier is excited, the energy dissipated into that particle is not small any more, and considerable changes to the particle’s velocity may be expected. However, the overall energy dissipation into the electronic system is small. The trajectory (in the case of an atomic adsorbate) usually does not change qualitatively, but only the particle’s velocity along the trajectory changes. Therefore it is generally believed that the approximation works. However, a thorough investigation of this point, where the median of several calculations incorporating a realistic dynamics of the adsorbate, e.g. by using the 'fewest switches' algorithm, is still wished for.

Previous theoretical works on the problem of electronic excitations are considered within this work. It was found that the electronic friction model works in a wide range of adsorbates, but for certain adsorption geometries and certain systems results from the friction and perturbative approach differ. Within the present work the dissipated energy during Mg adsorption into a surface vacancy is not following the scaling law of the friction method over the whole range of masses considered.

It is also found that there is no justification to use the forced oscillator model for the high-energy tails of the spectra. For Mg adsorption the forced oscillator model predicts a current which is two orders of magnitude lower than the experimentally measured current. The scaling properties of the forced oscillator model also contradict results for the mass-scaling gained from the perturbative approach.

The perturbative approach is not as demanding as the TDDFT approach with respect to calculation time requirements. Often the effective potential is calculated when investigating the PES of an adsorbing system anyway, so that the present approach may be employed to calculate electronic excitations for a wide range of systems. The perturbative approach has the additional advantage that it can be done for nearly every system, while present-
TDDFT calculations require low-mass adsorbates, and assume a scaling law of the calculated observables with the mass. However, within the present work it was found that such a scaling law does not necessarily exist for particles of large mass.

Model calculations are much faster from a computational point of view than the perturbative approach, but require fits of the model parameters. Such fits are nearly always ambiguous. An additional problem is that the models assume that they can neglect certain physical processes. Since theoretical investigation of electronic excitations is still an uncompleted field, important mechanisms may be left out of the model, or the wrong mechanisms may lead to fortuitous agreement of experiment and theory. Thus, additional calculations not based on model assumptions are required, such as in the present work.

The theoretical investigation of electronic excitations is far from being a completed field. A reliable and affordable theory of electronic excitations remains a goal for the future. The author believes that this work is one step towards such a theory.
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