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Abstract. Coherent quantum transport in linear and quasi-linear tight-binding models and the influence of decoherence are studied. For the coherent transport description, Green functions and surface Green functions of semi-infinite systems are calculated and the transmission through defects and finite tight-binding chains with and without diagonal disorder are examined. A statistical model based on the division of a large system into coherent subsystems and decoherence regions is analyzed. While on the total system level, classical rate equations interrelate electron energy distribution functions assigned to the decoherence regions, the transition rates themselves are calculated using quantum transport formalism. Thus a two-scale approach is used. For contact Fermi energies within the tight-binding band of the system without disorder, ohmic large scale behavior is observed for any finite density of decoherence regions. If the Fermi energy is outside the band, and for disordered systems, critical decoherence densities are defined. Above the critical densities, material-specific resistivities can be defined. Applying the statistical model for the effects of decoherence on DNA double strands, experimental findings for base-sequence dependent conductance are reproduced.
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1 Introduction and Outline

Nanotechnology has become one of the most active research fields in the last years. The vision and goal to design, build, and control devices and new materials on the nanometer scale for use in computation, engineering, and medicine is the driving force and inspiration for scientists all around the world.

At the University Duisburg-Essen, nanoparticles are one of the central research fields. From gas-phase synthesis, experimental and theoretical characterization to application: Nanoparticles have been studied from many points of view.

One of the recent milestones is the realization of a light-emitting device made of ZnO nanoparticles [142], see Figure 1.1.

Figure 1.1: Figures 2 and 3 of [142]. A light-emitting device made of ZnO nanoparticles. The upper inset in (a) shows the schematic of the device. The inset in (b) is a photograph of the device at a voltage of +8V.

A dc current driven through the powder of ZnO nanoparticles causes light emission. For a deeper understanding of the processes taking place in the light-emitting device, an electron transport theory for a nanoparticulate system is necessary. This theory can be approached

---

1For an overview of nanotechnology-related activities at the University, see the website of the Center for Nanointegration Duisburg-Essen, www.cenide.de.

2For results, see the publication list on the web-page of SFB 445: sbf445.uni-due.de.
from the points of view of quantum transport [53, 54, 58, 141], mesoscopic physics [3, 86], hopping conduction [26], and percolation theory [169, 177]. Also the relation to theory and experiment of quantum dots, Coulomb blockade, and Mott variable-range hopping has to be considered. For metallic nanoparticle systems, there exists already a theoretical approach [16].

The present thesis deals with linear and quasi-linear systems. As a rough approximation they can be seen as line representatives of the 3d nanoparticle system between two parallel 2d electrodes, where the diameter of the quasi-linear system corresponds to the phase coherence length in the medium. Yet also linear systems of nanoparticles have been realized, see Figure 1.2.

![Electron microscope pictures of nanoparticle chains](image)

(a) Si nanoparticle chain  
(b) Fe nanoparticle chain

Figure 1.2: Electron microscope pictures of nanoparticle chains. (a) from [149, Figure 1-a], (b) from [143, Figure 5.13].

Linear quantum systems also appear in other fields of research, especially molecular electronics [48, 72]. Fascinating applications of this field are expected from the use of DNA as a building block of electronic devices [56, 59, 147], or carbon nanotubes [7, 39, 60, 104], or both [127].

Regarding linear quantum systems, this thesis focuses on the effects of decoherence on the electronic conduction, which govern the transition from a quantum to a classical description. The thesis is organized as follows. Chapter 2 introduces the concepts of quantum transport. Chapter 3 discusses coherent transport in infinite linear systems, the effects of symmetry on the transmission function, transport in finite linear systems, and the properties of the finite-chain transmission function, which include even-odd effects, and localization. The model for the effects of decoherence is presented in Chapter 4. It is based on the statistical subdivision of the system under consideration into coherent regions and regions of decoherence. In Section 4.3 the model is applied to linear tight-binding systems with and without diagonal disorder. Once these systems are long enough (system size

---

3 See e.g. [2, 5, 9, 10, 12–14, 19–22, 24, 25, 43, 64–66, 97, 105, 106, 109, 134, 139, 155, 168, 171, 174, 178, 195, 198].
coherence length), for chains without and with weak disorder we can define an ohmic resistivity $\rho$. In Chapter 5, the model for the effects of decoherence is applied to DNA double strands, yielding base sequence dependent conductance which can be compared with experimental data. The thesis finishes with conclusions and outlook in Chapter 6. The important results are summarized in Chapter 7. In the appendices, the reader can find literature recommendations, a derivation of the current formula from the Keldysh formalism, and technical details which were not included in the main text.


## 2 Quantum Transport

In this chapter I give an introduction to the theory of quantum transport. The aim is a straight-to-the-point derivation of the essential formulae needed in the subsequent Chapters 3–5. Therefore, here I restrain myself from applying many-body perturbation theory and Keldysh formalism\(^1\); instead I follow Datta [54] who in his derivation uses a physically intuitive approach without second-quantization formalism. Nonetheless the derivation is exact for the systems discussed in this thesis. For a thorough study of quantum transport I refer to the literature which I recommend in Section A.5.

### 2.1 Introduction

The theory of electron transport in solid-state materials has come a long way since Drude’s electron-gas theory [61] of 1900 and Bloch’s theorem for electrons in periodic crystals [23] of 1928. Whereas many bulk properties like electrical or thermal resistivity can be well described within Drude’s framework and band-structure theory (by material-specific relaxation times, free-electron densities and effective electron masses), modern nanoscale devices require a completely different theoretical description. The reason is that by going to smaller and smaller systems, the classical concept of conductivity loses its sense. Once the system size comes into the range of electron phase-coherence length, the concept of a local quantity named conductivity can no longer be valid. Thus for nanoscale systems we must, instead, start from a microscopic quantum-mechanical description of conduction. This is done in this chapter. In Chapter 4, I then explain our approach of the transition from the micro to the macro scale: how to come from microscopic conductances back to a macroscopic conductivity.

To summarize this paragraph: Transport in nanoscale systems cannot be described “top-down”\(^2\) with macroscopic concepts but rather the theory must be built “bottom-up” starting from quantum theory.

Before we come to the description of the electrical current, we have to introduce the concepts of the spectral function \(A\), the Green function \(G\) and the correlation function \(G^n\).

---

\(^1\)In the Appendix B, the interested reader can find some notes about this formalism.

\(^2\)Top-down and bottom-up approach are the words used by Supriyo Datta in [54, page 1–2].
2.1.1 The spectral function $A$

The spectral function $A$ of a quantum-mechanical system with Hamiltonian $H$ (eigenenergies $\epsilon_\alpha$) is defined as

$$A \equiv 2\pi \delta(EI - H)$$

(2.1)

where $I$ is the unity operator of the same dimension as $H$. In real space representation this is equivalent to

$$A(r, r'; E) = 2\pi \sum_\alpha \phi_\alpha(r) \delta(E - \epsilon_\alpha) \phi_\alpha^*(r')$$

(2.2)

where the $\phi_\alpha(r)$ are the eigenfunctions of $H$. Thus we recognize the physical meaning of the spectral function: The diagonal elements of its real-space representation are proportional to the local density of states (LDOS).

2.1.2 The Green functions $G$ and $G^+$

Now we can use a representation of the delta function that leads us to the definition of the Green function of the system.

$$2\pi \delta(E - \epsilon_\alpha) = \left[ \frac{2\eta}{(E - \epsilon_\alpha)^2 + \eta^2} \right]_{\eta \to 0^+} = i \left[ \frac{1}{E - \epsilon_\alpha + i0^+} - \frac{1}{E - \epsilon_\alpha - i0^+} \right]$$

(2.3)

Using this identity we can rewrite $A$

$$A(E) = 2\pi \delta(EI - H) = i \left[ \left( \frac{1}{E + i0^+ - H} \right)^{-1} - \left( \frac{1}{E - i0^+ - H} \right)^{-1} \right]$$

(2.4)

and have thereby introduced the retarded and advanced Green functions $G$ and $G^+$. In the following, with the term Green function we will refer to the retarded Green function, if not otherwise specified.

2.1.3 The Green function and the total density of states (DOS)

From (2.4) we can also read the relation between Green function and total density of states $D(E)$:

$$D(E) = -\frac{1}{\pi} \text{Tr} \left[ \text{Im} G(E) \right]$$

(2.5)

where $\text{Tr}$ is the trace of the operator.

The density of states is non-negative. This is consistent with the fact that the imaginary part of the Green function has to be non-positive\(^3\), i.e.

$$\text{Im} G_{ii}(E) \leq 0$$

(2.6)

where the index $ii$ refers to the diagonal elements in any basis.

\(^3\)The retarded Green function in time vanishes for $t < 0$. This is in accordance with the poles lying on the lower half of the complex energy plane, cf. [62].
2.2 Open quantum-mechanical systems: $\Sigma$, $\Gamma$, and $\rho$

2.1.4 The correlation function $G^n$

The electron-electron correlation function $G^n$ is usually defined in time domain as

$$G^n_{ij}(t, t') \equiv \langle c^+_j(t')c_i(t) \rangle \quad (2.7)$$

where $c^+_j$ and $c_i$ are the electron creation and annihilation operators. In steady state, it depends only on the time difference $\tau = t - t'$, and a Fourier transform shows that in energy domain, the correlation function $G^n(E)$ is nothing but the energy resolved electron density matrix, i.e.

$$\rho = \int_{-\infty}^{\infty} \frac{dE}{2\pi} G^n(E) \quad (2.8)$$

Due to its relation to the electron density matrix, in equilibrium $G^n$ fulfills

$$G^n(E) \overset{eq}{=} 2\pi f_0(E - \mu) \delta(EI - H) \quad (2.9)$$

where $f_0$ is the Fermi distribution and $\mu$ the chemical potential. Comparing with the definition for the spectral function (2.1) we conclude

$$G^n(E) \overset{eq}{=} A(E) f_0(E - \mu) \quad (2.10)$$

2.2 Open quantum-mechanical systems: $\Sigma$, $\Gamma$, and $\rho$

Current flow through a nanoscale system or channel is not possible without coupling to external voltage sources or reservoirs. Thus a description of the current flow through the channel has to include the effects of the reservoirs source and drain.

The total system under consideration can be described by (i) the Hamiltonians for the isolated contacts (source $H_1$ and drain $H_2$) and for the isolated channel ($H$) and (ii) the couplings between source and channel ($\tau_1$) and between channel and drain ($\tau_2$).

The Schrödinger equations for the isolated source and drain read:

$$H_1 |\Phi_{R1}\rangle = EI |\Phi_{R1}\rangle \quad (2.11)$$
$$H_2 |\Phi_{R2}\rangle = EI |\Phi_{R2}\rangle \quad (2.12)$$

Here, $|\Phi_{R1}\rangle$ and $|\Phi_{R2}\rangle$ are wave-vectors, and the $I$s unit matrices of the dimensions corresponding to $H_1$ and $H_2$ respectively. Let us rewrite these equations as

$$\langle EI - H_1 + i\eta |\Phi_{R1}\rangle = |S_1\rangle \quad (2.13)$$
$$\langle EI - H_2 + i\eta |\Phi_{R2}\rangle = |S_2\rangle \quad (2.14)$$

where $\eta = 0^+I$ is a positive infinitesimal times the unit matrix. The term $i\eta |\Phi\rangle$ represents the extraction of electrons from the contact, the term $|S\rangle$ the corresponding re-injection. If we identify $i\eta |\Phi\rangle = |S\rangle$, mathematically we have not changed the Schrödinger equations. Nonetheless the transition from (2.11) and (2.12) to (2.13) and (2.14) represents a change
in viewpoint. In the latter, the energy $E$ is no longer an eigenenergy of the Hamiltonian. Rather, in Equations (2.13) and (2.14), $E$ describes the energy of the excitation $|S\rangle$ from external sources. Whereas in (2.11) and (2.12), the $|\Phi\rangle$s are zero whenever $E$ is not an eigenenergy of $H_{1,2}$, in the case of (2.13) and (2.14), the $|\Phi\rangle$s are non-zero for all energies and represent the response of the contact to external excitation. The $|\Phi\rangle$s are peaked around the eigenenergies of $H_1$ and $H_2$, the sharpness of the peaks depends on the infinitesimal $0^+$. Now, what happens if we couple the contacts to the channel? The left contact wave function $|\Phi_{R1}\rangle$ and the right contact wave function $|\Phi_{R2}\rangle$ will spill over and give rise to the wavefunction $|\psi\rangle$ of the channel which, again, excites wavefunctions $|\chi_1\rangle$ and $|\chi_2\rangle$ in reservoir 1 and 2. The composite Schrödinger equation can therefore be written as

\[
\begin{pmatrix}
 EI - H_1 + i\eta & -\tau_1^+ & 0 \\
 -\tau_1 & EI - H & -\tau_2 \\
 0 & -\tau_2^+ & EI - H_2 + i\eta
\end{pmatrix}
\begin{pmatrix}
 |\Phi_{R1} + \chi_1\rangle \\
 |\psi\rangle \\
 |\Phi_{R2} + \chi_2\rangle
\end{pmatrix}
= \begin{pmatrix}
 |S_1\rangle \\
 0 \\
 |S_2\rangle
\end{pmatrix}
\] (2.15)

Using (2.13) with the first line of (2.15), and (2.14) with the third, we obtain

\[
|\chi_1\rangle = G_1\tau_1^+|\psi\rangle \quad \text{and} \quad |\chi_2\rangle = G_2\tau_2^+|\psi\rangle
\] (2.16)

where

\[
G_1 = (EI - H_1 + i\eta)^{-1} \quad \text{and} \quad G_2 = (EI - H_2 + i\eta)^{-1}
\] (2.17)

are the Green functions of the isolated reservoirs (i.e. without coupling to the channel). With help of (2.16) we write the middle line of (2.15) as

\[
(EI - H - \Sigma_1 - \Sigma_2)|\psi\rangle = |S\rangle
\] (2.18)

where we have introduced the so-called self-energies

\[
\Sigma_1 = \tau_1 G_1 \tau_1^+ \quad \text{and} \quad \Sigma_2 = \tau_2 G_2 \tau_2^+
\] (2.19)

due to the coupling to the left and right reservoir. In (2.18),

\[
|S\rangle = \tau_1 |\Phi_{R1}\rangle + \tau_2 |\Phi_{R2}\rangle
\] (2.20)

is the sum of the source terms due to source and drain.

Now we define the channel Green function

\[
G \equiv (EI - H - \Sigma_1 - \Sigma_2)^{-1}
\] (2.21)

Comparing (2.21) with (2.4) we can interpret the self-energies as a modification of $H$ due to the coupling to the contacts. In the case that $H$ is 1-dimensional (i.e. we have a single energy level in the channel), $\text{Re}(\Sigma_1)$ represents an energy shift of the channel, and $\text{Im}(\Sigma_1)$ an energy broadening due to the coupling to the source. Correspondingly $\Sigma_2$ represents shift and broadening due to the coupling to the drain. The anti-hermitian component $\Gamma$ of the self-energy is also called the broadening matrix.

\[
\Gamma(E) = i(\Sigma(E) - \Sigma^+(E))
\] (2.22)
Thus combining (2.21) with (2.18) we can write the channel wavefunction as
\[ |\psi\rangle = G |S\rangle \] (2.23)

Thus we can examine
\[
|\psi\rangle \langle \psi| = G |S\rangle \langle S| G^+ \]
\[
= \left( G \tau_1 A_1 \tau_1^+ G^+ \right) f_1 + \left( G \tau_2 A_2 \tau_2^+ G^+ \right) f_2
\]
(2.24)
where the cross terms vanish because the uncoupled wavefunctions \( |\Phi_R\rangle \) of the reservoirs have no overlap.

Now, in (2.24) we recognize the projectors \( |\Phi_R\rangle \langle \Phi_R| \) of the reservoirs. As we know the density operators \( \rho_{1,2} = \int \frac{dE}{2\pi} A_{1,2} f_{1,2} \) for the reservoirs 1 and 2, we can write
\[
\rho = \int \frac{dE}{2\pi} \left( G \tau_1 A_1 \tau_1^+ G^+ \right) f_1 + \left( G \tau_2 A_2 \tau_2^+ G^+ \right) f_2
\]
(2.25)
where we have used
\[
\Gamma_{1,2} = i(\Sigma_{1,2} - \Sigma_{i,2}^+) = i\tau(G_{1,2} - G_{i,2}^+)\tau^+ = \tau A_{1,2} \tau^+
\]
(2.26)
We find in (2.25) that both \( f_1 \) and \( f_2 \) enter linearly into the density operator of the channel. This reflects the fact, that the electrons coming from source and drain do not interact inside the channel.

We conclude for the correlation function by comparing (2.25) and (2.8)
\[ G^n = G \Sigma^{\text{in}} G^+ \] (2.27)
where
\[ \Sigma^{\text{in}} = \Gamma_1 f_1 + \Gamma_2 f_2 \] (2.28)
is called inscattering.

### 2.3 Transport formulae

For transport we have to consider the time evolution of the probability density in the channel. For the contacts we assume an equilibrium energy distribution, i.e. we can use (2.25). With the abbreviation \( |\Phi_i\rangle = |\Phi_{Ri}\rangle + |\chi_i\rangle \) we consider, instead of (2.15) the time-dependent Schrödinger equation:
\[
i\hbar \frac{d}{dt} \begin{pmatrix} \Phi_1 \\ \psi \\ \Phi_2 \end{pmatrix} = \begin{pmatrix} H_1 - i\eta & \tau_1^+ & 0 \\ \tau_1 & H & \tau_2 \\ 0 & \tau_2^+ & H_2 - i\eta \end{pmatrix} \begin{pmatrix} \Phi_1 \\ \psi \\ \Phi_2 \end{pmatrix}
\] (2.29)
For the particle current $\frac{I}{e}$, $e$ being the electronic charge, we have to look at the time evolution of $\langle \psi | \psi \rangle$:

$$
\frac{I}{e} \equiv \frac{d}{dt} \langle \psi | \psi \rangle = \frac{\langle \psi | \tau_1 | \Phi_1 \rangle + \langle \psi | \tau_2 | \Phi_2 \rangle - \langle \Phi_1 | \tau_1^+ | \psi \rangle - \langle \Phi_2 | \tau_2^+ | \psi \rangle}{i\hbar} \tag{2.30}
$$

Now, the current can be divided into an inflowing and an outflowing part, using $|\Phi_i\rangle = |\Phi_{Ri}\rangle + |\chi_i\rangle$

$$
\frac{I}{e} = \frac{\text{Inflow 1}}{i\hbar} - \frac{\text{Outflow 1}}{i\hbar} + \frac{\text{Inflow 2}}{i\hbar} - \frac{\text{Outflow 2}}{i\hbar} \tag{2.31}
$$

Here “Inflow 1” and “Inflow 2” refer to the electron flow through interface 1 and 2 (“Outflow” correspondingly).

Let us focus on Inflow 1. Using $|\psi\rangle = G |S\rangle$ and $|S_1\rangle = \tau_1 |\Phi_{R1}\rangle$ we find

$$
\text{Inflow 1} = \frac{\langle S | G^+ | S_1 \rangle - \langle S_1 | G | S \rangle}{i\hbar} = \frac{\text{Tr} [ |S_1\rangle \langle S_1 | A ]}{\hbar} \tag{2.32}
$$

since $|S\rangle = |S_1\rangle + |S_2\rangle$ and $\langle S_1 | S_2 \rangle = \langle S_2 | S_1 \rangle = 0$ and $i[G - G^+] = A$.

Now, just as we came from (2.24) to (2.25) by considering the equilibrium distribution in the reservoir, we replace

$$
|S_1\rangle \langle S_1 | = \tau_1 |\Phi_1\rangle \langle \Phi_1 | \tau_1^+ \rightarrow \int \frac{dE}{2\pi} f_1(E) \left[ \tau_1 A_1 \tau_1^+ \right] = \int \frac{dE}{2\pi} f_1(E) \left[ \Gamma_1 \right] \tag{2.33}
$$

and conclude

$$
\text{Inflow 1} = \frac{1}{\hbar} \int \frac{dE}{2\pi} f_1(E) \text{Tr} [ \Gamma_1 A ] \tag{2.34}
$$

Similarly we examine Outflow 1 using $|\chi_1^\perp\rangle = G_1 \tau_1 |\psi\rangle$

$$
\text{Outflow 1} = \frac{\text{Tr} \left[ \langle \psi | \tau_1 G_1^+ \tau_1^+ |\psi\rangle - \langle \psi | \tau_1 G_1 \tau_1^+ |\psi\rangle \right]}{i\hbar} = \frac{\text{Tr} [ |\psi\rangle \langle \psi | \Gamma_1 ]}{\hbar} \tag{2.35}
$$

Again considering thermal equilibrium in the reservoir we find

$$
\text{Outflow 1} = \frac{1}{\hbar} \int \frac{dE}{2\pi} \text{Tr} [ \Gamma_1 G^{\text{eq}} ] \tag{2.36}
$$

Thus we have a net current through the interface 1

$$
\text{Inflow 1} - \text{Outflow 1} = \frac{1}{\hbar} \int_{-\infty}^{\infty} \frac{dE}{2\pi} I_1(E) \tag{2.37}
$$
where

\[ I_1(E) = \text{Tr} [\Gamma_1 A] f_1 - \text{Tr} [\Gamma_1 G^n] \]  
(2.38)

Now, as in the case without interaction in the channel \( G^n = A_1 f_1 + A_2 f_2 \), we can rewrite (2.38) as

\[ I_1(E) = \text{Tr} [\Gamma_1 (A_1 + A_2) f_1 - \Gamma_1 (A_1 f_1 + A_2 f_2)] = \text{Tr} [\Gamma_1 A_2] (f_1 - f_2) \]  
(2.39)

Thus we have introduced the transmission function \( T_{12} \) which we can further manipulate using \( A \equiv i \left[ G - G^+ \right] = GTG^+ = G^+\Gamma G \) \(^4\) and the fact that cyclical permutations do not change the trace, to arrive at the important transmission formula

\[ T_{12} = \text{Tr} [\Gamma_1 A_2] = \text{Tr} [\Gamma_1 G T_2 G^+] = \text{Tr} [\Gamma_2GT_1 G^+] \]  
(2.44)

Equivalently we can write

\[ T_{12} = 4 \text{Tr} \left[ G \text{Im}(\Sigma_1)G^+ \text{Im}(\Sigma_2) \right] \]  
(2.45)

By integrating the transmission function over the energy (cf. (2.37)) we arrive at the famous Landauer-Büttiker formula

\[ I_{12} = \frac{e}{h} \int_{-\infty}^{\infty} dE T_{12}(E) (f_1(E) - f_2(E)) \]  
(2.46)

This is the correct formula to be used for the calculation of the current under the following conditions:

- Both source and drain are in thermal equilibrium.
- The electron transport is coherent from the source through the channel to the drain. That means that no interaction takes place inside the channel.

In the following chapters we will use this formula mostly in the case of infinitesimal voltage drop (linear response). The limit \( \mu_1 \rightarrow \mu_2 \) leads to

\[ G = \frac{e^2}{h} T_{12}(E = \mu) \]  
(2.47)

\(^4\)This formula is proved like this:

\[ G = (EI - H - \Sigma)^{-1} \quad \text{and} \quad \Gamma = i (\Sigma - \Sigma^+) \]  
(2.40)

\[ (G^{-1})^+ = G^+ = \Sigma - \Sigma^+ = -i\Gamma \]  
(2.41)

which is pre-multiplied with \( G \) and post-multiplied with \( G^+ \), or vice versa, to obtain

\[ G - G^+ = -iGTG^+ \quad \text{and} \quad G - G^+ = -iG^+\Gamma G \]  
(2.42)

\[ A = GTG^+ = G^+\Gamma G \]  
(2.43)
where $G$ is the conductance of the channel. This formula is also called **Landauer formula** [107, 108].

In the literature, e.g. [53], one often finds $G = \frac{2e^2}{h}MT$ as the Landauer formula. Here, the 2 stems from an assumed spin degeneracy, $M$ is the number of transverse modes\(^5\), and $T$ the average transmission per mode. Our transmission function (2.44) comprises all conducting modes, therefore $T > 1$ is possible if more than a single mode contributes in the transmission, cf. Section 3.7.2.4. In this context one also speaks of conducting channels [47], [46, Chapter 6].

Also for finite bias the Landauer-Büttiker formula (2.46) can be used, yet the voltage drop has to be carefully included in the channel Hamiltonian and the self-energies. This can be done by a self-consistent determination of the potential profile within the channel and the current. For the details, see e.g. [54].

### 2.4 Properties of the Green function

#### 2.4.1 The Lehmann or spectral representation

There are many ways to evaluate the Green function

$$G = [E + i0^+ - H]^{-1}$$

(2.48)

One of them is to use the so-called Lehmann or spectral representation. If we know the eigenvectors $|\psi_i\rangle$ and eigenenergies $\epsilon_i$ of the Hamiltonian $H$, the Lehmann representation is

$$G = \sum_i |\psi_i\rangle\langle\psi_i| [E + i0^+ - H]^{-1} = \sum_i \frac{|\psi_i\rangle\langle\psi_i|}{E + i0^+ - \epsilon_i}$$

(2.49)

More explicitly, if $H$ has a partly continuous spectrum

$$G = \sum_i \frac{|\psi_i\rangle\langle\psi_i|}{E + i0^+ - \epsilon_i} + \int di \frac{|\psi_i\rangle\langle\psi_i|}{E + i0^+ - \epsilon_i}$$

(2.50)

We conclude that the Green function has poles wherever $E = \epsilon_i$, and that $G(E) \propto 1/E$ for $E \to \pm\infty$.

#### 2.4.2 The Dyson equation

The Dyson equation relates the Green function $G$ of a perturbed system to $g$, the one of the unperturbed system. Let the Hamiltonian $H = H_0 + V$ be composed of the unperturbed

---

\(^5\)The name transverse modes stems from the analogy between the electron channel and an electronic wave guide and indicates how many electrons can transmit the channel simultaneously.
2.4 Properties of the Green function Hamiltonian $H_0$ and some perturbation $V$. Then we can write

$$G = [E + i0^+ - H]^{-1} = [E + i0^+ - H_0 - V]^{-1}$$  \hspace{1cm} (2.51)

$$= [g^{-1} - V]^{-1}$$  \hspace{1cm} (2.52)

$$\Rightarrow G^{-1} = g^{-1} - V$$  \hspace{1cm} (2.53)

$$\Rightarrow g = G - gVG \quad \leftrightarrow \quad G = g + gVG$$  \hspace{1cm} (2.54)

where from the next-to-last to the last line we have multiplied $g$ from the left and $G$ from the right. Equation (2.54) is called Dyson equation for the Green function. There are Dyson equations also for other functions in transport theory, e.g. in (2.27) we got to know the one for the correlation function $G^n$.

The Dyson equation offers a means for a perturbation approximation of the Green function. To $n$-th order, we can approximate

$$G = g + \sum_{j=1}^{n} (gV)^j g$$  \hspace{1cm} (2.55)

For further information about Dyson equations and their relation to the diagrammatic formulation of many-body theory, we refer to the literature, e.g. [120, 126].

2.4.3 The Kramers-Kronig relations for the Green function

The retarded Green function $G(E)$ as a complex function of the complex variable $E$ meets the requirements for Kramers-Kronig relations, i.e. its Fourier transform is zero for $t < 0$ (or equivalently it is analytic in the upper complex half-plane and vanishes for $|E| \to \infty$).

The Kramers-Kronig relations state that

$$G(E) = \frac{1}{i\pi} \mathcal{P} \int_{-\infty}^{\infty} dE' \frac{G(E')}{E' - E}$$  \hspace{1cm} (2.56)

or, split into real and imaginary parts,

$$\text{Re} \ G(E) = \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} dE' \frac{\text{Im} \ G(E')}{E - E'}$$  \hspace{1cm} (2.57)

$$\text{Im} \ G(E) = \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} dE' \frac{\text{Re} \ G(E')}{E - E'}$$  \hspace{1cm} (2.58)

where, $\mathcal{P}$ denotes the Cauchy principal value$^6$ of the integral.

$^6$The Cauchy principal value of a function $f(x)$ with a single pole at $x_0$ is defined as

$$\mathcal{P} \int_{-\infty}^{\infty} dx f(x) = \lim_{\epsilon \to 0^+} \left[ \int_{-\infty}^{x_0-\epsilon} dx f(x) + \int_{x_0+\epsilon}^{\infty} dx f(x) \right]$$  \hspace{1cm} (2.59)

For functions with various poles analogously.
3 Coherent Transport in Linear Systems

In this Chapter, I discuss the electron transport in idealized infinite and finite completely coherent systems. I begin with the known example of the infinite and half-infinite linear tight-binding chain, and extend the considerations to double, triple and \( n \)-tuple chains. A different treatment of similar systems can be found in [68, Section 3.8]. In the limit \( n \to \infty \), the \( n \)-tuple chain converges to the 2d grid. The transmission through single defects in the chains will give us insight to the effects of symmetry. Also the known example of the alternating chain is presented. The DNA-chain is shown to be a generalized alternating chain. After the discussion of infinite and half-infinite chains I examine finite chains, where we observe even-odd effects, and length-periodicity for the transmission in ordered chains, and localization as a consequence of disorder.

3.1 The infinite linear tight-binding chain

Firstly, we will discuss the infinite linear tight-binding chain with the Hamiltonian

\[
H = \sum_{i=-\infty}^{\infty} \epsilon_i |i\rangle \langle i| + t \left[ |i\rangle \langle i+1| + H.c. \right]
\]

where the onsite energy \( \epsilon \) and the transfer matrix element \( t \) are the same all along the chain, cf. Figure 3.1.\(^2\) The states \(|i\rangle\) form an orthonormal system, i.e. \( \langle i|j\rangle = \delta_{ij} \), \( \sum_i |i\rangle \langle i| = 1 \).

For the eigenfunctions of the Hamiltonian we make the plane-wave ansatz \(|k\rangle = \sum_j e^{ikj} |j\rangle\).

---

\(^1\)H.c. means Hermitian conjugate, i.e. here: \(|i+1\rangle \langle i|\)

\(^2\)Often, a tight-binding Hamiltonian is defined with “\(-t\)”, underlining the fact that for electrons in conduction bands the transfer matrix element is negative. For description of hole transport it is positive.
Thus we find the eigenenergies as follows

\[ H |k\rangle = \sum_{i,j=-\infty}^{\infty} (\epsilon |i\rangle\langle i| + t |i\rangle\langle i+1| + |i+1\rangle\langle i|) e^{ikj} |j\rangle \quad (3.2) \]

\[ = \sum_{j=-\infty}^{\infty} \epsilon e^{ikj} |j\rangle + t e^{ik(j+1)} |j\rangle + t e^{ikj} |j+1\rangle \quad (3.3) \]

\[ = (\epsilon + 2t \cos(k)) \sum_{j=-\infty}^{\infty} e^{ikj} |j\rangle = (\epsilon + 2t \cos(k)) |k\rangle \quad (3.4) \]

\[ \Rightarrow \quad E(k) = \epsilon + 2t \cos(k) \quad (3.5) \]

Without loss of generality, we restrict the parameter range \( k \in [-\pi, \pi] \). Knowing the eigenenergy spectrum we can also determine the total density of states \( D(E) \). As the states are distributed equally along the \( k \)-axis, we can write

\[ D(E) = \frac{\frac{dk}{\pi dE}|_E}{E} = \frac{1}{2\pi t} \frac{1}{\sqrt{1 - (\frac{\epsilon - E}{2t})^2}} \quad (3.6) \]

Here the normalization is such that \( \int dE D(E) = 1 \). A plot of \( D(E) \) can be found in Fig. 3.2. We see that the density of states diverges at the band edges.

![Figure 3.2: Density of states for the infinite linear tight-binding chain as defined in (3.6). The parameters were chosen \( \epsilon = 0.5, t = 1 \).](image)

Summarizing, the infinite linear tight-binding chain has an energy spectrum given by \( E(k) = \epsilon + 2t \cos(k) \), which is a cosine band between \( \epsilon - 2t \) and \( \epsilon + 2t \). All tight-binding chains can be mapped onto each other by taking \( \epsilon \) as the origin and \( t \) as the energy unit. The eigenstates are plane waves.
3.2 The half-infinite linear chain

Transport calculations need to include a model for the reservoirs source and drain. A simple, but often used model is the half-infinite tight-binding chain or bundles of them. The principle dates back to 1971, to a work by Caroli et al. [35] but is also applied nowadays, e.g. [40, 53, 121, 198].

First let us address the half-infinite chain in the same manner as the infinite chain, i.e. by considering the energy spectrum.

We define the Hamiltonian of the half-infinite chain as
\[
H = \sum_{i=1}^{\infty} \epsilon |i\rangle \langle i| + t |i\rangle \langle i+1| + \text{H.c.}
\] (3.7)

where the difference to the infinite chain is that the site index starts only at 1. For the eigenfunctions we make the ansatz
\[
|k\rangle = \sum_{j=1}^{\infty} \sin(kj) |j\rangle
\] (3.8)

which essentially is also borrowed from the case of the infinite chain. With this ansatz we can find the eigenenergies
\[
H |k\rangle = \sum_{i,j=1}^{\infty} \epsilon \sin(kj) |i\rangle \langle i|j\rangle + t \sin(kj) |i\rangle \langle i+1|j\rangle + t \sin(kj) |i+1\rangle \langle i|j\rangle
\] (3.9)

\[
= \epsilon \sum_{j=1}^{\infty} \sin(kj) |j\rangle + t \sum_{j=1}^{\infty} [\sin(kj) |j-1\rangle + \sin(kj) |j+1\rangle]
\] (3.10)

\[
= \epsilon |k\rangle + t \sum_{j=1}^{\infty} [\sin(k(j+1)) |j\rangle + \sin(k(j-1)) |j\rangle]
\] (3.11)

\[
= (\epsilon + 2t \cos(k)) |k\rangle
\] (3.12)

\[
\Rightarrow E(k) = \epsilon + 2t \cos(k)
\] (3.13)

where from the second to third row we have used 0 = \sin(k0), and from the third to fourth the addition theorem for the sine. The result is that the eigenenergy spectrum of the half-infinite chain is just the same as for the infinite chain, with the difference that \( k \in [0, \pi] \). Therefore, also the total density of states is the same. We conclude that, although the single site energies \( \epsilon \) are all the same, due to its coupling, the half-infinite chain has a continuous density of states and can thus serve as a model contact.

3.2.1 Surface Green function of the half-infinite chain

If we wish to use the half-infinite chain as a model for source and drain, we just need its surface Green function, i.e. the surface elements of its Green function. This can be seen by considering the definition of the self-energies (2.19) of source and drain. If the coupling
matrix $\tau$ links the channel only to the surface of the reservoir, only the surface Green function comes into play.

In order to obtain the surface Green function we apply the Dyson equation (2.54). Imagine the half-infinite chain divided into its surface site and the rest (i.e. another half-infinite chain). As the unperturbed system (Green function $g$) let us consider the system in which the surface site (index 1) and the rest are uncoupled, and the coupling between surface and rest as perturbation (coupling $t$ corresponds to perturbation $V$). Cf. Figure 3.3.

Figure 3.3: The half-infinite linear chain. For the calculation of the surface Green function we divide the system into site 1 and the rest, and consider the coupling $V = t$ between sites 1 and 2 as perturbation.

To the coupled system we assign the Green function $G$. The matrices have the following structure:

$$G = \begin{pmatrix} G_{11} & G_{12} & \ldots \\ G_{21} & G_{22} & \ldots \\ \vdots & \vdots & \ddots \end{pmatrix}, \quad g = \begin{pmatrix} g_{11} & 0 & 0 & \ldots \\ 0 & G_{11} & G_{12} & \ldots \\ 0 & G_{21} & G_{22} & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \quad V = \begin{pmatrix} 0 & t & 0 & \ldots \\ t & 0 & 0 & \ldots \\ 0 & 0 & 0 & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}$$

(3.14)

Here we have already included the fact that the unperturbed system from the second site on comprises just the same half-infinite chain which is our perturbed system. Then we consider the Dyson equation (2.54):

$$G = g + gVG$$

\[ \Rightarrow \begin{cases} G_{11} = g_{11} + (gVG)_{11} = g_{11} + g_{11}V_{12}G_{21} \\ G_{21} = g_{21} + g_{22}V_{21}G_{11} \end{cases} \] (3.16)

$$\Rightarrow G_{11} = g_{11} + g_{11}V_{12}g_{22}V_{21}G_{11}$$ (3.17)

$$\Rightarrow G_{11} = g_{11} + g_{11}t^2G_{11}^2$$ (3.18)

$$\Rightarrow G_{11} = \frac{1}{2t^2g_{11}} \pm \frac{1}{2t^2} \sqrt{\frac{1}{g_{11}} - 4t^2}$$ (3.19)

$$\Rightarrow G_{11} = \frac{E - \epsilon}{2t^2} \pm \frac{1}{2t^2} \sqrt{(E - \epsilon)^2 - 4t^2}$$ (3.20)

The ambiguity of the last line can be lifted by considering that $\text{Im} G(E) \leq 0$ according to (2.6). We conclude

$$\text{Im} G_{11}(E) = \begin{cases} -\frac{1}{2t^2} \sqrt{4t^2 - (E - \epsilon)^2} & \text{for } |E - \epsilon| < 2t \\ 0 & \text{else} \end{cases}$$ (3.21)

I.e. the imaginary part of the surface Green function is a negative half-circle with its center
at $\epsilon$. Using the Kramers-Kronig relation (2.57) we find

$$G_{11} = \begin{cases} \frac{E-\epsilon}{2t^2} + \frac{1}{2t^2} \sqrt{(E-\epsilon)^2 - 4t^2} & \text{for } E - \epsilon \leq -2t \\ \frac{E-\epsilon}{2t^2} - i\frac{1}{2t^2} \sqrt{4t^2 - (E-\epsilon)^2} & \text{for } |E - \epsilon| < 2t \\ \frac{E-\epsilon}{2t^2} - \frac{1}{2t^2} \sqrt{(E-\epsilon)^2 - 4t^2} & \text{for } E - \epsilon \geq 2t \end{cases}$$

(3.22)

We observe that this solution is in accordance with $G(E) \propto 1/E$ for $E \to \pm \infty$, cf. (2.49). The results are plotted in Figure 3.4.

Figure 3.4: Real and imaginary part of the surface Green function of a half-infinite linear chain as defined in (3.7). The parameters were chosen $\epsilon = 0.5$, $t = 1$.

It is instructive to compare the local density of states at the surface of the chain with the one inside the infinite chain. Whereas at the surface the density of states has a maximum in the middle of the band, in the infinite chain it has a minimum and diverges at the band edges, cf. Figure 3.5.

Figure 3.5: Local density of states for the infinite linear tight-binding chain in comparison with the density of states at the surface of the half-infinite chain.
3.2.2 An alternative way of calculation: direct back-transformation

There is an alternative way to calculate the surface Green function, which is to back-transform the eigenstates of the half-infinite chain from $k$ to real space. In spectral representation (2.49), we write the Green function of the half-infinite chain as

$$G(E) = \lim_{\eta \to 0^+} \int_0^\pi dk \frac{|k\rangle\langle k|}{E + i\eta - 2t \cos(k)}$$

(3.23)

If we consider the matrix element $\langle 1|G(E)|1 \rangle$, i.e. we perform a Fourier back-transformation, we obtain the surface Green function

$$G_{11} = \lim_{\eta \to 0^+} \int_0^\pi dk \frac{|\langle 1|k\rangle|^2}{E + i\eta - 2t \cos(k)}$$

(3.24)

$$= \lim_{\eta \to 0^+} \int_0^\pi dk \frac{2}{\pi} \frac{\sin^2(k)}{E + i\eta - 2t \cos(k)}$$

(3.25)

where we have inserted the normalized real-space eigenstates

$$|j\rangle = \sqrt{\frac{2}{\pi}} \int_0^\pi dk \sin(jk)|k\rangle$$

(3.26)

and used the normalization of the $k$-eigenstates

$$\langle k|k'\rangle = \delta(k-k')$$

(3.27)

The elliptical integral (3.25) can be solved by application of the residue theorem and integration along a half-infinite rectangle (edges are the imaginary axis, a parallel to it through $k = \pi$, the interval $[0, \pi]$ along the real axis and a parallel to it at infinity) to obtain again (3.22). Of course, it is also tabled, cf. [78]. A general treatment on infinite lattice Green functions which involves similar integrals can be found in [62, Chapter 5] which refers to [84].

3.3 Transmission through a single defect

3.3.1 Symmetrical coupling to left and right contact

Knowing the surface Green function of the half-infinite chain we can use it as reservoir for transport calculations. As the simplest example we consider the transport through a single site with energy $\epsilon_0$ coupled to the left and right half-infinite chain with a hopping term $t'$. For simpler notation we choose $\epsilon = 0$, the onsite energy of the half-infinite chains as our energy origin, and we set $t = 1$, the intra-chain coupling as our energy unit. According to (2.19), the self-energies of the chains with respect to the single site are

$$\Sigma_{L,R} = t'^2 G_{11}$$

(3.28)
The Green function of the single site reads accordingly

\[
G(E) = \frac{1}{E - \epsilon_0 - \Sigma_L - \Sigma_R}
\]

\[
= \begin{cases}
\frac{1}{E(1-t'^2)-\epsilon_0-t'^2\sqrt{E^2-1}} & \text{for } E \leq -2 \\
\frac{1}{E(1-t'^2)-\epsilon_0+it'^2\sqrt{4-E^2}} & \text{for } |E| < 2 \\
\frac{1}{E(1-t'^2)-\epsilon_0+t'^2\sqrt{E^2-4}} & \text{for } E \geq 2
\end{cases}
\]

By considering the imaginary part of this Green function, we obtain the local density of states at the defect:

\[
D(E, \epsilon_0) = -\frac{1}{\pi} \text{Im} G(E, \epsilon_0) = \begin{cases}
\frac{1}{\pi} \frac{1}{t'^4 + (\frac{1}{t'^2} - 1)(E - \frac{1}{t'^2}\epsilon_0)^2} & \text{for } |E| < 2 \\
0 & \text{else}
\end{cases}
\]

This is a Lorentzian in \(\epsilon_0\). This reflects the fact that by coupling to the contacts, the onsite energy of the defect becomes smeared out. For \(\epsilon_0 = 0\), \(t' = 1\), (3.31) is nothing but the local density of states of the infinite chain (3.6), as expected.

With the Green function (3.29) and the self-energies (3.28) we can calculate the transmission according to (2.45). As the imaginary part of \(\Sigma_{L,R}\), like the one of \(G_{11}\), is only nonzero within the band of the half-infinite chains, the transmission vanishes for all energies outside the band. This is a general feature of coherent quantum transport: Transmission is only possible for energies which lie within bands of both source and drain. Hence

\[
T(E) = \begin{cases}
\frac{t'^4}{t'^4 + (1-t'^2)(E-\epsilon_0)^2} & \text{for } |E| < 2 \\
0 & \text{else}
\end{cases}
\]

In the case of \(t' = 1\), \(\epsilon_0 = 0\) (i.e. no defect), the transmission is the window function

\[
T(E) = \begin{cases}
1 & \text{for } |E| < 2 \\
0 & \text{else}
\end{cases}
\]

Of course, this is an expected result. Without defect, the transmission has to be 1 within the tight-binding band.

Case \(t' = 1\), \(\epsilon_0 \neq 0\). The transmission function for various parameters \(\epsilon_0\), and \(t' = 1\) is plotted in Figure 3.6. We see that the single defect corresponds to a barrier: Incoming electrons are partly reflected at the defect. The maximum values of the transmission behave like a Lorentzian in the defect energy \(\epsilon_0\) for every \(E\).

Case \(\epsilon_0 = 0\), \(t' \neq 1\). In Figure 3.7 the transmission function is displayed for \(\epsilon_0 = 0\) with different values of \(t'\). We see that in this case, the transmission \(T(E)\) always has a peak at \(E = 0\), where \(T = 1\) is reached. By analyzing (3.32), we find that the transmission functions for \(t', -t'\), and \(\pm \frac{t'}{\sqrt{2t'^2-1}}\) are identical.
Figure 3.6: Transmission function for the linear chain (onsite energy $\epsilon = 0$, coupling $t = 1$ as the energy unit) without defect and with a single defect at three different energies $\epsilon_0$.

Figure 3.7: Transmission function for the linear chain without defect and with a single coupling defect with three different strengths $t'$. The onsite energy was chosen $\epsilon_0 = 0$. We observe that the transmission function is the same for $t', -t'$, and $\pm \frac{t'}{\sqrt{2t'^2 - 1}}$. $t = 1$ is our energy unit.

Case $t' \neq 1$, $\epsilon_0 \neq 0$. If the defect varies from the rest of the chain in both $t'$ and $\epsilon_0$, the transmission function loses its symmetry with respect to $E = 0$. Cf. Figure 3.8. In Figure 3.8 we observe that depending on the onsite energy $\epsilon_0$ of the defect, there is an energy $E$ for which $T = 1$, or not. The condition is that the second term in the denominator of (3.32) vanishes for $E$ inside the band:

\[(1 - t'^2) E - \epsilon_0 = 0 \quad \land \quad |E| < 2\]  

(3.34)

It cannot be fulfilled if

\[|\epsilon_0| > 2|1 - t'^2|\]  

(3.35)

Thus for defect energies given by this formula, no resonant tunneling is possible.
3.3 Transmission through a single defect

Figure 3.8: Transmission function for the linear chain without defect and with a single defect at different energies $\varepsilon_0$ coupled with $t'^2 = 8$, $t = 1$.

3.3.2 Different couplings to left and right contact

Now, let us study the single defect coupled by $t_L$ to the left and $t_R$ to the right half-infinite chain. Like before, for simplification of the notation we choose $\varepsilon = 0$ to be the origin of the energy scale and $t = 1$ its unit. Then the transmission function reads

$$T(E) = \frac{t^2 L^2}{(t^2 + t^2_R)^2 + \left(1 - \frac{t^2_L + t^2_R}{2}\right) E - \varepsilon_0}^2$$ (3.36)

Some examples are plotted in Figure 3.9.

Figure 3.9: Transmission function for the linear chain with a single asymmetric defect. For the chosen parameters see the legend.

We see that here, $\frac{t^2 + t'^2}{2}$ plays the same role like $t'^2$ in the case discussed before (cf. (3.32)), i.e. maximum transmission is reached for $E = \frac{\varepsilon_0}{1 - \frac{t^2_L + t^2_R}{2}}$, yet the value of the maximum is
given by \( T = \frac{4t^2_i t^2_f}{(t^2_L + t^2_R)} \). It is only \( T = 1 \) for \( t_L = \pm t_R \).

### 3.4 The alternating chain

The alternating chain is composed of two types of sites (onsite energies \( \epsilon \) and \(-\epsilon\)) which are coupled by the parameters \( t \) and \( \bar{t} \), cf. Figure 3.10.

![Figure 3.10: The infinite alternating chain.](image)

The Hamiltonian is

\[
H = \sum_{i=\infty}^{\infty} \epsilon \left| i, 1 \right\rangle \left\langle i, 1 \right| - \left| i, 2 \right\rangle \left\langle i, 2 \right| + [t \left| i, 1 \right\rangle \left\langle i, 2 \right| + \bar{t} \left| i, 2 \right\rangle \left\langle i + 1, 1 \right| + \text{H.c.}] \quad (3.37)
\]

By a Fourier transformation we obtain the equivalent notation

\[
H = \sum_k \epsilon \left| k, 1 \right\rangle \left\langle k, 1 \right| - \left| k, 2 \right\rangle \left\langle k, 2 \right| + \left[ t + \bar{t} e^{ik} \right] \left| k, 1 \right\rangle \left\langle k, 2 \right| + \text{H.c.} \quad (3.38)
\]

We see that a Fourier transform alone does not diagonalize \( H \). Yet, we obtain a simpler \( 2 \times 2 \) eigensystem problem

\[
\begin{pmatrix}
\epsilon & t + \bar{t} e^{ik} \\
\bar{t} e^{-ik} & -\epsilon
\end{pmatrix}
\begin{pmatrix}
\left| k, 1 \right\rangle \\
\left| k, 2 \right\rangle
\end{pmatrix} = E(k)
\begin{pmatrix}
\left| k, 1 \right\rangle \\
\left| k, 2 \right\rangle
\end{pmatrix} \quad (3.39)
\]

which has the eigenenergies

\[
E_\pm(k) = \pm \sqrt{\epsilon^2 + t^2 + \bar{t}^2 + 2t\bar{t} \cos(k)}
\]

\[
= \pm \sqrt{\Delta^2 + 4t\bar{t} \cos^2 \left( \frac{k}{2} \right)} \quad (3.40)
\]

where

\[
2\Delta \equiv 2\sqrt{\epsilon^2 + (t - \bar{t})^2} \quad (3.41)
\]

is the band gap between \( E_+(k) \) and \( E_-(k) \). An example band structure is plotted in Figure 3.11.

Thus the diagonalized Hamiltonian reads

\[
H = \sum_k E_+(k) \left| k, 1 \right\rangle \left\langle k, 1 \right| + E_-(k) \left| k, 2 \right\rangle \left\langle k, 2 \right| \quad (3.42)
\]
3.5 The double chain

Now let us advance to quasi-linear systems and consider the infinite and half-infinite double chain and the transmission through defects in this kind of system.

3.5.1 Hamiltonian and its diagonalization

Like in the case of the linear chain we model the infinite double chain by a tight-binding Hamiltonian.

$$H = \sum_{i=-\infty}^{\infty} [ |i, 1 \rangle \langle i + 1, 1| + |i, 2 \rangle \langle i + 1, 2| + t |i, 1 \rangle \langle i, 2| + \text{H.c.} ]$$  \hspace{1cm} (3.45)

The first entry ($i$ or $i+1$) of the state vector denotes the position parallel to the chain, the second entry 1 (or 2) denotes lower (or upper) chain. In the definition we have chosen $\epsilon = 0$ for the onsite energies and taken the coupling $t_0 = 1$ along the chain as our energy unit. The Hamiltonian of the half-infinite double chain is just the same, with the only difference

Figure 3.11: Bands $E(k)$ for the alternating chain with the parameters $\epsilon = 1$, $t = 1$, $\bar{t} = 0.5$. The band gap is $2\Delta = 2\sqrt{\epsilon^2 + (t - \bar{t})^2} = 2.23$. 

with

$$|k, 1'\rangle = \frac{1}{\sqrt{2}} \left[ \left( 1 - \frac{\epsilon}{\epsilon + E_+(k)} \right) |k, 1\rangle + \left( 1 - \frac{\epsilon}{\epsilon + E_+(k)} \right) \frac{E_+(k) - \epsilon}{E_+^2(k)} e^{ik} |k, 2\rangle \right]$$ \hspace{1cm} (3.43)

$$|k, 2'\rangle = \frac{1}{\sqrt{2}} \left[ \left( 1 + \frac{\epsilon}{\epsilon - E_-(k)} \right) |k, 1\rangle + \left( 1 + \frac{\epsilon}{\epsilon - E_-(k)} \right) \frac{E_-(k) - \epsilon}{E_-^2(k)} e^{ik} |k, 2\rangle \right]$$ \hspace{1cm} (3.44)

An alternative notation of the transformation can be found in [31].
(a) Infinite double chain  
(b) Half-infinite double chain

Figure 3.12: Infinite and half-infinite double chains. Like in the linear case, the surface Green function of the half-infinite double chain can be calculated by the Dyson equation.

that the summation over \( i \) has to start at 1. Pictures of the infinite and half-infinite double chain can be found in Figure 3.12.

Like in the linear case we look for the eigenvectors of the infinite double chain. First we use the transformation into symmetric (1') and antisymmetric (2') superpositions of the upper and lower chain states:

\[
\begin{align*}
|i, 1'\rangle &= \frac{1}{\sqrt{2}} (|i, 1\rangle + |i, 2\rangle) \\
|i, 2'\rangle &= \frac{1}{\sqrt{2}} (|i, 1\rangle - |i, 2\rangle)
\end{align*}
\]

We obtain the Hamiltonian in the new basis

\[
H = \sum_i |i, 1'\rangle \langle i + 1, 1'| + |i + 1, 1'\rangle \langle i, 1'| + t |i, 1'\rangle \langle i, 1'| \\
+ \sum_i |i, 2'\rangle \langle i + 1, 2'| + |i + 1, 2'\rangle \langle i, 2'| - t |i, 2'\rangle \langle i, 2'|
\]

which we recognize as the sum of two independent linear chain Hamiltonians (cf. (3.1) with \( t \to 1 \)). Fourier transformations just like in the case of the linear chain lead to the eigenenergies

\[
E_{\pm}(k) = \pm t + 2 \cos(k)
\]

where + stems from the symmetric and − from the antisymmetric states.\(^3\) Thus we have two energy bands, split by the tunnel splitting \( 2t \). If \( |t| > 2 \), we obtain two separate bands without overlap.

Also the local density of states is a linear combination of the one of the linear chain.

\[
D(E) = \frac{dk}{\pi dE} \bigg|_E = \frac{1}{4\pi} \frac{1}{\sqrt{1 - \left(\frac{E}{2}\right)^2}} + \frac{1}{4\pi} \frac{1}{\sqrt{1 - \left(\frac{E}{2}\right)^2}}
\]

It is displayed in Figure 3.13.

In the DOS we can clearly recognize the underlying single-chain DOS and Van-Hove singularities at the band edges. It is interesting to see the similarity with the DOS of a single-walled carbon nanotube as calculated by [42], which is displayed in Figure 3.14.

\(^3\)Note that \( t \) itself is a signed quantity, cf. the discussion in Footnote 2 on page 15.
3.5 The double chain

Figure 3.13: Density of states for the infinite double chain as defined in (3.49). The parameter $t = 0.5$ determines the relative shift of the single-chain DOSs: The relative shift between the symmetric (red) and antisymmetric (green) chain is $2t$.

Figure 3.14: Density of states of a single-walled (7,1) carbon nanotube calculated by a tight-binding method, taken from [42]. It shows interesting similarity with the DOS of the double chain.

3.5.2 Surface Green function of the half-infinite double chain

Like in the case of the single chain, we can calculate the surface Green function of the half-infinite double chain with help of the Dyson equation, cf. (3.15)–(3.22). Again, the half-infinite chain is split into its surface and the rest, coupled by the interaction $V$ to form the total system, cf. Figure 3.12.

Again we write

$$\hat{G} = \hat{g} + \hat{g}\hat{V}\hat{G}$$

(3.50)

where $\hat{g}$ is the Green function of the unperturbed and $\hat{G}$ of the perturbed system. Because of the fact that the unperturbed system, starting from the second site is the same like the perturbed, we can write

$$\hat{g} = \begin{pmatrix} \hat{g}_{11} & 0 & 0 & \cdots \\ 0 & \hat{G}_{11} & \hat{G}_{12} & \cdots \\ 0 & \hat{G}_{21} & \hat{G}_{22} & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}$$

$$\hat{V} = \begin{pmatrix} 0 & \hat{\imath} & 0 & \cdots \\ \hat{\imath}^+ & 0 & 0 & \cdots \\ 0 & 0 & 0 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}$$

(3.51)
where all entries in (3.51) are $2 \times 2$ matrices (for clarity they wear hats), i.e.

$$
\hat{g}_{11} \equiv \begin{pmatrix} E & -t \\ -t & E \end{pmatrix}^{-1} = \frac{1}{E^2 - t^2} \begin{pmatrix} E & t \\ t & E \end{pmatrix}
$$

(3.52)

and

$$
\hat{t} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
$$

(3.53)

Now for the $(1,1)$ components of the Green function we find just like for the single chain

$$
\hat{G}_{11} = \hat{g}_{11} + \hat{g}_{11} \hat{t} \hat{G}_{11} \hat{t} \hat{G}_{11} = \hat{g}_{11} + \hat{g}_{11} \hat{t} \hat{G}_{11} \hat{t} \hat{G}_{11}
$$

(3.54)

where the difference is that $\hat{G}_{11}$, $\hat{g}_{11}$, and $\hat{t}$ are matrices and thus (3.54) a quadratic matrix equation. A systematic description of how to solve this kind of equations analytically and numerically can be found in [82, 83, 180]. An iterative solution, the so-called decimation technique, is used in Section 3.8. Yet in our case, we can solve (3.54) without an advanced formalism. We begin by writing (3.54) in components.

$$
\begin{pmatrix} G_{1111} & G_{1112} \\ G_{1121} & G_{1122} \end{pmatrix} - \frac{1}{E^2 - t^2} \begin{pmatrix} E & t \\ t & E \end{pmatrix} \begin{pmatrix} G_{1111} & G_{1112} \\ G_{1121} & G_{1122} \end{pmatrix}^2 = \frac{1}{E^2 - t^2} \begin{pmatrix} E & t \\ t & E \end{pmatrix}
$$

(3.55)

As the upper and lower chain are symmetric, also the corresponding Green function elements have to be the same. Thus we can simplify (3.55) using the notation

$$
G_1 \equiv G_{1111} = G_{1122}
$$

(3.56)

$$
G_2 \equiv G_{1121} = G_{1112}
$$

(3.57)

to obtain the nonlinear (quadratic) system of equations

$$
\begin{align*}
G_1 - \frac{1}{E^2 - t^2} \left( E \left( G_1^2 + G_2^2 \right) + 2tG_1G_2 \right) &= \frac{E}{E^2 - t^2} \\
G_2 - \frac{1}{E^2 - t^2} \left( 2EG_1G_2 + t \left( G_1^2 + G_2^2 \right) \right) &= \frac{E}{E^2 - t^2}
\end{align*}
$$

(1) (2)

(3.58)

which can be simplified by considering $(1) \times E - (2) \times t$ and $(1) \times t - (2) \times E$:

$$
\begin{align*}
EG_1 - tG_2 - \left( G_1^2 + G_2^2 \right) &= 1 \\
tG_1 - EG_2 + 2G_1G_2 &= 0
\end{align*}
$$

(3.59)

We obtain the solutions of (3.59) by MATHEMATICA:

$$
\begin{align*}
G_1 &= \frac{E}{2} \pm \frac{tE}{\sqrt{2\sqrt{-4+E^2+t^2+\sqrt{(E^2-t^2-4)^2-16t^2}}}} \\
G_2 &= -\frac{t}{2} \pm \frac{\sqrt{2}}{4} \sqrt{-4+E^2+t^2 \pm \sqrt{(E^2-t^2-4)^2-16t^2}}
\end{align*}
$$

(3.60)

These are four solutions, $\{G_{1,+,+}, G_{2,+,+}\}$ through $\{G_{1,-,-}, G_{2,-,-}\}$.\(^4\) Out of the four mathematically possible solutions, for every energy $E$ only one is physical. Like in the case of the single chain, the requirement of a nonnegative local density of states $\text{Im} G_1 \leq 0$.

\(^4\)The first sign in $G_1$ being “+” requires the first sign in $G_2$ to be “-”, whereas the second signs have to be chosen equal.
cf. (2.6)), the normalization of the local density of states \(-\frac{1}{\pi} \int_{-\infty}^{\infty} dE \text{Im} G_1(E) = 1\) and the Kramers-Kronig relation (cf. (2.58)) lead to the physical solution (for \(t \in [0, 2]\))

\[
\begin{align*}
G_1 &= \frac{E}{2} + \frac{1}{4} \times \\
& \quad \left\{ \begin{array}{l}
\sqrt{(E-t)^2-4} + \sqrt{(E+t)^2-4} & E < -2 - t \\
\sqrt{(E-t)^2-4} - i\sqrt{4 - (E+t)^2} & -2 - t \leq E \leq -2 + t \\
-i\sqrt{4 - (E-t)^2} - i\sqrt{4 - (E+t)^2} & -2 + t < E < 2 - t \\
-\sqrt{(E+t)^2-4} - i\sqrt{4 - (E-t)^2} & 2 - t \leq E \leq 2 + t \\
-\sqrt{(E+t)^2-4} + i\sqrt{(E-t)^2-4} & 2 + t < E 
\end{array} \right. \\
\end{align*}
\]

\[
G_2 = -\frac{t}{2} + \frac{1}{4} \times \\
\left\{ \begin{array}{l}
\sqrt{(E-t)^2-4} - \sqrt{(E+t)^2-4} & E < -2 - t \\
\sqrt{(E-t)^2-4} + i\sqrt{4 - (E+t)^2} & -2 - t \leq E \leq -2 + t \\
-i\sqrt{4 - (E-t)^2} + i\sqrt{4 - (E+t)^2} & -2 + t < E < 2 - t \\
-\sqrt{(E+t)^2-4} + i\sqrt{4 - (E-t)^2} & 2 - t \leq E \leq 2 + t \\
\sqrt{(E+t)^2-4} - i\sqrt{(E-t)^2-4} & 2 + t < E 
\end{array} \right. 
\]

\[(3.61)\]

For \(t \in [2, \infty)\) the solution has the following form

\[
\begin{align*}
G_1 &= \frac{E}{2} + \frac{1}{4} \times \\
& \quad \left\{ \begin{array}{l}
\sqrt{(E-t)^2-4} + \sqrt{(E+t)^2-4} & E < -2 - t \\
\sqrt{(E-t)^2-4} - i\sqrt{4 - (E+t)^2} & -2 - t \leq E \leq -t + 2 \\
\sqrt{(E-t)^2-4} + i\sqrt{4 - (E+t)^2} & -t + 2 < E < t - 2 \\
-i\sqrt{4 - (E-t)^2} - i\sqrt{4 - (E+t)^2} & t - 2 \leq E \leq t + 2 \\
-\sqrt{(E+t)^2-4} - i\sqrt{(E-t)^2-4} & 2 + t < E 
\end{array} \right. \\
\end{align*}
\]

\[
G_2 = -\frac{t}{2} + \frac{1}{4} \times \\
\left\{ \begin{array}{l}
\sqrt{(E-t)^2-4} - \sqrt{(E+t)^2-4} & E < -2 - t \\
\sqrt{(E-t)^2-4} + i\sqrt{4 - (E+t)^2} & -2 - t \leq E \leq -t + 2 \\
-i\sqrt{4 - (E-t)^2} + i\sqrt{4 - (E+t)^2} & -t + 2 < E < t - 2 \\
-\sqrt{(E+t)^2-4} + i\sqrt{4 - (E-t)^2} & 2 - t \leq E \leq t + 2 \\
\sqrt{(E+t)^2-4} - i\sqrt{(E-t)^2-4} & 2 + t < E 
\end{array} \right. 
\]

\[(3.62)\]

The surface Green functions \(G_1(E)\) and \(G_2(E)\) for \(t \in [0, 2]\) and \(t \in [2, \infty)\) are plotted in Figures 3.15 through 3.18, respectively.

By comparison of the surface Green functions of the double chain, (3.61) and (3.62), with the one of the single chain (3.22), we find that, like the Hamiltonian, \(G_{\text{double chain}}\) is the sum of two \(G_{\text{single chain}}\) which are shifted by the tunnel splitting \(2t\) in energy. In detail: If \(g_1(E)\) is the surface Green function for a single chain shifted up in energy by \(t\) and \(g_2(E)\)
Figure 3.15: Real and imaginary part of the surface Green function $G_1$ of a half-infinite double chain for $t = 0.5 \in [0, 2]$.

Figure 3.16: Real and imaginary part of the surface Green function $G_1$ of a half-infinite double chain for $t = 3 \in [2, \infty)$.

is the one shifted down in energy by $-t$, i.e.

$$g_1(E) = \frac{E - t}{2} + \frac{1}{2} \begin{cases} \sqrt{(E - t)^2 - 4} & E - t \leq -2 \\ -i \sqrt{4 - (E - t)^2} & |E - t| < 2 \\ -\sqrt{(E - t)^2 - 4} & E - t \geq 2 \end{cases}$$

$$g_2(E) = \frac{E + t}{2} + \frac{1}{2} \begin{cases} \sqrt{(E + t)^2 - 4} & E + t \leq -2 \\ -i \sqrt{4 - (E + t)^2} & |E + t| < 2 \\ -\sqrt{(E + t)^2 - 4} & E + t \geq 2 \end{cases}$$

(3.63) (3.64)
then the surface Green function of the double chain is composed of

\[ G_1 = \frac{g_1 + g_2}{2} \quad \text{and} \quad G_2 = \frac{g_1 - g_2}{2} \]

These relations hold independently of the value of \( t \). This is a natural consequence of the base transformation (3.46) which we used for finding the eigenenergies of the double chain Hamiltonian. We will revisit this point in Section 3.7.1, where we discuss the surface Green functions for \( n \)-tuple chains.
3.6 The triple chain

In analogy with the double chain we define the infinite triple chain in the following way.

\[
H = \sum_{i=\infty}^{\infty} \left[ |i, 1\rangle \langle i + 1, 1| + |i, 2\rangle \langle i + 1, 2| + |i, 3\rangle \langle i + 1, 3| + t |i, 1\rangle \langle i, 2| + t |i, 2\rangle \langle i, 3| + \text{H.c.} \right]
\]

(3.67)

The Hamiltonian for the half-infinite triple chain is obtained by summing \(i = 1 \ldots \infty\) instead of \(i = -\infty \ldots \infty\).

Again we diagonalize by a base transformation

\[
\begin{align*}
|i, 1'\rangle &= \frac{1}{\sqrt{2}} |i, 1\rangle + \frac{1}{\sqrt{2}} |i, 2\rangle + \frac{1}{\sqrt{2}} |i, 3\rangle \\
|i, 2'\rangle &= \frac{1}{\sqrt{2}} |i, 1\rangle - \frac{1}{\sqrt{2}} |i, 3\rangle \\
|i, 3'\rangle &= \frac{1}{\sqrt{2}} |i, 1\rangle - \frac{1}{\sqrt{2}} |i, 2\rangle + \frac{1}{\sqrt{2}} |i, 3\rangle
\end{align*}
\]

\(\Leftrightarrow\)

\[
\begin{align*}
|i, 1\rangle &= \frac{1}{\sqrt{2}} |i, 1'\rangle + \frac{1}{\sqrt{2}} |i, 2'\rangle + \frac{1}{\sqrt{2}} |i, 3'\rangle \\
|i, 2\rangle &= \frac{1}{\sqrt{2}} |i, 1'\rangle - \frac{1}{\sqrt{2}} |i, 3'\rangle \\
|i, 3\rangle &= \frac{1}{\sqrt{2}} |i, 1'\rangle - \frac{1}{\sqrt{2}} |i, 2'\rangle + \frac{1}{\sqrt{2}} |i, 3'\rangle
\end{align*}
\]

(3.68)

and obtain the transformed Hamiltonian

\[
H = \sum_i t\sqrt{2} |i, 1'\rangle \langle i, 1'| + |i, 1'\rangle \langle i + 1, 1'| + \text{H.c.}
+ \sum_i |i, 2'\rangle \langle i + 1, 2'| + \text{H.c.}
+ \sum_i (-t\sqrt{2}) |i, 3'\rangle \langle i, 3'| + |i, 3'\rangle \langle i + 1, 3'| + \text{H.c.}
\]

(3.69)

which we identify as the sum of three independent single chain Hamiltonians (cf. (3.1)), shifted by the energies \(+t\sqrt{2}, 0,\) and \(-t\sqrt{2},\) respectively.

The eigenenergy spectrum and DOS are analogous to the ones of the double chain, cf. (3.48), (3.49), and Figure 3.13.

3.7 The \(n\)-tuple chain and the 2d tight-binding grid

What we have learnt from the considerations of the double and triple chain can be generalized for the \(n\)-tuple chain. The \(n\)-tuple chain Hamiltonian is

\[
H = \sum_{i=-\infty}^{\infty} \sum_{j=1}^{n} |i, j\rangle \langle i + 1, j| + \text{H.c.} + t \sum_{i=-\infty}^{\infty} \sum_{j=1}^{n-1} |i, j\rangle \langle i, j + 1| + \text{H.c.}
\]

(3.70)

It can be diagonalized by the base transformation

\[
|i, j\rangle = \sum_{j'=1}^{n} \sqrt{\frac{2}{n+1}} \sin\left(\frac{j'\pi}{n+1}\right) |i, j\rangle \quad \Leftrightarrow \quad |i, j\rangle = \sum_{j'=1}^{n} \sqrt{\frac{2}{n+1}} \sin\left(\frac{j\pi}{n+1}\right) |i, j'\rangle
\]

(3.71)
and we obtain

\[ H = \sum_{i=-\infty}^{\infty} \sum_{j'=1}^{n} 2t \cos\left(\frac{j'\pi}{n+1}\right) |i,j\rangle \langle i,j' | + |i,j\rangle \langle i+1,j' | + \text{H.c.} \]  

(3.72)

Thus the \( n \)-tuple chain decomposes into \( n \) single chains which are shifted in energy by \( 2t \cos\left(\frac{j\pi}{n+1}\right) \).

Having found the diagonalized Hamiltonian for the \( n \)-tuple chain we can proceed to write down its local density of states, which is nothing but the sum of shifted single-chain LDOS. Recalling (3.6) we find

\[
D_{n\text{-tuple}}(E) = \begin{cases} 
\frac{1}{2\pi n} \sum_{j=1}^{n} \frac{1}{\sqrt{1-(\frac{E}{2}-t \cos(\frac{\pi}{n+1}))^2}} & |E| < 2 + 2|t| \cos(\frac{\pi}{n+1}) \\
0 & \text{else}
\end{cases}
\]  

(3.73)

Here, only the summands with positive radicand are taken into account (only they appear in the imaginary part of \( G \)). For \( n \to \infty \) (i.e. an infinite 2d tight-binding grid) the LDOS converts into the integral

\[
D_{2d}(E) = \begin{cases} 
\frac{1}{2\pi} \int_{0}^{\frac{\pi}{2}} \frac{dj}{\sqrt{1-(\frac{E}{2}-t \cos(j))^2}} & |E| < 2 + 2|t| \\
0 & \text{else}
\end{cases}
\]  

(3.74)

For \( n = 10 \) and \( n = \infty \), the LDOS is plotted in Figure 3.19. Interestingly, the Van-Hove singularities of the individual chains vanish all but the one in the middle of the band. At the band edges, there is a finite discontinuity. These feature of two-dimensional crystals were already derived in 1953 in the original paper by Van Hove [181].

The Green function and DOS of a two-dimensional tight-binding grid (derived in a completely different way) can also be found in [62, Section 5.3.2].

### 3.7.1 Surface Green functions for \( n \)-tuple chains

Now that we have found a way to diagonalize the \( n \)-tuple chain Hamiltonian we can revisit the problem of the surface Green functions, cf. Section 3.5.2. In order to obtain the surface Green function we had to solve (3.54), a quadratic matrix equation. Now let us reconsider the equation:

\[ \hat{G}_{11} = \hat{g}_{11} + \hat{g}_{11} \hat{G}^2_{11} \]  

(3.75)

where we have taken into account that \( \hat{t} \) in (3.54) is the unit matrix.

Now \( g_{11} \) is the Green function of the surface Hamiltonian \( H_{11} \). Then, the surface Hamiltonian reads

\[
H_{11} = \begin{pmatrix}
0 & t & 0 & \ldots & 0 \\
t & 0 & t & & \\
0 & t & 0 & \ddots & \\
\vdots & \ddots & \ddots & \ddots & t \\
0 & & & t & 0
\end{pmatrix}
\]  

(3.76)
Figure 3.19: Local density of states within a 10-tuple chain and in a 2d tight-binding grid. The integral for the 2d grid, Equation (3.74), was evaluated numerically by Maple. In both cases, \( t = 1 \). For \( n = \infty \), the LDOS has a pole at \( E = 0 \) and is discontinuous at the band edges, where it jumps from 0 to \( \frac{1}{4\pi} \).

We have seen that this matrix has the diagonal form

\[
H'_{11} = \begin{pmatrix}
2t \cos\left(\frac{1\pi}{n+1}\right) & 2t \cos\left(\frac{2\pi}{n+1}\right) & \cdots \\
2t \cos\left(\frac{2\pi}{n+1}\right) & \cdots & \\
\cdots & \cdots & 2t \cos\left(\frac{n\pi}{n+1}\right)
\end{pmatrix}
\]

which is mediated by the base transformation

\[
H_{11} = U H'_{11} U^+ \quad \text{where} \quad U = \sqrt{\frac{2}{n + 1}} \begin{pmatrix}
\sin\left(\frac{1\pi}{n+1}\right) & \sin\left(\frac{2\pi}{n+1}\right) & \cdots & \sin\left(\frac{n\pi}{n+1}\right) \\
\sin\left(\frac{2\pi}{n+1}\right) & \cdots & \cdots & \sin\left(\frac{2n\pi}{n+1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\sin\left(\frac{n\pi}{n+1}\right) & \sin\left(\frac{2n\pi}{n+1}\right) & \cdots & \sin\left(\frac{n^2\pi}{n+1}\right)
\end{pmatrix}
\]

In the same basis, by (2.49) also \( g_{11} \) is diagonal:\(^5\)

\[
g' = \begin{pmatrix}
\frac{1}{E - 2t \cos\left(\frac{1\pi}{n+1}\right)} & & \\
& \frac{1}{E - 2t \cos\left(\frac{2\pi}{n+1}\right)} & \\
& & \cdots \\
& & & \frac{1}{E - 2t \cos\left(\frac{n\pi}{n+1}\right)}
\end{pmatrix}
\]

Therefore, (3.75) has a diagonal solution in the eigenbasis of \( H_{11} \), namely

\[
G'_{jj} = \frac{1}{2g'_{jj}} \pm \sqrt{-1 + \frac{1}{4g'^2_{jj}}} = \frac{E - 2t \cos\left(\frac{j\pi}{n+1}\right)}{2} \pm \frac{1}{2} \sqrt{\left(\frac{E - 2t \cos\left(\frac{j\pi}{n+1}\right)}{2}\right)^2 - 4}
\]

\(^5\)For clarity, in the following we drop the index 11.
3.7 The \(n\)-tuple chain and the 2d tight-binding grid

By comparing with (3.22) we find that the correct sign in front of the square root in (3.80) is

\[
\pm = \begin{cases} 
+ & \text{for } E - 2t \cos \left( \frac{j\pi}{n+1} \right) \leq -2 \\
- & \text{for } -2 < E - 2t \cos \left( \frac{j\pi}{n+1} \right) < 2 \\
- & \text{for } E - 2t \cos \left( \frac{j\pi}{n+1} \right) \geq 2 
\end{cases}
\]

(3.81)

Here the “sign \(-i\)” requires the radicand to be multiplied by \(-1\).

Back transformation yields the surface Green function in the original basis

\[
G_{ik} = \frac{2}{n+1} \sum_{j=1}^{n} \sin \left( \frac{ij\pi}{n+1} \right) \sin \left( \frac{j\pi}{n+1} \right) G'_{jj}
\]

(3.82)

These are the surface Green functions which we need for the calculation of self-energies in transmission problems.

With help of the surface Green function we can analyze how the density of states is distributed along the edge of a chain bundle. In Figure 3.20, the local density of states along the end of a bundle of 11 chains is shown.

Figure 3.20: Local density of states along the end of an 11-tuple chain for three different energies within the band, using \(t = 1\). Note the different scales. We observe that as we go to the band edges \((E \rightarrow \pm 4)\), the LDOS gets concentrated in the middle of the chain bundle.

3.7.2 Transmission through defects: symmetry effects

The diagonalization of the double chain was done by a symmetric and an antisymmetric linear combination of the original base states, cf. (3.46). The symmetry of the eigenstates of the chain is also reflected in the transmission through defects which depends on the symmetry of the coupling to the left and right chains. We will discuss this using four examples.
For the calculation of the examples, we need the transmission formula (2.45), the definition of the self-energy (2.19), and the surface Green functions of double and triple chain, which here we denote as $G_{d,ij}$ and $G_{t,ij}$, defined in (3.80)–(3.82).

### 3.7.2.1 Example 1: symmetrically coupled single defect

Here we calculate the transmission through a symmetrically coupled defect (onsite energy $\epsilon$, coupling matrix elements $t_l = t_r$) between two identical half-infinite double chains as defined in (3.45), see Figure 3.21

![Figure 3.21: A symmetrically coupled defect between two identical half-infinite double chains.](image)

The Green function of the defect is

$$G(E) = \frac{1}{E - \epsilon - \Sigma_L - \Sigma_R} \quad (3.83)$$

where

$$\Sigma_L = \hat{t}_L \hat{G}_{LL} \hat{t}_L^+ = (t_l \ t_l) \begin{pmatrix} G_{d,11} & G_{d,12} \\ G_{d,21} & G_{d,22} \end{pmatrix} \begin{pmatrix} t_l \\ t_l \end{pmatrix}$$

and the analogous $\Sigma_R$ are the self-energies due to the coupling to the left and right double chain.

We find

$$T(E) = \begin{cases} \frac{4t_l^4(1-(E-t)^2)}{(E(1-2t_l^2)-(E-t)^2)^2+4t_l^4(1-(E-t)^2)} & |E-t| < 2 \\ 0 & \text{else} \end{cases} \quad (3.85)$$

which for $\epsilon = t$ and $t_l = t_r = \frac{1}{\sqrt{2}}$ simplifies to

$$T(E) = \begin{cases} \frac{1}{4} & |E-t| < 2 \\ 0 & \text{else} \end{cases} \quad (3.86)$$

We recognize this as the window function we know from the single chain without defect (3.33) shifted by the energy $+t$.

The explanation is the following. As the coupling is symmetric, only the symmetric band of the double chain (which is shifted in energy by $+t$) carries transmitting states. If now the defect matches the energy of the symmetric band ($\epsilon = t$) and the coupling to left and right contact is equivalent to the coupling along the chain ($2t_l^2 = 1$), effectively there is no defect in the symmetric band of the double chain.
3.7.2.2 Example 2: antisymmetrically-symmetrically coupled single defect

Now we consider the situation where the defect is coupled antisymmetrically to the left double chain and symmetrically to the right double chain, cf. Figure 3.22.

Figure 3.22: A defect coupled antisymmetrically to the left, and symmetrically to the right half-infinite double chain.

The different couplings lead to different self energies: $\Sigma_R$ is just like in example 1, whereas

$$
\Sigma_L = i_L \hat{G}_{LL}^+ i_L^\dagger \\
= (t_l \quad -t_l) \begin{pmatrix} G_{d,11} & G_{d,12} \\
G_{d,21} & G_{d,22} \end{pmatrix} \begin{pmatrix} t_l \quad -t_l \end{pmatrix}
$$

$$
= 2t_l^2 (G_{d,11} - G_{d,12}) = 2t_l^2 G'_{d,12}
$$

With $t_l = t_r$ this leads to the transmission

$$
T(E) = \begin{cases} 
\frac{4t^2_l \sqrt{4-(E-t)^2} \sqrt{4-(E+t)^2}}{(E(1-2t_l^2)-\epsilon)^2 + t^4_l (\sqrt{4-(E-t)^2} + \sqrt{4-(E+t)^2})^2} & |E - t| < 2 \land |E + t| < 2 \\
0 & \text{else}
\end{cases}
$$

We see that there is transmission only for energies which belong to both the symmetric and the antisymmetric double chain band. If the parameter $|t| > 2$, there is no overlap between the bands, and hence there is no transmission.

An example where there is a band overlap is plotted in Figure 3.23.

3.7.2.3 Example 3: defect coupled to double and triple chain

As the third example we consider a defect (onsite energy 0) between a double and a triple chain. The double chain shall have a shift in energy by $\epsilon$. To the left, the defect is coupled antisymmetrically to the double chain (coupling energy $t_l$), to the right it is connected to the first and the third strand of the triple chain in an antisymmetric way (coupling energy $t_r$), cf. Figure 3.24.

In this situation, the self-energy $\Sigma_L$ is just like in example 2, and

$$
\Sigma_R = i_R \hat{G}_{RR}^+ i_R^\dagger \\
= (t_r \quad 0 \quad -t_r) \begin{pmatrix} G_{t,11} & G_{t,12} & G_{t,13} \\
G_{t,21} & G_{t,22} & G_{t,23} \\
G_{t,31} & G_{t,32} & G_{t,33} \end{pmatrix} \begin{pmatrix} t_r \quad 0 \quad -t_r \end{pmatrix}
$$

$$
= t_r^2 (G_{t,11} - 2G_{t,13} + G_{t,33}) = 2t_r^2 G'_{t,22}
$$
The parameters are $t = 1$, $t_l = t_r = \frac{1}{\sqrt{2}}$ and $\epsilon = 0$. Only where the symmetric and antisymmetric double chain bands overlap, there is transmission.

Thus the transmission is

$$T(E) = \begin{cases} \frac{4t_l^2 t_r^2 \sqrt{4 - (E - \epsilon + t)^2} \sqrt{4 - E^2}}{\left( (E - t_l^2 - t_r^2) - t_l^2 t_r^2 \epsilon \right)^2 + (t_l^2 \sqrt{4 - (E - \epsilon + t)^2} + t_r^2 \sqrt{4 - E^2})^2} & |E - \epsilon + t| < 2 \land |E| < 2 \\ 0 & \text{else} \end{cases}$$

(3.90)

We observe that for $\epsilon = t$, $t_l = \frac{1}{\sqrt{2}}$ and $t_r = \frac{1}{\sqrt{2}}$, we obtain again the window function

$$T(E) = \begin{cases} 1 & |E| < 2 \\ 0 & \text{else} \end{cases}$$

(3.91)

like in the single chain without defect.

The explanation is the following. With the energy shift $\epsilon$ we align the antisymmetric band of the double chain with the second band (antisymmetric coupling of first and third chain) of the triple chain. Both bands are centered at 0, the onsite energy of the defect. By choosing $2t_l^2 = 2t_r^2 = 1$, the effective coupling across the defect (cf. $\Sigma_L$ and $\Sigma_R$) becomes the same like within the chains.
3.7.2.4 Example 4: double defects between double chain

As the final example we study a double defect between two double chains with parameters $\epsilon = 0$ and $t = 1$, cf. Figure 3.25. Let the defect onsite energies be $\epsilon_1$ and $\epsilon_2$, the intra-defect coupling $t_d$, and the couplings to left and right $t_{l,11}$ through $t_{r,22}$.

![Figure 3.25: A double defect coupled to half-infinite double chains to left and right.](image)

As the first configuration we consider $\epsilon_1 = \epsilon_2 = 0$, $t_{l,11} = t_{r,11} = t_{l,22} = t_{r,22} = t_d = 1$, $t_{l,12} = t_{l,21} = t_{r,12} = t_{r,21} = 0$. In this case, the “defect” in fact is just another chain segment, and as there is no defect, we expect perfect transmission within the bands. The transmission function is displayed in Figure 3.26 as “configuration 1”.

![Figure 3.26: Transmission through a double chain with and without double defect, and through different interconnected double chains (see text below).](image)

What surprises at first is that the transmission function $T(E)$ reaches the value 2. It is easily understood when considering that in the energy range $[-t, t]$ both bands show perfect transmission. See also the discussion at the end of Section 2.3.

Knowing example 1 from above (Section 3.7.2.1) we can design another configuration which shows perfect transmission within both double chain bands. Therefore we couple site one of the defect symmetrically to the left and right chain, $t_{l,11} = t_{l,12} = t_{r,11} = t_{r,12} = \frac{1}{\sqrt{2}}$, and site two antisymmetrically to the chains, $t_{l,21} = -t_{l,22} = t_{r,21} = -t_{r,22} = \frac{1}{\sqrt{2}}$. If furthermore we set the onsite energies of the defect into the middle of the symmetrical...
and antisymmetrical double chain band, i.e. $\epsilon_1 = 1$, $\epsilon_2 = -1$, and set $t_d = 0$, we obtain the same transmission result, shown as “configuration 2” in Figure 3.26.

If instead, we couple site two antisymmetrically to the left and symmetrically to the right ($t_{l,21} = -t_{l,22} = t_{r,21} = t_{r,22} = \frac{1}{\sqrt{2}}$, rest of the parameters like in configuration 2), the transmission in the antisymmetrical band is suppressed, i.e. there is no transmission for $[-3t, -t]$, cf. “configuration 3” in Figure 3.26. Yet, as this configuration is not perfectly symmetric, also in the symmetric band there is some reflection, and hence $T < 1$.

We can go further and couple two topologically different double chains with each other, cf. Figure 3.27.

Figure 3.27: Into the infinite double chain (cf. Figure 3.12(a)), we couple a segment of a topologically different chain as a defect. The choice of the parameters is such that no interference occurs. $H$ and $H'$ are the Hamiltonians of the “building blocks” of the two chains, $\hat{t}$ and $\hat{t}^+$ couple between both. This configuration yields perfect double-chain transmission.

Here we find, that for the choice of parameters given in Figure 3.27 there is perfect double-chain transmission, cf. “configuration 1” in Figure 3.26. The reason is the following. The building block of the original double chain has the Hamiltonian

$$H = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

In its eigenbasis:

$$H' = U^+ H U = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{with} \quad U = U^+ = \begin{pmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \end{pmatrix}$$

Compare this with the notation in Figure 3.27. The example of the two matching double chains is constructed just in a form that the couplings $\hat{t} = U = U^+ = \hat{t}^+$ between every two consecutive double-sites changes the basis. As every second double-site has the vertical coupling $t = 1$, there is perfect match.

Single-walled carbon nanotubes are the perhaps closest relative of the $n$-tuple chain in Nature. Also there, heterojunctions are discussed and the symmetry-matching plays an important role in how well the heterojunction transmits. For example, Chico et al. [41] state that both (12,0) and (6,6) carbon nanotubes transmit at $E = 0$, whereas the
(12,0)/(6,6) matched tube does not transmit at this energy. For the nomenclature and an introduction to carbon nanotubes I recommend the recent review [39]. For further reading [7, 18, 42, 60, 140].

3.8 The DNA chain

As the last example of infinite and half-infinite chains we examine a type of chain which I call “DNA chain” for reasons which we will discuss in Chapter 5. The model is displayed in Figure 3.28.

![Figure 3.28: The infinite DNA chain. It is composed of repeated sections of four sites with the energies $\epsilon_1$ through $\epsilon_4$. The couplings are named $t_{lm}$ within a section and $\tilde{t}_{lm}$ in between two sections. Note that $t_{lm} \neq \tilde{t}_{lm}$, in general.](image)

Its real space Hamiltonian is

$$H = \sum_{i=\infty}^{i=4} \sum_{m=1}^{m=4} \epsilon_m |i,m\rangle \langle i,m| + \sum_{i,m \neq n} |t_{mn}|i,m\rangle \langle i, n| + \tilde{t}_{mn} |i,m\rangle \langle i+1, n| + \text{H.c.} \quad (3.94)$$

3.8.1 DNA-chain bands

Like usual, we Fourier transform the Hamiltonian, obtaining

$$H = \sum_{k,m=1}^{m=4} \sum_{k,m \neq n} \epsilon_m |k,m\rangle \langle k,m| + \sum_{k,m \neq n} t_{mn} |k,n\rangle \langle k,n| + \tilde{t}_{mn} e^{-ik} |k,m\rangle \langle k,n| + \text{H.c.} \quad (3.95)$$

For the complete diagonalization thus we have to find the eigensystem of

$$H_k = \begin{pmatrix}
\epsilon_1 & t_{12} & t_{13} + \tilde{t}_{31} e^{ik} & t_{14} + \tilde{t}_{41} e^{ik} \\
t_{12} & \epsilon_2 & t_{23} + \tilde{t}_{32} e^{ik} & t_{24} + \tilde{t}_{42} e^{ik} \\
t_{13} + \tilde{t}_{31} e^{-ik} & t_{23} + \tilde{t}_{32} e^{-ik} & \epsilon_3 & t_{34} \\
t_{14} + \tilde{t}_{41} e^{-ik} & t_{24} + \tilde{t}_{42} e^{-ik} & t_{34} & \epsilon_4
\end{pmatrix} \quad (3.96)$$

As expected, the matrix $H_k$ is hermitian, thus its eigenenergies are real. For a choice of the $\epsilon_i$ and $t_{mn}$, the calculation of the eigenenergies was performed numerically. It is displayed in Figure 3.29.
3.8.2 DNA surface Green function

If we ask for the surface Green function, again we have to consider (3.54),
\
\[ \hat{G}_{11} = \hat{g}_{11} + \hat{g}_{11} \hat{t} \hat{G}_{11} \hat{t}^\dagger \hat{G}_{11} \]

(3.97)

where now the matrix \( \hat{t} \) is not diagonal as it was in the case of the \( n \)-tuple chain. Therefore, the quadratic matrix equation (3.97) does not have a straightforward solution. Yet, the so-called decimation technique offers a numerical way to obtain the surface Green function of any periodic half-infinite Hamiltonian. It was derived by [116] in 1985, see also [179, Section 10.6] and [81, 133]. In an iterative way, in the \( n \)-th step the decimation technique obtains the surface Green function of \( 2^n \) identical layers. Step by step, the interaction of the first \( 2^n \) layers with the next \( 2^n \) layers becomes smaller and gives an exit condition. For the details, cf. the cited literature. A problem of the decimation technique is that \( \eta \), the imaginary part of the energy, is an input parameter and has to be chosen with a finite value. Ideally \( \eta \rightarrow 0^+ \) is infinitesimal, but a too small choice can cause numerical errors. Figures 3.30 and 3.31 show real and imaginary parts of the surface Green function of the DNA chain for different values of \( \eta \).

We recognize, most clearly in Figure 3.31(a), that the energy range of the bands is just the same as within an infinite DNA chain.

3.9 Transmission of a finite chain

After the discussion of infinite and half-infinite linear systems, which can be used as models for electrical contacts or leads, now we come to finite systems. The transmission of finite systems is essential for the model of decoherence which is described in Chapter 4.
3.9 Transmission of a finite chain

The finite chain of \( N \) sites which we examine in this section has the Hamiltonian

\[
H = \sum_{i=1}^{N} \epsilon_i \left| i \right\rangle \left\langle i \right| + \sum_{i=1}^{N-1} \left[ t_{i,i+1} \left| i \right\rangle \left\langle i + 1 \right| + \text{H.c.} \right]
\]

(3.98)

with the onsite energies \( \epsilon_i \) and transfer matrix elements \( t_{i,i+1} \), cf. Figure 3.32.

Figure 3.30: Surface Green function \( \text{Im} G(E) \), i.e. \(-\pi \times \text{LDOS}\) at sites 1 and 2, for different parameters \( \eta \) and \( n = 10 \) decimation iterations. The \( \epsilon \) and \( t \) parameters were chosen like in Figure 3.29.

Figure 3.31: (a) The imaginary parts of the surface Green functions \( G_{11} \) through \( G_{44} \) in comparison. We see that the different sites carry states at different energies. (b) Real and imaginary part of the surface Green function \( G_{44}(E) \). In the interval \([3; 6]\) we notice a resemblance to the surface Green function of the single chain, cf. Figure 3.4. Due to the distance in energy, the highest band does not mix up as much as the other bands.
In this section, the transfer matrix elements are assumed to be equal along the chain. In the wide-band limit, the self energy of the contacts can be approximated by a constant, leading to a constant broadening $\Gamma = i (\Sigma - \Sigma^+)$. 

### 3.9.1 The wide-band limit contact

First we define a contact in the wide-band limit. The name stems from the comparison of the channel energy range with the bands of the contacts. If the contact bands range far outside the channel energies, and its density of states is approximately constant, it has a constant purely imaginary self-energy, i.e.

$$\Sigma_{\text{wide band}}(E) = -\frac{i}{2} \Gamma = \text{const.} \quad (3.99)$$

This is a consequence of the Kramers-Kronig relation (2.57). A constant density of states (and hence constant imaginary part of $G$) leads to zero real part of $G$. The assumption of a contact in the wide-band limit is legitimate for many situations in nanoelectronics where e.g. macroscopic gold contacts (band width approximately 8eV) are attached to single molecules for which the energy width of the HOMO or LUMO state is considerably smaller (typically $< 0.1eV$).

The assumption of wide-band limit for the contacts simplifies the calculation of the transmission:

$$T = 4 \text{Tr} \left[ G \text{Im}(\Sigma_1) G^+ \text{Im}(\Sigma_2) \right]_{\text{wide band}} = \Gamma_L \Gamma_R |G_{1N}|^2 \quad (3.100)$$

Thus for the calculation of the transmission through a coherent linear system of $N$ sites between two contacts in the wide-band limit we only need to know the element $G_{1N}$ of its Green function and the broadening matrix elements $\Gamma_L$ and $\Gamma_R$.

### 3.9.2 Transmission of the finite chain without disorder: periodicity in length and tunneling

Before considering the general finite chain between two wide-band contacts we address the finite chain of $N$ sites without disorder. For simplicity, again we choose its onsite energies $\epsilon_i = \epsilon = 0$ as our energy origin and its transfer matrix elements $t_{ij} = t = 1$ as our energy unit, i.e. the uncoupled chain has the Hamiltonian

$$H = \sum_{i=1}^{N-1} [\hat{i}|i+1\rangle + \text{H.c.}] \quad (3.101)$$
On coupling to the contacts we have to consider the broadening matrices $\Gamma_{L,R}$ in the Green function of the channel:

$$G(E) = [E - H - \Sigma_L - \Sigma_R]^{-1} = \begin{pmatrix} E + i \frac{\Gamma_0}{2} & -1 & 0 & \cdots & 0 \\ -1 & E & -1 & 0 & \vdots \\ 0 & -1 & \ddots & & \vdots \\ \vdots & & \ddots & -1 & 0 \\ 0 & \cdots & 0 & -1 & E + i \frac{\Gamma_R}{2} \end{pmatrix}^{-1}$$ (3.102)

For the inversion of symmetric tridiagonal matrices, there is an analytic formula, derived e.g. in [192], which yields for $G_{1N}$:

$$G_{1N} = \frac{1}{p_N}$$ (3.103)

where $p_N$ is a recursively defined polynomial:

$$p_0 = 1$$ (3.104)

$$p_1 = E + i \frac{\Gamma_L}{2}$$ (3.105)

$$p_{n+1} = E p_n - p_{n-1} \quad \forall 1 \leq n < N - 2$$ (3.106)

$$p_N = (E + i \frac{\Gamma_R}{2}) p_{N-1} - p_{N-2}$$ (3.107)

Apart from the imaginary part in $p_1$ and $p_N$ this recursion corresponds to the one of the Chebychev polynomials of the second kind with $E \rightarrow 2x$. In our simple case, the recursion can be performed and for $N \geq 3$ we find

$$p_N = \left( E + i \frac{\Gamma_L}{2} \right) \left( E + i \frac{\Gamma_R}{2} \right) \left[ \sum_{k=0}^{N-2} (-1)^k E^{N-2-2k} \binom{N-2}{k} \right] - \left( 2E + i \frac{\Gamma_L + \Gamma_R}{2} \right) \left[ \sum_{k=0}^{N-3} (-1)^k E^{N-3-2k} \binom{N-3}{k} \right] + \left[ \sum_{k=0}^{N-4} (-1)^k E^{N-4-2k} \binom{N-4}{k} \right]$$ (3.111)

In this formula, $[x] = \max_{i \in \mathbb{N}} i \leq x$ denotes the floor function. For $\Gamma_L = \Gamma_R \equiv \Gamma$ we can simplify further

$$p_N = S \left\{ \left( \frac{E + S}{2} \right)^{N-3} \left[ \left( E + i \frac{\Gamma}{2} \right) \frac{E + S}{2} - 1 \right]^2 - \left( \frac{E - S}{2} \right)^{N-3} \left[ \left( E + i \frac{\Gamma}{2} \right) \frac{E - S}{2} - 1 \right]^2 \right\}$$ (3.112)

The Chebychev polynomials of the second kind are defined as

$$U_0(x) = 1$$ (3.108)

$$U_1(x) = 2x$$ (3.109)

$$U_{n+1}(x) = 2xU_n(x) - U_{n-1}(x)$$ (3.110)

For the many interesting properties of these polynomials see e.g. [125, 163].
where
\[ S = \sqrt{E^2 - 4} = \begin{cases} \sqrt{E^2 - 4} & \text{for } |E| \geq 2 \\ i\sqrt{4 - E^2} & \text{for } |E| < 2 \end{cases} \] (3.113)

Thus, the transmission through a chain of \( N \) equal one-level sites
\[ T_N(\Gamma_L, \Gamma_R, E) = \Gamma_L\Gamma_R \left| \frac{1}{p_N} \right|^2 \] (3.114)
can easily be calculated.

Figure 3.33 shows the transmission through one to five-site chains in dependence of the energy \( E \).

![Graphs showing transmission through one to five-site chains](image)

Figure 3.33: Transmission through (a) one, three, and five identical sites and through (b) two and four sites. The parameters were chosen \( \Gamma_L = \Gamma_R = 0.5 \). Energy unit \( t = 1 \).

We find an even-odd behavior of the transmission at energy \( E = 0 \) that has also been reported by [93]: The zero-energy transmission through a number \( N \) of equal sites depends only on whether \( N \) is even or odd, not on its actual value. For even \( N \) we find:
\[ T_N(E = 0) = \frac{\Gamma_L \Gamma_R}{\left(1 + \frac{\Gamma_L \Gamma_R}{4}\right)^2} \frac{\gamma_L = \gamma_R \equiv \Gamma}{\left(1 + \frac{\Gamma^2}{4}\right)^2} \] (3.115)
whereas for odd \( N \):
\[ T_N(E = 0) = \frac{4\Gamma_L \Gamma_R}{(\Gamma_L + \Gamma_R)^2} \frac{\gamma_L = \gamma_R \equiv \Gamma}{1} \] (3.116)

In both cases, the transmission at \( E = 0 \) is independent of the number of sites \( N \), and for odd \( N \) it does only depend on the ratio \( \frac{\Gamma_L}{\Gamma_R} \). The \( E = 0 \) behavior of the transmission is depicted in Figure 3.34.

For odd \( N \), perfect transmission is achieved when \( \Gamma_L = \Gamma_R \). For even \( N \) when \( 1 = \frac{\Gamma_L \Gamma_R}{4} \).
3.9 Transmission of a finite chain

Figure 3.34: Transmission through the finite linear chain at $E = 0$. The transmission value only depends on whether the number $N$ of sites in the chain is even or odd. For this graph, $\Gamma_L = \Gamma_R = 0.5$ was chosen.

3.9.2.1 Location of the transmission maxima

In this Section we consider the case $\Gamma = \Gamma_L = \Gamma_R$. The location of the maxima of $T(E)$ can be found approximately by considering the relation of (3.102) with (3.76). For the surface Green function we have calculated the eigenvalues of a finite tight-binding system without disorder. These are the zeros of the determinant of (3.102) for $\Gamma = 0$. For $\Gamma \to 0^+$, at the same energies there are, mediated through (3.103) and (3.114) the maxima of $T(E)$, i.e. for small $\Gamma$, $T(E)$ has maxima near $E = 2 \cos\left(\frac{j\pi}{N+1}\right)$ for $j = 1, \ldots, N$.

In Figure 3.35 we have analyzed the transmission for $N = 3$ in dependence of $\Gamma$.

Figure 3.35: Transmission through the finite chain of length $N = 3$ for different values of $\Gamma$. We observe that for large $\Gamma$, $T_3(\Gamma, E) = T_1(\Gamma', E)$, where $\Gamma' = \frac{4}{\Gamma}$.

We observe that, for large $\Gamma$, $T_3(\Gamma, E) \to T_1(\Gamma', E)$, where $\Gamma' = \frac{4}{\Gamma}$. This holds true for any
$N > 2$, i.e. one finds by analyzing (3.111) and (3.114)

$$\lim_{\Gamma \to \infty} |T_N(\Gamma, E) - T_{N-2}(\frac{1}{\Gamma}, E)| = 0$$ (3.117)

for any $E$. The physical interpretation is the following. Very strong coupling of the first and last site of the chain means that these sites actually belong to the contacts. As $\Gamma \gg 1 = t$ is much larger than the intra-chain coupling, reflection is much more probable than transmission. Only at the very specific resonance energies of the $N-2$ chain, $E = 2 \cos \left( \frac{n\pi}{N-2+1} \right)$, $n = 1, \ldots, N-2$, perfect transmission $T = 1$ is reached, cf. Figure 3.36.

![Figure 3.36](image)

Figure 3.36: (a) Transmission through the finite chain of length $N = 4$ for $\Gamma = 0.5$ in comparison with the transmission for $N = 6$ and $\Gamma = 8$. (b) Transmission through a chain with length $N = 10$ for $\Gamma = 100$. The transmission peaks lie at the eigenenergies of the uncoupled chain with length 8, $E = 2 \cos \left( \frac{n\pi}{9} \right)$, $n = 1, \ldots, 8$.

### 3.9.2.2 Tunneling outside the tight-binding band

If the energy $E$ of the incident electron is outside $[-2, 2]$ (the energy range of the tight-binding chain), the chain corresponds to a tunneling barrier for the electron. Therefore, for $|E| > 2$ we expect the transmission function to decay exponentially with the number of sites in the chain.

Indeed for $E > 2$, (3.112)–(3.114) lead to

$$T^N \approx \left( \frac{\Gamma S}{E^2 + \Gamma^2} \right)^{2} \left( \frac{E + S}{2} \right)^{-2(N-1)}$$ (3.118)

where $\Gamma_L = \Gamma_R = \Gamma$. An analog expression holds for $E < -2$. Figure 3.37 shows the transmission in dependence of the chain length $N$. The parameters were chosen to be $\Gamma_L = \Gamma_R = 0.5$, and $E = 10$. 

3.9 Transmission of a finite chain

Figure 3.37: The logarithm of the transmission through the finite chain for large $E$ in dependence of the number $N$ of sites. The transmission decays exponentially like expected for a tunnel barrier with increasing length. $\Gamma_L = \Gamma_R = 0.5$.

3.9.2.3 Suprema, infima, periodicity and mean values of $\{T_N(E)\}$

By numerical studies of the $T_N(E)$, for a given $\Gamma = \Gamma_L = \Gamma_R$ we find suprema, infima, a periodicity in $N$, and mean values of the sets $\{T_N \mid N = 1, 2, \ldots\}$. Consider Figure 3.38.

Figure 3.38: (a) The transmission function $T_N(E)$ inside the tight-binding band for different $N$. With increasing $N$, the area between the infimum and supremum lines becomes densely filled by $T_N(E)$ curves. (b) The transmission function $T_N(E)$ outside the tight-binding band for different $N$. In both graphs $\Gamma = 2.5$.

We see that within the tight-binding band, $E \in (-2, 2)$, all curves $T_N(E)$ lie between the supremum

$$T_{\sup}(E) = 1 \quad \text{for } E \in (-2, 2)$$

(3.119)
and the infimum
\[ T_{\text{inf}}(E) = \frac{\Gamma^2}{\left(1 + \frac{E^2}{\Gamma^2}\right)^2} \left(1 - \frac{E^2}{4}\right) \quad \text{for } E \in (-2, 2) \]  
(3.120)

which was determined empirically with high accuracy from numerical data. Supremum and infimum give us boundaries for \( T_N(E) \) for unknown or very large \( N \).

As we have seen in the section before, outside the band, \( T \) decays exponentially with \( N \). Thus,
\[ T_{\text{sup}}(E) = T_1(E) \quad \text{for } E \notin [-2, 2] \]  
(3.121)
is the natural supremum, and
\[ T_{\text{inf}}(E) = 0 \quad \text{for } E \notin [-2, 2] \]  
(3.122)
is the natural infimum outside the band, cf. Figure 3.38(b).

Another interesting result is that
\[ T(E = \pm 2.0) \propto N^{-2} \]  
(3.123)
which can be drawn from the double logarithmic plot of \( T(N, E = 2.0) \) in Figure 3.39 and seen easily from (3.112)–(3.114).

Figure 3.39: The transmission function \( T(E) \) near the tight-binding band edge as a function of \( N \). \( \Gamma = 2.5 \). Whereas \( T \propto N^{-2} \) at the band edge \( E = 2.0 \), for \( E > 2.0 \) it decays exponentially and for \( E < 2.0 \) it behaves oscillatory.

Furthermore we observe that the even-odd behavior of \( T \) at \( E = 0 \) is a special case of a general periodic behavior in \( N \) for \( E \in (-2, 2) \) inside the band. The period \( P \) increases from \( P = 2 \) for \( E = 0 \) through \( P \approx 30 \) for \( E = 1.99 \) in the example of Figure 3.39 to infinity as \( E \to 2 \). The period does not depend on \( \Gamma \). We observe that for
\[ E = \pm 2 \cos\left(\frac{(n-1)\pi}{n}\right) \quad n = 2, 3, \ldots \]  
(3.124)
the period is just \( P = n \), cf. Figure 3.40(a). The energies in (3.124) for integer periods are eigenenergies of the isolated tight-binding chain of length \( n - 1 \).
Figure 3.40: (a) The transmission function \( T \) in dependence of the chain length. For the energies \( E = \pm 2 \cos \left( \frac{(n-1)\pi}{n} \right) \), \( n = 2, 3, \ldots \) it is periodic with an integer period \( n \). The brown curve is an example for a rational \( n = 5.5 \) period. (b) The transmission function \( T \) in dependence of the chain length for larger periods. Close to the maxima, \( T \propto (N - N_{\text{max}})^{-2} \). For all curves in both graphs, \( \Gamma = 8 \).

Solving (3.124) for \( P = n \) we find

\[
P = \frac{\pi}{\arccos \left( \frac{E}{2} \right)} \quad \text{for} \quad E \in (-2, 2)
\]

(3.125)

a period for any energy \( E \in (-2, 2) \). A transmission function \( T(N, E) \) with rational period \( P = 5.5 \in \mathbb{Q} \) is displayed in Figure 3.40(a). Effectively, the rational period means a correspondingly longer integer period. For the example with \( P = 5.5 \) we can see just the complete integer period of \( 2P = 11 \) in Figure 3.40(a). For an irrational \( P \notin \mathbb{Q} \), any \( T \in (T_{\text{inf}}(E), T_{\text{sup}}(E)) \) is reached to arbitrary accuracy for some \( N \).

In Figure 3.40(b) we find examples of \( T(N, E) \) closer to the band edge, i.e. with longer periods. Numerically we find, that for large periods, \( T(N) \propto (N - N_{\text{max}})^{-2} \) near the locations \( N_{\text{max}} \) of the maxima of \( T \).

For some applications it can be useful to know the average value \( \langle T(E) \rangle_N \) of \( \{T_N(E) \mid N = 1, 2, \ldots, \infty \} \). As we have observed, \( T(E) \) is periodic in \( N \) for \( E \in (-2, 2) \), and therefore \( \langle T(E) \rangle_N \) exists. In Figure 3.41 we have displayed a numerically evaluated \( \langle T(E) \rangle_N \) for different values of \( \Gamma \).

The numerical values lead to the assertion that

\[
\langle T(E) \rangle_N = \frac{\Gamma}{1 + \frac{\Gamma}{4} \sqrt{1 - \frac{E^2}{4}}} = \sqrt{T_{\text{inf}}(E)} \quad \text{for} \quad E \in [-2, 2]
\]

(3.126)

is the exact average for \( E \in [-2, 2] \) except for those values of \( E \) which lead to integer periods in \( T(N) \), clearly notable e.g. for \( \Gamma = 8 \) at \( E = 1 \) in Figure 3.41.
Figure 3.41: The transmission function \( \langle T(E) \rangle_N \) averaged over \( N = 2, \ldots, 1000 \) for various values of \( \Gamma \). Except for values of \( E \) which lead to an integer period of \( T(N) \) (see (3.124)), \( \langle T(E) \rangle_N \) lies on an ellipsis. \( \langle T(E) \rangle_N \) is symmetric with respect to \( E = 0 \), therefore only positive energies are displayed. Curves for \( \Gamma' = \frac{4}{\Gamma} \) match those for \( \Gamma \) for the reason observed in Section 3.9.2.1.

### 3.9.3 Transmission of the finite chain with onsite disorder: localization

The considerations so far concerned the *ordered* linear chain, i.e. a chain where all the onsite-energies \( \epsilon_i \) and parameters \( t_{ij} \) are equal. Of course, the result can be generalized, considering the more general finite-chain Hamiltonian (3.98).

Then, the chain is composed of \( N \) sites \( 1, \ldots, N \) with respective onsite-energies \( \epsilon_1, \ldots, \epsilon_N \) and parameters \( t_{12}, \ldots, t_{N-1,N} \), and the channel Green function reads (cf. (3.102)):

\[
G = \begin{pmatrix}
E + \frac{i}{2} \Gamma_L - \epsilon_1 & -t_{12} & 0 & \cdots & 0 \\
-t_{12} & E - \epsilon_2 & -t_{23} & 0 & \vdots \\
0 & -t_{23} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & -t_{N-1,N} & E + \frac{i}{2} \Gamma_R - \epsilon_N
\end{pmatrix}^{-1}.
\]  

(3.127)

where, again, \( \Gamma_L \) and \( \Gamma_R \) are the broadening parameters due to left and right contact.

The element of the Green function which is relevant for the transmission, \( G_{1N} \), can be obtained by the generalized recursion from above (cf. (3.103)):

\[
G_{1N} = \frac{1}{p_N}
\]

(3.128)
3.9 Transmission of a finite chain

where:

\[ p_0 = 1 \] (3.129)

\[ p_1 = \frac{E + i\frac{\Gamma_L}{2} - \epsilon_1}{t_{12}} \] (3.130)

\[ p_n = \frac{1}{t_{n,n+1}} \left[ (E - \epsilon_n) p_{n-1} - t_{n-1,n} p_{n-2} \right] \quad n = 2, \ldots, N - 1 \] (3.131)

\[ p_N = \left( E + i\frac{\Gamma_R}{2} - \epsilon_N \right) p_{N-1} - t_{N-1,N} p_{N-2} \] (3.132)

It is a known fact \([6, 98, 99, 136, 137, 176, 200, 202]\) that in disordered media there exist localized electronic states. For an infinite one-dimensional random system in particular, Mott and Twose \([138]\) could show already in 1961, that all electronic eigenstates are localized. That leads us to expect an exponential decay of the transmission with the chain length for a chain with onsite disorder, i.e.

\[ T(E) = T_0 e^{-N\frac{\lambda(E)}{\sigma}} \] (3.133)

where \(\lambda(E)\) is the so-called localization length.

For a Gaussian onsite disorder with variance \(\sigma^2\), i.e. a probability density

\[ p_{\text{Gauss}}(\epsilon) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{\epsilon^2}{2\sigma^2}} \] (3.134)

we have plotted the transmission in dependence of the chain length in Figure 3.42. We also consider uniformly distributed onsite disorder with the same variance \(\sigma^2\), i.e.

\[ p_{\text{uniform}}(\epsilon) = \begin{cases} \frac{1}{2\sqrt{3}\sigma} & -\sigma\sqrt{3} < \epsilon < \sigma\sqrt{3} \\ 0 & \text{else} \end{cases} \] (3.135)

The result for this kind of onsite disorder is displayed in Figure 3.42, too.

For small \(N\) we can still recognize the even-odd behavior of the transmission, for larger \(N\) it is washed out by the disorder.

By fitting exponential functions (3.133) to the transmission data of Figure 3.42 for \(N > 50\), we obtain the localization length in dependence of the disorder strength \(\sigma\) which is listed in Table 3.1.

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>(\lambda(E = 0))</th>
<th>Gaussian</th>
<th>uniformly distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>126.6</td>
<td>116.9</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>41.6</td>
<td>41.2</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>22.8</td>
<td>21.7</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>14.7</td>
<td>13.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: The localization length in dependence of the disorder strength \(\sigma\) for Gaussian and uniformly distributed onsite disorder.
Figure 3.42: Transmission $T(E = 0)$ in dependence of the chain length for different disorder strengths $\sigma = 0.25, 0.5, 0.75, 1.0$ averaged over 1000, 5000, 20000, 150000 disorder configurations, respectively. Considered were Gaussian and uniformly distributed onsite disorder. The broadening was $\Gamma_L = \Gamma_R = 2.5$, all $t_{i,i+1} = 1$ and the mean value for the onsite-energy distributions $\epsilon = 0$.

In the literature [90, 157, 175, 177] we can find a perturbative result for the localization length in the Anderson model concerning the weak disorder limit:

$$\lambda = \frac{8t^2 - 2E^2}{\sigma^2}$$

(3.136)

which for $\sigma = 0.25$ and $t = 1$ yields $\lambda(E = 0) = 128$, in good agreement with our values listed in Table 3.1. For larger $\sigma$, of course, (3.136), does not agree with our numerical results.

### 3.10 Conclusions

In this Chapter we have studied the properties of infinite and half-infinite tight-binding systems. Half-infinite tight-binding systems can serve as models for contacts of quantum-mechanical systems due to their continuous density of states. Fourier transformation and diagonalization of the Fourier transformed Hamiltonians lead to the energy spectra and densities of states of the systems.

For the calculation of the transmission through quantum mechanical systems, the contacts only enter through their surface Green functions. In this Chapter we have presented two methods for the calculation of the surface Green function: the Dyson equation (Sections 3.2.1, 3.5.2, 3.7.1) and the direct back transformation (Section 3.2.2). For more complex systems like the DNA-chain we referred to the decimation technique [81, 116, 133, 179].

In Sections 3.3 and 3.7.2 we have studied the transmission through single defects. Depending on the symmetry of the coupling to the defect, the transmission can be suppressed (total
reflection), or perfect (no reflection). For double chains we have seen in Section 3.7.2.4 that perfect transmission is also possible through a junction of topologically different chains.

In Section 3.9 we have studied the transmission through finite chains. For electron energies in the middle of the tight-binding band, we found an even-odd behavior of the transmission, which is a special case of a periodic behavior of $T_N(E)$ in $N$. If the electron energy is outside the band, the chain corresponds to a tunnel barrier and the transmission decays exponentially. Disorder in the chain causes localization. The stronger the diagonal disorder of the energy in the chain, the shorter is the localization length $\lambda$. The transmission decays like $T \propto e^{-N/\lambda}$ with the chain length $N$. For weak disorder, there are theoretical predictions for $\lambda$ which agree with our numerical findings.
4 Statistical Model for the Effects of Decoherence on Electron Transport

In this Chapter I present a statistical model for the effects of decoherence on electron transport in large systems. The model and its main results for linear systems have already been published [199], here we will discuss it in detail.

The motivation for our model is the following. We aim at the description of a complex, possibly highly disordered system which on small scale is appropriately described by quantum mechanics, whereas its total dimensions are macroscopic and show classical behavior. An example is a nanoparticle powder: The single nanoparticles show e.g. quantum size effects, whereas on the scale of millimeters we can expect ohmic behavior, i.e. a resistance proportional to the length. Apart from reproducing correctly the behavior on nano and macro-scale, the model should also be computationally less expensive than existing approaches, in order to make the modelling of devices based on nanoparticles possible.

The important ingredient for the transition from quantum to classical behavior is decoherence, i.e. the loss of electronic phase coherence. Once there is no fixed phase-relation between electrons, they cannot interfere with each other (or themselves) anymore and behave as particles. The process of decoherence is understood as a consequence of progressive entanglement of a system with its environment on which information gets lost by tracing out the environmental degrees of freedom and considering the system by a reduced density matrix which only describes the electronic or some of the electronic degrees of freedom. There is a close relationship between the irreversible nature of the total system (system + environment) and the decoherence of the electronic subsystem. For a recent review on the understanding of decoherence and its relation to the measurement process, see [158]. For a general overview on the modelling and effects of decoherence in quantum systems, see [87, 159, 203].

There are many approaches to model decoherence in electronic transport, either by including interaction with the environment into the Hamiltonian, e.g. by a corresponding phenomenological electron-phonon-interaction self-energy [77], [54, Chapter 10] or by the so-called Lindblad master equation [58, 87, 113–115], or e.g. by the so-called Büttiker probes [29, 30, 32, 33, 55, 124, 156] or by random phases introduced into the scattering matrix [144, 145, 197] or a phenomenological imaginary potential [51, 63, 128]. Here we will only discuss the Büttiker probes ansatz as it is related to our model; for an overview of decoherence modelling in electron transport, see the above cited articles and the discussion in [15].
4.1 Büttiker probes

In the Landauer picture of coherent transport in mesoscopic systems (cf. [53, Chapter 2]), scattering in the channel only happens elastically, i.e. no energy is dissipated and the quantum-mechanical phase is conserved. The energy relaxation and phase randomization only happen in the contacts. This has lead to the invention of Büttiker probes as a means for introducing decoherence into the channel. The idea is the following. At the places where the decoherence occurs, a fictitious reservoir is coupled to the channel. As the reservoir is fictitious, no current goes into or comes out of it. This requirement helps to determine the chemical potentials \( \mu \) of the fictitious reservoirs. As only a part of the electrical current is extracted and re-injected with a random phase at the fictitious reservoirs, no complete phase randomization is reached by any single Büttiker probe.

In practice, the Büttiker probe approach has been applied by D’Amato and Pastawski [55], and subsequently e.g. by Roy and Dhar [156] in the following way. Both consider a linear tight-binding chain to which at all sites but the first (0) and last \((N+1)\), Büttiker probes in form of half-infinite chains (cf. Section 3.2) with onsite energy \( E_r \) (for “fictitious reservoir”) and coupling \( \eta \) are attached, see Figure 4.1.

![Figure 4.1: Figure 1 of [55], analog to Figure 1 of [156], additional information in red by me. The dephasing model of D’Amato and Pastawski. Along a finite tight-binding chain, to all but the first and last site, half-infinite tight-binding chains are attached.](image)

The self-energy introduced by any of the half-infinite chains \( \Sigma_B \) (\( B \) for “Büttiker probe”), for Fermi energies within the tight-binding band, reads

\[
\Sigma_B = \eta^2 g_{11, \text{single chain}} = \frac{E - E_r}{2} - i \sqrt{\eta^2 - \left(\frac{E - E_r}{2}\right)^2} \tag{4.1}
\]

In the case that an infinitesimal voltage is applied to the system \((\mu_L \rightarrow \mu_R)\), by choosing the onsite energy of the fictitious leads equal to the Fermi energy of the contacts \((E_r = E)\), the self-energy becomes purely imaginary

\[
\Sigma_B = -i \eta \tag{4.2}
\]

Like in Büttiker’s original papers [29, 30], the chemical potential at the half-infinite chains is determined in a way, that no net current is going through them. With this model,
D’Amato and Pastawski studied the effect of disorder and inelastic scattering on the conductance in the linear system. They introduce an inelastic scattering length \( L_{\text{in}} \propto \frac{1}{\eta} \). For a system length \( L > L_{\text{in}} \), the system behaves ohmic, i.e. \( R \propto \frac{L}{L_{\text{in}}} \). Roy and Dhar extended the model by introducing a finite voltage and temperature bias to study current and heat transport under nonequilibrium conditions in the presence of dephasing. A drawback of these models is that the numerical calculation requires much computation time. The transmission between every pair of reservoirs has to be calculated, and then the chemical potential at each fictitious reservoir to be determined self-consistently such that no net current flows through them.

In the models of D’Amato and Pastawski and Roy and Dhar, the process of decoherence occurs continuously throughout the system. This is a common feature of the above mentioned models \([30, 55, 77, 124, 145, 156, 197]\).

### 4.2 Our approach for modelling the effects of decoherence

By contrast, in our approach we assume that decoherence occurs locally and completely in decoherence regions, by statistically independent events. We assume that the decoherence regions can be described by electron energy distribution functions. The energy distribution functions of the different regions are interrelated by rate equations. The transition rates of the rate equations are calculated by applying the coherent transport formalism.

![Figure 4.2: Sketch of our approach of modelling decoherence effects in large samples. The decoherence takes place in decoherence regions (within the yellow ellipses); there we assume the electrons can be described by an energy distribution function. In between, the electrons behave quantum-mechanically, i.e. they can interfere. The picture is a Corel-DRAW adaptation of the original [150, Fig. 1], a scanning electron micrograph of a Si nano-crystal film.](image)

Before discussing the details of this approach, we have to introduce several physical quantities, for which we use the definitions of \([100]\).
• Mean free path $l$. The mean free path $l$ is the mean distance an electron can travel before being scattered elastically or inelastically. In the Landauer picture, an elastic scattering causes a reduction in the transmission, yet the electron transport still is coherent.

• Localization length $\lambda$. For localized electrons it characterizes the exponential decay of the electronic wavefunctions at their boundaries, i.e. $|\psi(x)|^2|\psi(x')|^2 \approx e^{-|x-x'|/\lambda}$ for $|x-x'| \to \infty$. Obviously, $\lambda > l$ as localization is a consequence of scattering.

• Phase coherence length $L_{\phi}$. This is the average distance an electron travels before losing its phase coherence. If the decohering mechanism is dissipative it is also called inelastic scattering length. The average time for which an electron conserves phase coherence, is named phase coherence time $\tau_{\phi}$.

• System diameter $L$. Length dimension of the total system under consideration.

We will explain the basic approach of our model in the next Sections 4.2.1–4.2.5. The technical details are explained for the example of a linear chain in Section 4.3.

### 4.2.1 Decoherence regions

The decoherence regions are the parts of the system where the decoherence occurs. With respect to the rest of the system, they act as reservoirs. According to [54, Section 8.4], the central properties of a reservoir are a continuous density of states and the existence of an energy distribution function $f(E)$ for the electrons. This implies the nonexistence of off-diagonal elements in the density matrix, i.e. complete decoherence. The decoherence regions are considered to be located stochastically throughout the system, with the constraint that their average distance corresponds to the phase coherence length. Their position can be fixed in space (e.g. defect regions with inner degrees of freedom), or could move slowly in space, yet on a time-scale much slower than the electronic phase coherence time, such that the assumption of a stationary rate equation for the local energy distribution functions (see below in Section 4.2.4) is reasonable. We do not define their extent and form at this point.\(^1\) In the example of the linear system (Section 4.3) we choose single sites as decoherence regions.

### 4.2.2 Phase coherence length

The phase coherence length $L_{\phi}$ is one of two parameters of our model. In the linear case we discuss below in Section 4.3, $p = \frac{1}{L_{\phi}}$ is nothing but the spacial density of completely phase randomizing events. For higher dimensions, similar definitions are possible.

For the temperature dependence of the phase coherence length usually a power law is assumed, cf. [3, Chapter 7]

$$L_{\phi} \propto T^{-\frac{\gamma}{2}} \quad (4.3)$$

\(^1\)A reasonable constraint is that the diameter of the decoherence region should be smaller than $L_{\phi}$, as we consider individual dephasing events.
where the exponent $\alpha$ depends on the decohering mechanism and the dimensionality $d$ of the system. Electron-phonon interaction yields $\alpha = 3$, whereas for electron-electron interaction $\alpha = d/2$ for $d = 2, 3$ and $\alpha = 2/3$ for $d = 1$ were found (see [4, 17, 27, 86, 110]).

Independently of the exact decohering mechanism, through the phase coherence length $L_\phi$ temperature finds its influence in our model.

### 4.2.3 The decoherence regions as reservoirs: our $\eta$ parameter

The decoherence regions require a continuous density of states in order to serve as reservoirs. The conceptually easiest way to achieve this is the inclusion of a diagonal purely imaginary self-energy in the Green function of the decoherence regions. Therefore, in Section 4.3 we introduce a parameter $\eta$. This is the second parameter of our model. It is introduced in the following way. The decoherence region is modeled by its Green function

$$
\hat{g}_{\text{dec}} \equiv (E \hat{I} - \hat{H} + i\eta)^{-1}
$$

where $\hat{I}$ is the unity operator of the same dimension as $\hat{H}$, and $\eta > 0$. Note the resemblance with the usual definition of a Green function (2.4). The difference is that in (4.4), $\eta$ is no infinitesimal quantity. In the cases of the infinite and half-infinite chains we discussed in Chapter 3, the property of their Green functions to have a non-vanishing imaginary part followed from the Dyson equation because of the translational invariance. The consequence is that the electronic states in the (half-)infinite chains can decay (electrons vanish to infinity). In order to obtain this decay of the electronic states also for the finite decoherence region, the parameter $\eta$ needs to be finite (no limit $\eta \to 0^+$), else the decoherence regions were closed systems ($\hat{H}$ is of finite dimension) and no decay of the electronic states would be included in the model. In this way, the parameter $\eta$ represents the openness of the decoherence regions, be it an openness to the rest of the electronic system or to the environment (e.g. a phononic system).

The influence of the decoherence regions to the coherent transport regions is given by the self-energies

$$
\Sigma_{\text{dec}} = \hat{t}\hat{g}_{\text{dec}}\hat{t}^+
$$

where $\hat{t}$ is the coupling matrix between coherent transport region and decoherence region.

Other realizations of the decoherence region Green function are discussed in the application of the model for DNA double strands (cf. Section 5.3).

### 4.2.4 The rate-equations

To the decoherence regions $n = 1, \ldots, N_d$ we assign electron energy distribution functions $f_n(E)$.

The electronic transport between the decoherence regions causes a redistribution of electrons. At this point we assume that the total number of electrons is not changed within
the system.\textsuperscript{2} Therefore we can set up a system of electron conservation equations

\begin{equation}
\rho_n \frac{d f_n(E)}{dt} = \sum_j T^r_{j,n}(E)(f_j(E) - f_n(E)) \quad n = 1, \ldots, N_d
\end{equation}

which we will call rate equations in the following. Here, the $T^r$ denote the energy-resolved transition rates between neighboring sites\textsuperscript{3}, $\rho_n$ is the density of electronic states in decoherence region $n$, and the index $j$ runs over the neighboring decoherence regions of $n$. The rate equation as presented in (4.6) is an energy resolved rate equation, i.e. at the decoherence regions the electron energy is conserved and no dissipation takes place. Of course, a damping or recombination term could be introduced\textsuperscript{4} but is not necessary in order to introduce decoherence, cf. e.g. [71]. In the literature, for decoherence processes which do not cause energy relaxation, sometimes the term \textit{dephasing} is used. For the real contacts of the system we assume thermal equilibrium such that we assign to them equilibrium Fermi distributions with their respective chemical potentials $\mu$.

Here, we only consider stationary currents, such that the left-hand side of (4.6) equals zero. That requires that the positions of the decoherence regions remain fixed in space over a time much larger than the phase coherence time $\tau_\phi$.

In the linear system which we discuss below, there are unique neighbors to the left and right of every decoherence region. In this case the decoherence regions make the system fall apart into subsystems making the numerical treatment less expensive. Also a quasi-linear system can be divided into subsystems by the decoherence regions, cf. Chapter 5. In two or three dimensions, decoherence regions do no longer necessarily fragment the system. The question arises how to delimit the coherent regions consistently in this case. Furthermore the question which decoherence regions are neighbors (i.e. interrelated by rate equations) has to be addressed for an extension of the model to higher dimensions.

The transition rates themselves are taken from the coherent transport formalism. As the transition rate $T^r_{n,n+1}(E)$ indicates the rate at which electrons with energy $E$ are transmitted per unit time between decoherence regions $n+1$ and $n$, the current between them can be written as

\begin{equation}
I_{n,n+1} = \int dE I_{n,n+1}(E)
\end{equation}

\begin{equation}
= e \int dE T^r_{n,n+1}(E) (f_n(E) - f_{n+1}(E))
\end{equation}

As the current between the decoherence regions is coherent, we can also apply the coherent current formula (2.46)

\begin{equation}
I_{n,n+1} = \frac{e}{\hbar} \int dE T(E) (f_n(E) - f_{n+1}(E))
\end{equation}

where $T(E)$ is the transmission function of the channel between the decoherence regions, (2.45). Thus we identify

\begin{equation}
T^r(E) = \frac{1}{\hbar} T(E)
\end{equation}

\textsuperscript{2}The recombination of electrons and holes will be a future extension of the model.

\textsuperscript{3}I.e. $T^r(E)dE$ is the rate at which electrons with energies in $[E, E + dE]$ transfer.

\textsuperscript{4}This is planned as a future extension of our model.
4.2.5 The statistical approach

Our approach to model decoherence is statistical in the sense that we assume decoherence does not occur at regular distances in the system. Therefore the positions of the decoherence regions are chosen according to a probability distribution (in Section 4.3 we discuss a system-wide constant probability $p$).

In practice we choose a number $M$ of concrete choices of the decoherence regions, which we call decoherence configurations, and calculate the physical quantities we are interested in, e.g. the conductance. Afterwards the quantities are ensemble averaged over the $M$ configurations.

4.3 Application of the model to a linear tight-binding system

We consider a finite linear sample of $N$ tight-binding sites with the Hamiltonian

$$H = \sum_{i=1}^{N} \epsilon_i |i\rangle \langle i| + t \sum_{i=1}^{N-1} [|i\rangle \langle i+1| + H.c.]$$

(4.11)

i.e. no off-diagonal disorder is considered.

Figure 4.3: The linear system of $N = 7$ sites in two different decoherence configurations.

4.3.1 Model for the decoherence regions: decoherence sites and parameter $\eta$

The $N_d$ decoherence regions are modeled as single sites (indices $i_1, \ldots, i_n, \ldots, i_{N_d}$) which are characterized by the Green function according to (4.4) as

$$g_{i_n}(E) = \frac{1}{E - \epsilon_{i_n} + i\eta}$$

(4.12)

They can be interpreted as single sites coupled to contacts in the wide-band limit, cf. (3.99) with $\eta$ corresponding to $\frac{\Gamma}{2}$. Of course, these wide-band limit contacts are only a model for the coupling to the environment and the rest of the system, and no actual contacts.
4.3.2 Model for contacts and contact coupling

The interaction with the left and right contacts is modeled by a tight-binding Hamiltonian
\[ H_I = t_L |L\rangle\langle 1| + t_R |N\rangle\langle R| + \text{H.c.} \]  
(4.13)
where only coupling to the surface of the contacts is taken into account. The contacts’ surface Green functions are modeled similarly to the decoherence sites:
\[ g_{L/R}(E) = \frac{1}{E - \epsilon_{L/R} + i\eta_{L/R}} \]  
(4.14)

4.3.3 The decoherence length: parameter \( p \)

The decoherence sites are chosen independently according to a probability \( p \in [0,1] \) out of the sites \( 1, \ldots, N \), cf. Figure 4.3. Thus the number of decoherence sites within the system follows a binomial distribution \( P(N_d) = \binom{N}{N_d} p^{N_d} (1 - p)^{N - N_d} \) and the average number of decoherence sites is
\[ N_d = \sum_{N_d=0}^{N} N_d P(N_d) = p N \]  
(4.15)
In this way we define the decoherence length \( L_\phi = \frac{1}{p} \) in our system as the average distance between neighboring decoherence sites.

In order to obtain numerical results e.g. for the conductance of the system, we average over \( M \) decoherence configurations.

4.3.4 The effective channels and their transmissions

Every decoherence site is considered as an effective contact for the neighboring coherent chains. Thus between two neighboring decoherence sites \( n \) and \( n + 1 \) there is an effective channel of \( i_{n+1} - i_n - 1 \) sites, cf. Figure 4.4.

![Figure 4.4: The linear system of \( N \) sites, its \( N_d \) decoherence sites, and the effective channels forming between every two decoherence sites \( i_n, i_{n+1} \).](image-url)

The effective channel then has the Hamiltonian
\[ H_{n,n+1} = \sum_{i=i_n+1}^{i_{n+1}-1} \epsilon_i |i\rangle\langle i| + t \sum_{i=i_n+1}^{i_{n+1}-2} |i\rangle\langle i+1| + \text{H.c.} \]  
(4.16)
of the dimension $i_{n+1} - i_n - 1$. The coupling to the effective contacts causes self-energies $\Sigma_n, \Sigma_{n+1}$ which are matrices of the same dimension.

$$\Sigma_n = \sum_{i=i_n+1}^{i_{n+1}-1} \delta_{i,i_{n+1}} t^2 g_{i_n} |i\rangle \langle i| = t^2 g_{i_n} |i_n + 1\rangle \langle i_n + 1|$$

$$\Sigma_{n+1} = \sum_{i=i_n+1}^{i_{n+1}-1} \delta_{i,i_{n+1}-1} t^2 g_{i_{n+1}} |i\rangle \langle i| = t^2 g_{i_{n+1}} |i_{n+1} - 1\rangle \langle i_{n+1} - 1|$$

(4.17) and (4.18)

Thus we can calculate the effective channel Green function

$$G_{n,n+1}(E) = [E - H_{n,n+1} - \Sigma_n - \Sigma_{n+1}]^{-1}$$

and with this the transmission between two neighboring decoherence sites

$$T_{n,n+1}(E) = 4 \text{Tr} \left[ G_{n,n+1} \Sigma_{n+1} G_{n,n+1}^+ \Sigma_n \right]$$

(4.19) and (4.20)

To be consistent with the definition of the phase coherence length $L_{\phi}$, we define the length of the subsystem enclosed by decoherence sites $i_{n+1}$ and $i_n$ as *subsystem length* $L_{n+1,n} = i_{n+1} - i_n$, in spite of the fact that the effective channel comprises $i_{n+1} - i_n - 1$ sites.

### 4.3.5 Rate equations

For the linear system, the general system of rate equations (4.6) reduces to

$$\rho_n \frac{df_n(E)}{dt} = T_{n-1,n}(E) (f_{n-1}(E) - f_n(E)) + T_{n,n+1}(E) (f_{n+1}(E) - f_n(E))$$

(4.21)

where we have used $T_{n,n+1} = T_{n+1,n}$, and $\rho_n$ is the local density of states at decoherence site $n$. In the following we will only discuss the stationary case, i.e. $\frac{df}{dt} = 0$. In this case, (4.21) simplifies to

$$0 = T_{n-1,n}(E) (f_{n-1}(E) - f_n(E)) + T_{n,n+1}(E) (f_{n+1}(E) - f_n(E)) \quad n = 1, \ldots, N_d$$

(4.22)

where $f_0 = f_L$ and $f_{N_d+1} = f_R$ are the energy distribution functions of the contacts. In (4.22) we have already inserted the transmission functions $T$ according to (4.10) and used the nomenclature $T_{01} \equiv T_{L1}$, $T_{N_d,N_d+1} \equiv T_{N_dR}$. The system (4.22) is a tridiagonal linear system of equations in the $f_n$ of the dimension $N_d$. We can rewrite it as

$$\begin{pmatrix}
T_{L1} + T_{12} & -T_{12} & 0 & \cdots \\
-T_{12} & T_{12} + T_{23} & -T_{23} & \cdots \\
0 & -T_{23} & \ddots & \cdots \\
\cdots & \cdots & \cdots & \ddots \\
0 & \cdots & -T_{N_d-1,N_d} & T_{N_d-1,N_d} + T_{N_dR}
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
\vdots \\
f_{N_d}
\end{pmatrix}
= \begin{pmatrix}
T_{L1} f_L \\
0 \\
\vdots \\
0
\end{pmatrix}$$

(4.23)
This system with tridiagonal matrix of coefficients can be LU transformed and then be solved iteratively, see e.g. [148]:

\[
\begin{pmatrix}
1 & 0 & 0 & \ldots & 0 \\
m_2 & 1 & 0 & \ldots & 0 \\
0 & m_3 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ldots & m_{N_d} & 1
\end{pmatrix}
\begin{pmatrix}
u_1 \\
v_2 \\
v_3 \\
\vdots \\
u_{N_d}
\end{pmatrix}
= \begin{pmatrix}
f_1 \\
f_2 \\
f_3 \\
\vdots \\
f_{N_d-1}
\end{pmatrix}
\equiv \vec{y}
\]

(4.24)

where

\[
u_1 = T_{L1} + T_{12}
\]

(4.25)

\[y_1 = T_{L1} f_L
\]

(4.26)

\[c_{n-1} = -T_{n-1,n}
\]

(4.27)

\[m_n = -\frac{T_{n-1,n}}{u_{n-1}}
\]

(4.28)

\[u_n = T_{n-1,n} + T_{n,n+1} + m_n T_{n-1,n}
\]

(4.29)

\[y_n = \delta_{nN_d} T_{N_dR} f_R - m_n y_{n-1}
\]

(4.30)

for all \(1 < n \leq N_d\) and the solution for the \(f_s\) is

\[f_{N_d} = \frac{y_{N_d}}{u_{N_d}}
\]

(4.31)

\[f_n = \frac{y_n + T_{n,n+1} f_{n+1}}{u_n}
\]

(4.32)

For \(1 < n < N_d\) the iteration of (4.28)–(4.30) leads to continuous fractions

\[m_n = -\frac{T_{n-1,n}}{T_{n-2,n-1} + T_{n-1,n} - \frac{T^2_{n-2,n-1}}{T_{n-3,n-2} + T_{n-2,n-1} - \frac{T^2_{n-3,n-2}}{\ldots}}}
\]

(4.33)

and similarly for \(u\) and \(y\):

\[u_n = T_{n-1,n} + T_{n,n+1} - \frac{T^2_{n-1,n}}{T_{n-2,n-1} + T_{n-1,n} - \frac{T^2_{n-2,n-1}}{T_{n-3,n-2} + T_{n-2,n-1} - \frac{T^2_{n-3,n-2}}{\ldots}}}
\]

(4.34)

\[y_n = -m_n \times (-m_{n-1}) \times (-m_{n-2}) \times (-m_{n-3}) \times \cdots \times (-m_2) \times y_1
\]

(4.35)
4.3 Application of the model to a linear tight-binding system

An equivalent notation can be derived by complete induction:\(^5\):

\[
m_n = \frac{-\sum_{k=0}^{n-2} \frac{1}{T_{k,k+1}}}{\sum_{k=0}^{n-1} \frac{1}{T_{k,k+1}}}
\]

(4.36)

\[
u_n = T_{n,n+1} + \frac{1}{\sum_{k=0}^{n-1} \frac{1}{T_{k,k+1}}}
\]

(4.37)

\[
y_n = \frac{1}{\sum_{k=0}^{n-1} \frac{1}{T_{k,k+1}}} f_L
\]

(4.38)

Using (4.30), (4.31) and (4.38) one finds for \(f_{Nd}^d\):

\[
f_{Nd}^d = \frac{1}{T_{NdR}} f_L + \sum_{k=0}^{Nd-1} \frac{1}{T_{k,k+1}} f_R
\]

(4.39)

Thus for the current we find (2.46)

\[
I = \frac{e}{\hbar} \int dE T_{NdR} (f_{Nd} - f_R) = \frac{e}{\hbar} \int dE (f_L - f_R) \frac{1}{\sum_{k=0}^{Nd} \frac{1}{T_{k,k+1}}}
\]

(4.40)

which in the small-bias limit \(\mu_L \to \mu_R\) yields the conductance of the total system

\[
G = \frac{e^2}{\hbar} T_{\text{eff}} = \frac{e^2}{\hbar} \frac{1}{\sum_{k=0}^{Nd} \frac{1}{T_{k,k+1}}}
\]

(4.41)

and hence the resistance

\[
R = \frac{\hbar}{e^2} \sum_{k=0}^{Nd} \frac{1}{T_{k,k+1}}
\]

(4.42)

which is nothing but the sum of the subsystem resistances \(\frac{\hbar}{e^2} \frac{1}{T_{k,k+1}}\). This is already an important property of our model. For a given decoherence configuration, the total resistance equals the sum of the subsystem resistances.

4.3.6 Results for the ordered chain

In this section we consider a tight-binding chain without disorder: all onsite energies \(\epsilon_i = \epsilon_L = \epsilon_R = 0\) are equal to zero. Like before, we take \(t = 1\) as our energy unit, e.g. \(\mu\) is measured in units of \(t\). For all calculations \(\eta = \eta_L = \eta_R\). For further simplification of the notation we use natural units for the conductance and resistance, i.e. \(\frac{e^2}{\hbar} = 1\).

\(^{5}\)Note that \(1 < n < Nd\).
4.3.6.1 The conductance $\langle G(\mu) \rangle$ of the system

For an instructive introduction to the numerical results we consider as a first example the ordered chain with length $N = 7$ like in Figure 4.3. Without decoherence sites, its conductance is just $G(\mu) = T_{LR}(\mu) = T_9(E = \mu)$ using the notation $T_N(E)$ of Section 3.9 and taking into account that we model the contacts similar to the decoherence sites. With decoherence sites at $i = 2$ and $i = 4$ like in the first example of Figure 4.3, using (4.42) the resistance of this decoherence configuration reads

$$\frac{1}{G_{\text{config.1}}(\mu)} = R_{\text{config.1}}(\mu) = \frac{2}{T_3(\mu)} + \frac{1}{T_5(\mu)}$$

(4.43)

Analogously, for the second example in Figure 4.3, we find

$$\frac{1}{G_{\text{config.2}}(\mu)} = R_{\text{config.2}}(\mu) = \frac{1}{T_2(\mu)} + \frac{2}{T_3(\mu)} + \frac{1}{T_4(\mu)}$$

(4.44)

The conductance $G(\mu)$ for the chain without decoherence sites, and for the decoherence configurations of (4.43) and (4.44) is displayed in Figure 4.5. Also the individual transmission functions $T_N$ are displayed there. Compare with Figures 3.33 and 3.35, where the same $T_N$ (for different $\eta = \frac{\Gamma}{2}$) are displayed.

![Figure 4.5](image)

Figure 4.5: Conductance $G$ of the example configurations of Figure 4.3 as a function of the Fermi energy $\mu$ of the contacts. For comparison, also the transmission functions which go into the conductances are displayed. $\eta = 1.25$.

Now, in order to obtain the conductance $\langle G(\mu) \rangle$ of the system for a given parameter $p$ we choose a number of $M$ decoherence configurations and average the single-configuration conductances. For the chain of length $N = 7$ with $p = 0.2$ and $M = 100$, this is done in Figure 4.6.

In this Figure 4.6 we compare the curves $\langle G(\mu) \rangle$ averaged over different decoherence configurations for every energy $\mu$ (black curve), and averaged over the same decoherence configurations (red curve). Of course, the red curve is continuous and differentiable, whereas the black one fluctuates. Yet we observe that the fluctuations of the black curve are of the same size as the standard error of the mean $\sigma_M(G) = \sqrt{\frac{1}{M} \langle G^2 \rangle - \langle G \rangle^2}$ which was evaluated for the red curve. We conclude that averaging over the same decoherence configurations for different energies is justified, having in mind that the average is subject to an error measurable by the standard error of the mean $\sigma_M$. 
4.3 Application of the model to a linear tight-binding system

Figure 4.6: Averaged conductance $\langle G \rangle$ for a chain with $N = 7$ as a function of the Fermi energy $\mu$ of the contacts, $p = 0.2$, $\eta = 1.25$. Whereas for the black curve, the $M = 100$ decoherence configurations were chosen independently for every energy $\mu$, for the red curve the same $M = 100$ decoherence configurations were taken for every energy. The error bars in the red curve are the standard errors of the mean conductance, $\sigma_M = \sqrt{\frac{1}{M}(G^2 - \langle G \rangle^2)}$, and in good accordance with the fluctuations of the black curve.

We have also performed numerical calculations for a chain of $N = 100$ sites with $\eta = 1.25$. Figure 4.7 shows the results for the conductance in dependence of the Fermi energy $\mu$ of the contacts. The conductance was averaged over $M = 400$ decoherence configurations which were the same for all energies $\mu$.

Figure 4.7: Averaged conductance $\langle G \rangle$ of the ordered chain as a function of the Fermi energy $\mu$ of the contacts for different parameters $p$. The conductance $\langle G(\mu) \rangle$ is symmetric with respect to $\mu = 0$, therefore only $\langle G(\mu > 0) \rangle$ is displayed. The $M = 400$ decoherence configurations over which the average was taken, were the same for all energies $\mu$. $\eta = 1.25$.

In Figure 4.7(a) for $p = 0.01$ we can still see the energy spectrum of the finite tight-binding chain, cf. (3.77). At the eigenenergies of the isolated chain, $\langle G \rangle$ has maxima. The reason is that for many of the decoherence configurations at $p = 0.01$ no decoherence in the system was present. For higher values of $p$, the maxima are washed out as their locations vary for different lengths of the coherent subsystems. To the edges of the tight-binding band...
When \( \mu \to \pm 2 \), the conductance is reduced, just like in the model of Roy and Dhar [156], whose result is displayed in Figure 4.8.

![Figure 4.8](image)

Figure 4.8: Figure 2 of [156]. The electrical and thermal (inset) conductivity of an infinite chain of the setup of Figure 4.1. Here the conductivity is understood as length \( \times \) conductance of an infinite subsystem infinitely far from the left and right contacts. \( \gamma' \) corresponds to the parameter \( \eta \) in Figure 4.1. The conductivity \( \sigma \) is given in units of \( \frac{e^2}{2h} \) and \( \mu \) in units of the coupling along the chain. For large dephasing parameter \( \gamma' = 2.5 \), the curve \( \sigma(\mu) \) has a similar behavior as our \( G(\mu) \) for \( p > 0.05 \), cf. Figure 4.7.

### 4.3.6.2 Fluctuations of \( G(\mu) \)

In the same way like the conductance we calculate the conductance fluctuations as a function of the Fermi energy \( \mu \) of the contacts by averaging over different decoherence configurations. In Figure 4.9 these fluctuations are displayed for a system of length \( N = 100 \) averaged over 400 configurations.

![Figure 4.9](image)

Figure 4.9: Conductance fluctuations \( \langle \delta G^2 \rangle \) of the ordered chain as a function of the Fermi energy \( \mu \) of the contacts for different parameters \( p \). We see that the decoherence strongly suppresses the fluctuations. Like \( G \), also its fluctuations are symmetrical with respect to \( \mu = 0 \). \( \eta = 1.25 \).
For $p > 0.05$ we find a strong suppression of the conductance fluctuations by decoherence. That means that apart from the average over $M$ decoherence configurations, also within a single configuration the distribution of decoherence sites causes a self-averaging which reduces the fluctuations. The strong fluctuations towards the band edge for $p = 0.01$ are explained by the fact that near the band edge, the tight-binding system has the highest density of eigenenergies. Thus a decoherence site in the system is more likely to modify the transmission near the band edges.

### 4.3.6.3 $\langle G(p) \rangle$ and $\langle R(p) \rangle$ for $\mu = 0$

Furthermore we have analyzed the dependence of the conductance on the density $p$ of decoherence sites, $\langle G(\mu, p) \rangle$. At each decoherence site there is a momentum relaxation. Therefore a loss of conductance is expected. Numerical results are displayed in Figure 4.10.

![Figure 4.10](image_url)

Figure 4.10: (a) Conductance and resistance (inset) of a chain with $N = 100$ at $\mu = 0$ as a function of the decoherence parameter $p$ which corresponds to the average decoherence site density. $\eta = 1.25$. The averages were taken over $M = 400$ decoherence configurations. For the black curves, the conductance was averaged over the decoherence configurations, and the resistance calculated as the inverse averaged conductance, i.e. $R = \frac{1}{\langle G \rangle}$, whereas for the red curve, the resistance was averaged over the decoherence configurations, and $G = \frac{1}{\langle R \rangle}$. As expected, the conductance decreases with $p$, the average density of decoherence sites. (b) Except for $\eta = 4.0$ all parameters are the same like in (a). In the inset we observe that the resistance does not increase linearly with $p$. Like in (a), the type of average affects the resulting resistance and conductance, specially for small values of $p$.

In Figure 4.10, two different averages are considered. For the black curves, the conductance was averaged over the different decoherence configurations, whereas for the red curves, the resistance was averaged. The seemingly linear dependence of $\langle R(p) \rangle$ and $1/\langle G(p) \rangle$ in Figure 4.10(a) is a coincidence for the chosen parameter $\eta$. For $\eta = 4$ we observe a nonlinearity, cf. the Figure 4.10(b).
When to take which average

The averages over the conductance and the resistance correspond to different experimental situations. Whereas the average over the conductances is adequate for a situation where for a fixed voltage the current is measured as the reaction of the system, the average over the resistances is adequate when a fixed current is imposed on the system and the caused potential drop is measured.

If we consider the linear chain as a representative of a current path in a 3d medium between 2d contacts, it is natural to average over the conductance. If instead we consider the chain as a representative subsystem of a very long linear system (like below for the calculation of the resistivity), the average has to be taken over the resistances.

Below we will see that under certain circumstances, an ohmic resistivity of the infinite chain can be defined. For a large system size, both conductance and resistance can be described well by the resistivity. Then the question of which average to take becomes irrelevant.

**Analytical calculation of \( \langle R(p, \mu = 0) \rangle \)**

As we have seen in Section 3.9.2, at \( E = \mu = 0 \), the transmission \( T_N(E) \) of the coherent ordered chain only depends on the even-odd parity of the chain length. This gives us a means to calculate \( \langle R(p) \rangle \) of Figure 4.10 analytically.

The way we defined the contacts and decoherence sites in Sections 4.3.1 and 4.3.2, between every two contacts and decoherence sites we have \( i_{n+1} - i_n - 1 \) coherent sites which correspond to ordered chains of length \( i_{n+1} - i_n + 1 \) between contacts in the wide-band limit like in Section 3.9.2. If furthermore we choose \( \eta_L = \eta_R = \eta \), the total resistance\(^6\) at \( \mu = 0 \) of a decoherence configuration, (4.42), simplifies to

\[
R = \frac{A_u}{T_u} + \frac{A_g}{T_g}
\]

where \( A_u \) is the number of segments of odd length \( (i_{n+1} - i_n + 1 \) odd), and \( A_g \) is the corresponding number of even segments \( (i_{n+1} - i_n + 1 \) even). As we have seen in Section 3.9.2 (equations (3.115) and (3.116) with \( \Gamma = 2\eta \), see also [199, Section 5]), the transmission \( T_N(E = 0) \) through an odd-length ordered chain for \( \eta_L = \eta_R = \eta \) and \( t = 1 \) is

\[
T_u = 1
\]

and for an even-length chain

\[
T_g = \frac{4\eta^2}{(1 + \eta^2)^2}
\]

The average number of odd segments in the chain is

\[
\langle A_u(p, N) \rangle = \frac{2(1 - p)^2 [1 - (p - 1)^N] + pN (1 - p) (2 - p)}{(2 - p)^2}
\]

\(^6\)Note that we use natural units \( \frac{e^2}{h} = 1 \) in this Section.
and the average number of even segments in the chain is
\[
\langle A_g(p, N) \rangle = \frac{2 - p^2 + pN(2-p) + 2(1-p)^2(p-1)^N}{(2-p)^2} \quad (4.49)
\]
For the derivation of the formulae (4.48) and (4.49), which involves using a matrix product ansatz, see the Appendix C.

Knowing these exact averages, the averaged resistance is
\[
\langle R \rangle_{\text{exact}} = \frac{\langle A_u \rangle}{T_u} + \frac{\langle A_g \rangle}{T_g} \quad (4.50)
\]
A comparison of numerical and exact averages of \( R \) is displayed in Figure 4.11.

Figure 4.11: Resistance of an ordered chain of length \( N = 100, \eta = 4.0 \). (a) \( R(p) \) as a numerical average over 400 decoherence configurations (black) and as the exact average (red). (b) Absolute (green) and relative (blue) error of the numerical average. Note the two different y axes in the right graph.

The relative error between numerical average and exact average is also shown in Figure 4.11. As we can see, already the average over 400 decoherence configurations (out of \( 2^{100} \approx 1.3 \times 10^{30} \) possible) yields relative errors in the averaged resistance of less than 7%.

Figure 4.12 shows the dependence of the relative error on the number \( M \) of decoherence configurations over which the average is taken.

We can see that for \( N = 100 \) and \( \eta = 4.0 \) a reliable numerical average with an error < 5% is already reached on averaging over only 700 decoherence configurations.

### 4.3.6.4 The resistivity of infinite chains

Now let us consider the averaged resistance \( \langle R \rangle_{\text{exact}} \), equation (4.50), in the limit \( N \to \infty \). As \( p \in [0, 1] \), we find the ohmic resistivity
\[
\rho(\mu = 0, p) = \lim_{N \to \infty} \frac{\langle R(p, \mu = 0) \rangle_{\text{exact}}}{N} = \frac{p(1-p)}{2-p} \frac{1}{T_u} + \frac{p}{2-p} \frac{1}{T_g} = \frac{p(1-p)}{2-p} + \frac{p}{2-p} \frac{(1+\eta^2)^2}{4\eta^2} \quad (4.51)
\]
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Figure 4.12: Relative error of the resistance as a function of the number $M$ of decoherence configurations over which the numerical average is taken. $N = 100, \eta = 4.0$. For more than 700 decoherence configurations, the relative error is smaller than 5%. Note the logarithmic scales.

for a linear ordered system at $\mu = 0$. The resistivity $\rho(p = 0) = 0$, does not mean that a completely coherent conductor has a resistance $R = 0$, but only that it does no longer increase with the length.

Also for $\mu \neq 0$ we can define a resistivity of infinite chains in the following way:

$$\rho(\mu, p) = \frac{1}{L_\phi} \left[ \frac{p}{T_2(\mu)} + \frac{p(1 - p)}{T_3(\mu)} + \frac{p(1 - p)^2}{T_4(\mu)} + \ldots \right] = p^2 \sum_{j=0}^{\infty} \frac{(1 - p)^j}{T_{j+2}(\mu)}$$

(4.52)

where $L_\phi$ is the average subsystem length, $p$ the relative frequency of subsystems of length $i_{n+1} - i_n = 1$ (transmission function $T_2$), $p(1 - p)$ the relative frequency of subsystems of length 2, etc. The sum in (4.52) converges for $\mu \in (-2, 2)$ because $\frac{1}{T_{\inf}(\mu)} \sum_{j=0}^{\infty} (1 - p)^j = \frac{1}{p T_{\inf}(\mu)}$ converges and $\frac{1}{T_{\inf}(\mu)} \geq \frac{1}{T_j(\mu)} > 0$ is a majorant for all $j$, cf. Section 3.9.2.3.

The majorant also yields an estimate for the error in the numerical evaluation of $\rho(\mu \in (-2, 2))$. If we add the first $J$ terms of the sum ($= \rho_J$), the maximum error is

$$\rho - \rho_J \leq \frac{p^2}{T_{\inf}(\mu)} \sum_{j=J+1}^{\infty} (1 - p)^j = \frac{p(1 - p)^{J+1}}{T_{\inf}(\mu)}$$

(4.53)

Thus we know which $J$ to choose for any desired accuracy of $\rho$.

For $\mu = \pm 2.0$, where, according to (3.123), $T_j \propto j^{-2}$, the series (4.52) converges for all $p \in [0, 1]$, as the generalized ratio test for the summands shows.

For $\mu$ outside the band, we can apply (3.118),\(^7\) in order to determine those $p$ for which a resistivity can be defined. For $\mu > 2$, the summands of (4.52) for large $j$ can be approximated by

$$\frac{p^2(1 - p)^j}{T_{j+2}(\mu)} \approx \frac{p^2(\mu^2 + \eta^2)^2(\mu + \sqrt{\mu^2 - 4})^2}{16\eta^2 (\mu^2 - 4)} \left[ \frac{\mu + \sqrt{\mu^2 - 4}}{2} \right]^2 \left( 1 - p \right)^j$$

(4.54)

\(^7\)Use $\Gamma = 2 \eta$. 

Thus the series (4.52) has the same tail (i.e. large $j$-part) like a geometric series with summands (4.54). Therefore also for $\mu \notin [-2, 2]$ we have ohmic behavior for infinite chains, if the convergence criterion for $\rho$ is fulfilled:

$$\left(\frac{\mu + \sqrt{\mu^2 - 4}}{2}\right)^2 (1 - p) \begin{cases} < 1 & \text{resistivity } \rho \text{ exists} \\ \geq 1 & \text{resistivity } \rho \text{ does not exist} \end{cases} \quad (4.55)$$

We conclude that if

$$L_\phi < L^* = \frac{1}{1 - \left[\frac{2}{\mu + \sqrt{\mu^2 - 4}}\right]^2} \quad \text{or equivalently} \quad p > p^* = 1 - \left[\frac{2}{\mu + \sqrt{\mu^2 - 4}}\right]^2 \quad (4.56)$$

ohmic behavior is reached.\(^8\)

We observe, that whether or not for a given $|\mu| > 2$ a resistivity can be defined, only depends on the parameter $p$. The parameter $\eta$ only enters into the absolute value of $\rho$.

For large finite systems, the resistivity of the infinite system yields an approximate value for the resistance $R \approx \rho N$ and conductance $G \approx \frac{1}{\rho N}$. Then also the question of whether to average over the resistances or conductances becomes irrelevant as the resistance for every decoherence configuration becomes self-averaging for large $N$. We will discuss this in the next paragraph.

One could imagine to use the first summands of (4.52) to approximate the resistance $R$ of a finite system with size $N$ also for $\mu > 2, p < p^*$ (i.e. when $\rho$ does not exist):

$$R \approx N \rho_N \quad \text{wrong!} \quad (4.57)$$

Yet, this approximation leads to wrong results because the summands for $j \approx N$, which contribute most to $\rho_N$, have wrong statistical weight for a finite chain. Anyway we expect a super-linear resistance increase.

$\langle G(p, \mu \neq 0) \rangle \text{ and } \langle R(p, \mu \neq 0) \rangle$

Above in Section 4.3.6.3 using an analytic calculation we have seen that $\langle R(p, \mu = 0) \rangle$ increases monotonously with $p$. Here we examine this function numerically also for other values of $\mu$. See Figure 4.13.

First we notice that $\rho N \approx \langle R \rangle \approx 1/\langle G \rangle$ is not valid for small values of $p < \frac{1}{N}$, i.e. when the system size is smaller than the coherence length. Then, of course, the use of the resistivity of an infinite system makes no sense.

We see in Figure 4.13 that for all values $\mu \notin (-2, 2)$ outside the tight-binding band of the ordered chain, $\langle G \rangle$ increases with $p$. The reason is the following. As we have seen in Section 3.9.2.2, the transmission $T_N(E)$ of the ordered chain decays exponentially with

\(^8\)Already for $\mu = 2.1$ the required phase coherence $L_\phi < 2.14$ reaches the order of magnitude of the lattice constant.
Figure 4.13: Resistance (a) and conductance (b) of an ordered chain with $N = 30$ as a function of $p$. The averages $\langle G \rangle$ (black lines) and $\langle R \rangle$ (red lines) were taken over $M = 1000$ decoherence configurations. For comparison also the conductance and resistance calculated from $\rho$ are depicted in the graphs (green lines). In (a), $\mu = 0.0, 1.9, 1.99, 2.0, 2.1$ from bottom to top groups of three lines. In (b), $\mu = 0.0, 1.9, 1.99, 2.0, 2.1$ from top to bottom. Note the logarithmic $G$-axis in (b).

$N \to \infty$ for $|E| > 2$. Now, with growing $p$ the number of decoherence sites in the chain increases and thus the average subsystem length decreases, leading to an increase in $\langle G(p) \rangle$ for $|\mu| \geq 2$.

Now we explain the behavior for $\mu \in (-2, 2)$. With $p$, the number of decoherence sites in the system increases. For every additional decoherence site in a decoherence configuration, according to (4.42) we have an additional summand adding to the resistance with a value between $\frac{1}{T_{\text{sup}}}^\mu$ and $\frac{1}{T_{\text{inf}}}^\mu$. For $\mu \approx 0$, as we can see in Figure 3.38(a) on page 49, $T_{\text{inf}}$ and $T_{\text{sup}}$, are of the same order of magnitude for $\eta = 4.0$, thus the increase in the number of decoherence sites causes an approximately linear increase of $R$. For $\mu \to \pm 2$, i.e. $T_{\text{inf}} \to 0$, we find that the resistance first increases and then decreases with $p$. This is the crossover between the behavior at the middle of the band and outside the band. The crossover can be understood by considering Figures 3.38 and 3.41 on pages 49 and 52. We see in Figure 3.41 that the average transmission $\langle T(\mu \to 2) \rangle_N \to 0$ approaches zero whereas for $N = 2$, as we can see in Figure 3.38(b), $T_2(\mu \to 2) > 0$ has a value clearly larger than zero. Now, whereas for small $p$, any additional decoherence site causes a large increase in resistance (as $1/(T) \gg 1$) of the configuration, for large $p$ most of the coherent subsystems have the length 1 and contribute only $1/T_2 \sim 1$ to the resistance of the configuration. The large discrepancy of the individual values of $T$ that contribute to $\langle R \rangle$ for $\mu \to 2$ is also the reason for the large differences in averaging over resistances or conductances in Figure 4.13(a) for $\mu = 1.99$.

\[\text{For the definitions of } T_{\text{sup}} \text{ and } T_{\text{inf}}, \text{ see Section 3.9.2.3, page 49.}\]
4.3 Application of the model to a linear tight-binding system

4.3.6.5 The resistance of the finite chain, and how the ohmic limit is reached

The length dependence of the resistance $1/\langle G(N) \rangle$ is displayed in Figures 4.14 and 4.15.

Figure 4.14: The length dependence of the resistance $R = 1/\langle G \rangle$ where the average was taken over $M = 400$ decoherence configurations. Note the double logarithmic axes. For comparison, in black we have drawn the straight lines $R = \rho(\mu, p)N$ of ohmic resistance with the resistivity for infinite chains. For all curves, $\eta = 1.25$.

Figure 4.15: The same as Figure 4.14 for different choices of $\mu$. For $\mu = 2.0$ we observe the power law $R \propto N^2$ for $p = 0.0$ (compare with Figure 3.39), whereas for $p > 0$, finally $R \propto N$ is reached. For $\mu = 2.1$ outside the band we observe a nonlinear increase of $R$ except for $p > p^*$.

We notice that for large $N$, the resistance increases ohmically, i.e. proportional to $N$, for all $\mu \in (-2, 2)$ inside the tight-binding band of the chain. For comparison, also the resistances calculated from the resistivity $\rho$ according to (4.52) are plotted in Figure 4.14. They give very good estimates for large system sizes.

As we can see from Figure 4.15(a), for $\mu = 2.0$ at the band edge, the proportionality $R \propto N$ is reached for large $N$. Only for $p = 0.0$ (which shows oscillatory curves for $|\mu| < 2.0$), we
find $R \propto N^2$, in accordance with (3.123).

For $|\mu| > 2.0$, the large $N$ behavior of $R$ depends on $p$. For $p < p^*$ (cf. (4.56)), $R$ behaves nonlinear, increasing the steeper the smaller $p$ is. For $p > p^*$, we expect a linear relationship $R \propto N$ for $N \to \infty$.

Indeed we find, as displayed in Figure 4.16, examples of linear behavior $R \propto N$ for $\mu = 2.1$. There we have also displayed the resistances calculated from the resistivity of the infinite chain. Whereas for $p = 0.99$ and $p = 0.6$, the resistivity $\rho$ of the infinite chain comes close to the slope of $R$, for $p = 0.5 \gtrsim 0.467 = p^*$ there is a large discrepancy. The reason is that subsystems of an almost vanishing statistical weight contribute significantly to the resistivity (defined in (4.52)). For example, for $p = 0.5$ and $\mu = 2.1$, subsystems of length $L > 20$ which have a statistical weight of $1 - p(1-p)^{19} = 9.5 \times 10^{-7}$ contribute more than 29% to the resistivity. Even subsystems of length $L > 73$ (statistical weight $1.0 \times 10^{-22}$) contribute more than 1% to $\rho$. Thus, as we approach $p \to p^*$ from above, an accordance of the system resistance with the resistivity is only reached for larger and larger $N$. The number of decoherence configurations $M$ over which we average the conductance, has to increase drastically in order to find agreement with the value calculated from the resistivity $\rho$. Computationally this becomes soon impossible. If $\rho$ has significant contributions for subsystem lengths $L > N$ larger than the system, it can no longer be used to approximate the finite system resistance.

This could also have observable experimental consequences. Although a large sample can have a material-specific resistivity (corresponding to our $\rho$), smaller systems (still much larger than the phase coherence length) of the same material can have unpredictable resistances, if the locations of decoherence events cannot be controlled.

In Figure 4.17 we analyze how the ohmic limit of the conductance is reached.

For $\mu = 0.0$ we find that the way the ohmic conductance is reached is similar to that found with the model of Roy and Dhar [156]. In this situation we find a correspondence of the “dissipation constant $\gamma^*$” of [156] (the $\eta$ of Figure 4.1) with our decoherence site density $p$. See also the discussion in [199, End of Section 5].
4.3 Application of the model to a linear tight-binding system

4.3.6.6 The fluctuations $\langle \delta G^2 \rangle$

Now we come to the fluctuations of the conductance. The fluctuations $\langle \delta G^2 \rangle = \langle G^2 - \langle G \rangle^2 \rangle$ as a function of the chain length $N$ are displayed in Figure 4.18 and 4.19 for different values of $\mu$.

In Figure 4.18 we see the conductance fluctuations for $\mu = 0$ in the middle of the band. The maxima of the fluctuations lie at about $N = \frac{1}{p}$ i.e. when there is most probably either 0 or 1 decoherence site in the system. As we can see in the log-log plot (Figure 4.18(b)), the fluctuations for $\mu = 0.0$ behave like $\langle \delta G^2 \rangle \propto N^{-3}$ as $N \to \infty$.

In Figure 4.19(a) we find that the proportionality $\langle \delta G^2 \rangle \propto N^{-3}$ also holds for $\mu = 1.99$ near the band edge. Consider the periodicity of the oscillations in Figures 4.18(a) and 4.19(a). We identify them with the periodicity of $T_N(E)$ (cf. Section 3.9.2.3): Whereas

Figure 4.17: $\langle G \rangle \rho N$ as a function of the chain length for $\mu = 0.0$ (a) and $\mu = 2.0$ (b). The conductance was averaged over $M = 400$ decoherence configurations. $\eta = 1.25$. For $\mu = 0.0$ we see a nice analogy with Figure 4 of [156], displayed in (c). With decreasing phase coherence length $1/p$ (increasing “dissipation constant $\gamma$” of [156]) the ohmic limit is reached faster. Note the logarithmic $N$ axis in the graphs.
at $\mu = 0$ we find the period $P = 2$ (even-odd behavior), at $\mu = 1.99$ we find the period $P = 31.4$ given by (3.125). With any $N > kP, k = 1, 2, \ldots$, the chain can comprise one more subsystem of the length $P$, which has a transmission close to 1, whereas subsystems of other lengths have transmissions close to 0 (cf. Figure 3.40(b)).

In Figure 4.19(b) we can see the fluctuations for $\mu = 2.1$ outside the band. We can see that for $p > p^* = 0.463$ (cf. (4.56)), when ohmic behavior is reached, the fluctuations decay also like $\langle \delta G^2 \rangle \propto N^{-3}$. On the other hand for $p < p^*$, the fluctuations decay faster (but not faster than the conductance itself, see Section 4.3.6.7).

The reason for the decay for $N \to \infty$ for a fixed number of decoherence configurations $M$ is that, when the ohmic limit exists, for long chains the resistance of every decoherence configuration approaches the same value given by $R = N\rho$ due to self-averaging. If the ohmic limit does not exist, the subsystems predominantly act as tunneling barriers, and therefore their respective conductance and conductance fluctuations decay exponentially with the chain length.
4.3.6.7 The relative standard error of the mean $\sqrt{\frac{\langle \delta G^2 \rangle}{\langle G \rangle \sqrt{M}}}$

The relative standard error of the mean $\sqrt{\frac{\langle \delta G^2 \rangle}{\langle G \rangle \sqrt{M}}}$ is displayed in Figure 4.20.

![Figure 4.20](image)

Figure 4.20: The length dependence of the relative standard error of the mean $\sqrt{\frac{\langle \delta G^2 \rangle}{\langle G \rangle \sqrt{M}}}$.

For all figures the average was taken over $M = 400$ configurations at $\mu = 0, 1.5, 2.0, 2.1$ from upper left to lower right. For all curves, $\eta_L = \eta_R = \eta = 1.25$.

Whereas inside the band and at the band edge, the relative standard error of the mean decays with $N$, independently of $p$, for $\mu$ outside the band (and $p < p^*$) the error remains high and even increases the steeper the smaller $p$ is. The fact that the relative error of the mean is up to 1 for small $p$, is reflected in the extreme fluctuations of $R$ displayed in Figure 4.15(b). The reason for the large relative fluctuations of $G$ is the following. As we have seen in Section 3.9.2.3, for energies outside the tight-binding band, the coherent transmission through an ordered chain decays exponentially with the chain length. The resistance of an individual coherent chain thus increases exponentially with the chain length. For small values of $p$, the length of the longest coherent chain in a decoherence configuration (which dominates the resistance) fluctuates strongly, and thus the resistances of the individual decoherence configurations fluctuate by orders of magnitude. This is not the case for $\mu$ inside the band. There, as we have seen in Section 3.9.2.3, the transmission of the individual coherent segments has an infimum $T_{\text{inf}} > 0$ for every energy, and therefore the resistances of the individual decoherence configurations only fluctuate linearly as the number of decoherence sites in the chain fluctuates.

We conclude that due to the large resistance fluctuations in cases for which $\rho$ does not exist, the resistance obtained by averaging over a small number of decoherence configurations...
4.3.7 Results for a linear chain with onsite disorder

In this section we consider a tight-binding chain with Gaussian onsite disorder, i.e. the onsite energies $\epsilon_i$ are chosen according to a Gaussian probability density

$$p(\epsilon) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{\epsilon^2}{2\sigma^2}}$$

(4.58)

with mean value $\epsilon = 0$ and variance $\sigma^2$. We do not consider off-diagonal disorder and take $t = 1$ as our energy unit. The onsite energies of the left and right contact are fixed, i.e. $\epsilon_L = \epsilon_R = 0$. Like before, we set $\eta_L = \eta_R = \eta$, and choose natural units for the conductance, i.e. $\frac{e^2}{h} = 1$.

In Section 3.9.3 we have already seen that the coherent transmission through a chain with Gaussian disorder decays exponentially with the length $N$. Before introducing decoherence into the system, let us consider the coherent transmission through disordered chains.

In Figure 4.21 we display three different disorder realizations for a chain with $N = 20$ and $\sigma = 1.0$ with their respective transmissions for $\eta = 1.25$. Although the concrete transmission functions for the different disorder realizations show little similarity, the averaged transmission function $\langle T \rangle$ displayed in Figure 4.21(d) has a transmission value $\langle T \rangle$ significantly larger than zero for all energies $\mu$ of the tight-binding band of the chain without disorder.

4.3.7.1 $\langle G(\mu) \rangle$ and its fluctuations

If now we introduce decoherence into the system, we can examine, like in the case of the ordered chain, the behavior $\langle G(\mu) \rangle$ of the average conductance in dependence of the Fermi energy of the contacts. Here, we perform the average over both energy disorder and decoherence configurations. We generate $L$ sets of random onsite energies $\{\epsilon_i \mid i = 1, \ldots, N\}$ according to the Gaussian energy distribution (4.58). Furthermore we choose $M$ decoherence configurations like in the case of the ordered chain of Section 4.3.6. For every one of the $L$ disorder realizations we calculate the average conductance over the $M$ decoherence configurations. For comparibility, we use the same set of disorder and decoherence configurations for every energy $\mu$, cf. the discussion in Section 4.3.6.1. In Figures 4.22 and 4.23 we show the results for $\langle G(\mu) \rangle$ and $\sqrt{\langle (\delta G(\mu))^2 \rangle}$ for $\sigma = 0.1$ and $\sigma = 1.0$, respectively.

Whereas in the case of $\sigma = 0.1$, the underlying energy structure of the ordered tight-binding chain is clearly visible for $p = 0.0$ and $p = 0.01$ (in the oscillations of $\langle G \rangle$, cf. Figures 4.7 and 3.33), the disorder washes it out for $\sigma = 1.0$. Comparing the Figures 4.22 and 4.23, we also find that for strong disorder ($\sigma = 1.0$), a higher parameter $p$ increases the conductance. We will explain the reasons in the following Section 4.3.7.2. Whereas in the case of $\sigma = 0.1$, the fluctuations $\sqrt{\langle (\delta G)^2 \rangle}$ are mostly due to the different decoherence configurations.
4.3 Application of the model to a linear tight-binding system

Figure 4.21: The transmission through three different disordered chains of length $N = 20$ with $\sigma = 1.0$. The transmission function varies clearly for every disorder realization. Note the slightly different energy scales in the insets. Figure (d) shows the transmission averaged over 150,000 different disorder configurations. $\eta = 1.25$.

configurations (therefore the similarity with Figure 4.9), in the case of $\sigma = 1.0$, they are mostly due to the very strongly energy-dependent transmission functions of the coherent subsystems (cf. Figure 4.21).

4.3.7.2 $\langle G(p) \rangle$ and $\langle R(p) \rangle$

Like in the case of the ordered chain, in this section we study the dependence of the average conductance on the concentration of decoherence sites $p$ for a fixed chain length $N$, cf. Figure 4.24.

Whereas for $\sigma = 0.5$ we observe a similar behavior like for the ordered chain ($\sigma = 0.0$), we observe an increase in $p$ for the conductance $\langle G(p) \rangle$ for $\sigma = 1.0$ and $\sigma = 1.5$. Comparing with Figure 4.13(b), we find the behavior for $\sigma = 1.0$ and $\sigma = 1.5$ is analogous for the
Figure 4.22: (a) Averaged conductance $\langle G \rangle$ of the disordered chain of length $N = 100$ with $\sigma = 0.1$ as a function of the Fermi energy $\mu$ of the contacts for different parameters $p$. (b) Mean fluctuations of the conductance $\sqrt{\langle \delta G^2 \rangle}$. For both graphs the $M = 400$ decoherence configurations as well as the $L = 400$ disorder configurations over which the average was taken, were the same for all energies $\mu$. $\eta = 1.25$.

Figure 4.23: Like Figure 4.22. The only parameter difference: Here $\sigma = 1.0$.

one of $\langle G(p) \rangle$ of the ordered chain for $\mu$ outside the band. The reason is also the same. Whereas the increase in decoherence sites causes an increase of the resistance linear in $p$, it is overcompensated by the increase of the transmission which is exponential.

### 4.3.7.3 Resistance and resistivity of the disordered chain

In this section we consider the resistance of the disordered chain as a function of the chain length $N$. Therefore we take an ensemble of chains with onsite disorder of variance $\sigma$, and for each of the chains we consider a number of decoherence configurations. For every decoherence configuration we calculate the conductance, and then we average over both decoherence configurations, and disorder. Numerical results are displayed in Figure 4.26.

Like for the chain without disorder, we examine under which conditions a resistivity exists
4.3 Application of the model to a linear tight-binding system

Figure 4.24: Conductance $\langle G(p, \mu = 0.0) \rangle$ of a disordered chain with $N = 100$ for different disorder strengths $\sigma$. The average was taken over $L = 1000$ disorder and $M = 400$ decoherence configurations. $\eta = 1.25$.

for disordered chains. In analogy with (4.52), the resistivity for the disordered chain reads

$$\rho_{\text{disorder}}(\mu, p) = p^2 \sum_{j=0}^{\infty} (1 - p)^j \left\langle \frac{1}{T_{j+2}(\mu)} \right\rangle_{\text{disorder}}$$

(4.59)

i.e. each subsystem has to be weighted by the disorder averaged inverse transmission. As we have seen in Section 3.9.3, the coherent transmission (3.133) of the disordered chain decays exponentially with the chain length, $\langle T_j \rangle \propto e^{-\frac{j}{\lambda}}$, where $\lambda$ is the localization length. Thus we expect $\langle \frac{1}{T_j} \rangle \propto e^{\frac{j}{\lambda}}$ to increase exponentially according to some length $\xi$, which according to the different average, in general differs from $\lambda$. Numerical calculations confirm the exponential behavior of $\langle \frac{1}{T_j} \rangle$, cf. Figure 4.25.

The values which we find for $\xi$ by fitting exponential functions to the graphs in 4.25 for $J > 500$ are listed in Table 4.1.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\xi$ Gaussian</th>
<th>$\xi$ uniformly distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>46.5</td>
<td>40.5</td>
</tr>
<tr>
<td>0.5</td>
<td>13.6</td>
<td>12.6</td>
</tr>
<tr>
<td>0.75</td>
<td>6.21</td>
<td>5.90</td>
</tr>
<tr>
<td>1.0</td>
<td>3.85</td>
<td>3.54</td>
</tr>
</tbody>
</table>

Table 4.1: The length $\xi$ in dependence of the disorder strength $\sigma$ for Gaussian and uniformly distributed onsite disorder. Found by fitting to Figure 4.25.

As, using $\langle \frac{1}{T_j} \rangle \propto e^{\frac{j}{\lambda}}$, (4.59) contains a geometric series, it depends on the product $e^{\frac{1}{\xi}}(1 - p)$ whether the resistivity exists or not:

$$e^{\frac{1}{\xi}}(1 - p) \begin{cases} < 1 & \text{resistivity } \rho \text{ exists} \\ \geq 1 & \text{resistivity } \rho \text{ does not exist} \end{cases}$$

(4.60)
\begin{align*}
(1 - p) e^{\frac{1}{\xi}} < 1 & \iff p > p_{\text{disorder}}^\ast = 1 - e^{-\frac{1}{\xi}} \iff L \phi < \frac{1}{1 - e^{-\frac{1}{\xi}}} \approx \xi \quad (4.61)
\end{align*}

we conclude that for

In practice we examine the series (4.59) numerically. We average each \( \langle \frac{1}{T_j} \rangle \) over \( L \) randomly chosen disorder configurations. Then we evaluate the sums

\begin{equation}
\rho_J(\mu, p) = p^2 \sum_{j=0}^{J} (1 - p)^j \left\langle \frac{1}{T_{j+2}(\mu)} \right\rangle_L \quad (4.62)
\end{equation}

and examine whether for large \( J \)

\begin{equation}
|\rho_{J+1} - \rho_J| \to 0 \quad (4.63)
\end{equation}

within a satisfactory numerical accuracy.

An example calculation for \( R(N) = \frac{1}{\langle G(N) \rangle} \) is presented in Figure 4.26.

With the parameters chosen in Figure 4.26, for \( p > p_{\text{Gaussian}}^\ast = 0.07 \) and \( p > p_{\text{uniform}}^\ast = 0.08 \) the resistance should increase linearly for \( N \to \infty \) and converge to \( R = N \rho(\mu, p, \sigma) \).

Whereas for \( p = 0.5 \) we have already almost perfect match, and for \( p = 0.2 \) the resistances differ about 7\% (Gaussian) and 4\% (uniform), for \( p = 0.1 \approx p^\ast \), \( N \rho \) and \( 1/(G) \) differ significantly, compare the dashed and continuous green curves in Figure 4.26(a). For the uniform disorder, \( N \rho(p = 0.1) = 4176N \) is outside the ranges chosen for Figure 4.26(b). Approaching \( p \to p^\ast \) from above, the closer we come to \( p^\ast \), the more summands of the series \( \rho \) (cf. (4.59)) become relevant. This involves averaging larger and larger
Figure 4.26: Length dependence of the resistance $1/\langle G \rangle$ for a chain with onsite disorder: (a) with Gaussian, (b) with uniform disorder. In both cases $\mu = 0.0, \eta = 1.25$. The average was taken over 1000 disorder and 1000 decoherence configurations. In dashed lines: The resistances calculated from the resistivity $\rho_J=1000$ for $L = 1000$.

quantities $\langle 1/T_j \rangle$, which fluctuate over orders of magnitude (cf. the already averaged curves in Figure 4.25). The criterion (4.63) for $\rho$ becomes harder and harder to reach, both for computational accuracy as for computation time reasons. The same holds true for the computation of $1/\langle G \rangle$ of the finite system. The individual conductances for every decoherence configurations differ very much making an increasing ensemble of decoherence and disorder configurations necessary. Once $p < p^*$, the system cannot reasonably be described by a resistivity.

4.4 Conclusions and outlook

In this chapter we have studied a model for the effects of decoherence on the electron transport in large systems. The concepts of the model have already been published previously [199]. We have discussed the model using the example of a linear tight-binding chain with and without diagonal disorder. The major results are the following.

- Modelling approach. Our model uses two parameters $\eta$ and $p$. With $\eta$, the purely imaginary self-energy of the decoherence regions, we describe within a single parameter the strength of the coupling of decoherence regions to the environment and/or the rest of the system. As we do not pretend to model the decoherence itself but only the effects of decoherence, this is the simplest possible approach. We have seen that despite its simplicity important results can be obtained. The parameter $p$ describes the density of decoherence regions in the system, which in one dimension is the inverse phase coherence length, i.e. $p = \frac{1}{L \phi}$.

In this thesis linear systems and single sites as decoherence regions are studied. The quantum-mechanical transport description is only used between neighboring decoherence sites. Beyond this length scale, via the rate equation, a classical description
is used. The rate equation is considered in the stationary case. That means the positions of the decoherence sites have to be constant on a time scale much longer than the time between any two decoherence processes.

In linear systems, the decoherence sites make the system fall apart into small-size subsystems. This reduces the computational cost in comparison with other phenomenological decoherence models.

- **Outlook to future extensions.** So far we have only discussed linear systems. If we wish to apply our model for higher dimensions, we have to take into account that by introducing single decoherence sites, the system does no longer fall apart into disconnected subsystems. That raises the questions of how to delimit the quantum-mechanical descriptions (the main computing time-saving advantage of our approach), and how to choose neighboring decoherence sites/regions for the rate equation.

The rate equation (4.6) does not mix energies, i.e. no energy is lost or gained due to decoherence or interaction at the decoherence sites, and conserves the number of charge carriers. Future extensions of the model are to include electron-hole recombination on the one hand, and non-infinitesimal bias on the other hand. For these extensions, energy mixing in the rate equation might be required. Then also finite temperatures play a role. A finite bias requires a self-consistent modification of the onsite energies of the system. Using the Hartree approximation, this modification is being done in a diploma thesis [170] at the moment.

- **Significance of linear chains.** We have analyzed our model for linear tight-binding chains at infinitesimal bias. The experimental significance we think of does not only extend to truly linear and quasi-linear systems like chains of nanoparticles, chains of gold atoms, or linear molecules like DNA, but also to three-dimensional media between two-dimensional electrodes, as long as the conduction essentially occurs along linear paths and if in-plane interactions play a minor role.

- **Results for linear tight-binding chains.** We have studied finite linear tight-binding systems, and analyzed how they behave as their length increases. For a given system length we have studied ensemble averages of decoherence site configurations with a given decoherence site density \( p \).

  - **Properties of coherent subsystems remain visible.** For low concentrations \( p \) of decoherence sites, in the ensemble averaged conductance we can see following properties of the coherent subsystems which we have presented in Section 3.9. The spectrum of the transmission \( T_N(E) \) with maxima at the eigenenergies of the \( N \)-site tight-binding chain can be recognized in the averaged conductance \( \langle G(\mu) \rangle \) of a system with length \( N \) (compare Figures 3.36 and 4.7(a)). The conductance fluctuates the stronger the closer \( \mu \) is to the band edge \( \mu = \pm 2 \), as there the density of the eigenenergies is the highest (cf. Figure 4.9). In the length dependence of the fluctuations (Figures 4.18 and 4.19) we recognize the periodicity in \( N \) of the transmission function \( T_N \).

  - **Transition from coherent to ohmic behavior.** Studying the length dependence of \( R = 1/\langle G \rangle \) we find that it approaches linearity \( R \propto N \) under the following conditions. For the chain without disorder inside the band \( \mu \in [-2, 2] \) it is reached for any \( p \). Outside the band \( |\mu| > 2 \) there exists a critical density \( p^* \) (see (4.56)), such that for \( p > p^* \) the proportionality \( R \propto N \) is reached. The
critical density $p^*$ depends only on $\mu$, i.e. the relative alignment of the Fermi energy of the contacts with respect to the onsite energies (using the tight-binding coupling $t$ as energy unit). For $p < p^*$, the tunneling-barrier character of the subsystems dominates the resistance, and thus $R$ increases nonlinear with $N$. Under this condition, the average $1/\langle G \rangle$ fluctuates strongly. In an experimental situation which fulfills this condition, resistance measurements would be irreproducible (seemingly identical systems have resistances which could differ by orders of magnitude).

For the chain with disorder, the coherent subsystems experience localization, i.e. the subsystem transmissions decay exponentially. Anyway there exists a critical density $p^*_\text{disorder}$, for which the system resistance $R = 1/\langle G \rangle$ approaches linear increase with size. The value of $p^*_\text{disorder}$ is determined by the disorder strength $\sigma$, according to (4.61) via a $\sigma$-dependent length $\xi = \frac{\partial \ln \langle 1/T \rangle_{\text{disorder}}}{\partial N}$.

- **Definition of a resistivity.** For the resistivity of infinite linear systems we have found definitions via series, (4.52) in the ordered case and (4.59) in the disordered case. The convergence of the series is given for $p > p^*$ and $p > p^*_\text{disorder}$, respectively. For large systems, instead of an ensemble average over decoherence configurations, the use of the resistivity, if it exists, is computationally much more convenient.
5 Model for Decoherence Effects Applied on the Conductance of DNA Double Strands

In this Chapter I will present an application of our statistical model for the effects of decoherence (Chapter 4) on a real system: A DNA double strand between two gold scanning tunnelling microscope (STM) tips. The reason for this choice is the following. DNA, apart from its importance in biochemistry, is also a promising tool in self-assembling microelectronics.\(^1\) DNA, like the chains discussed in Chapter 4, is an essentially linear molecule, thus the concepts from the linear chains are transferable. Furthermore, experimental conductance measurements\(^2\) have been performed, the results of which we aim to explain with decoherence effects.

5.1 Structure of DNA double strands

As is widely known, the genetic information of all life-forms on Earth is encoded in the DNA double helices. The abbreviation DNA stands for deoxyribonucleic acid. A DNA molecule is a concatenation of nucleotides, which themselves are composed of deoxyribose (a pentose sugar, i.e. a sugar with five C-Atoms), the encoding aromatic bases (guanine, adenine, cytosine, and thymine), and a phosphate group. The chemical structure formula of a nucleic acid and the double-helical structure of B-DNA are displayed in Figure 5.1.

As we can see in Figure 5.1(a), the nucleotides are chemically bound along the phosphates and the sugar rings, which form the so-called strand, whereas the aromatic bases are not chemically bound among themselves (yet they may interact due to \(H\)-bridges). The carbon atoms of the sugar rings are numbered 1\('\) through 5\('\). At the positions 5\('\) and 3\('\), the phosphate groups attach. By convention, the polynucleotide sequence is written with its 5\('\) end at the left, and its 3\('\) end at the right. E.g. in Figure 5.1(a), we find the sequence 5\('\)-ATCG-3\('\). In this sense, a polynucleotide is a directed molecule. Depending on its environment, DNA double strands form different 3-dimensional structures. In the nuclei of living cells, we find the so-called B-DNA, displayed in Figure 5.1(b). B-DNA is composed of two anti-parallel, right-handed polynucleotide strands. The two strands are bound by \(H\)-bridges between the bases, where G only couples with C and A only couples with T forming the Watson-Crick base-pairs G·C and A·T, named after the discoverers of the double helix structure [187]. As the base pairing is unique, the sequence of the single strand already contains the information of the double strand. Therefore in the following we use the single-strand notation for the double strand. E.g. Figure 5.2 shows the double strand with sequence 5\('\)-GC(\textit{AT})\textsubscript{2}GC-3\('\).

\(^1\)Recently [127], self assembly of carbon nanotubes using DNA has been reported.
\(^2\)See below in Section 5.2.
Figure 5.1: (a) Figure 5-2 of [182]. Chemical structure of a DNA-strand with the bases Adenine, Uracil (Thymine when the CH₃-group in parentheses is present), Cytosine, Guanine from the 5′ to the 3′ end. (b) Figure 29-1 of [182]. Local 3-dimensional structure of a B-DNA double helix.

Figure 5.2: The DNA double strand 5′-GC(AT)ₘ=2GC-3′.
5.2 Electronic properties of DNA

The literature on electronic properties and device applications of DNA is abundant, see the recent review articles and books [38, 59, 67, 147, 166] and references therein. First transport measurements have been photochemical experiments [76, 111, 129, 152]. The charge transport mechanism in DNA double strands has been and still is controversial, as electron transport measurements by directly contacting single DNA molecules have shown insulating [28, 172], semiconducting [44, 146], ohmic [70, 89, 191, 194], and even superconducting (when bridging superconducting metals) [89] behavior. Most widely accepted today is the fact that hole-transfer along the $\pi$ orbitals of the aromatic rings is the most important ingredient in the conductance of DNA double strands.

5.2.1 Direct measurements of conductance of DNA double strands

Several groups have managed to contact individual DNA double strands between two electrodes and perform direct current measurements [28, 44, 89, 121, 146, 165, 172, 186, 191, 194]. Here we wish to present the results of [191].

They managed to contact single DNA double strands between two gold electrodes via thiol linkers, labeled with the S for sulphur in Figure 5.3.

![Figure 5.3: Figure 1-a of [191]. Individual DNA double strand between a gold electrode and a gold piezoelectric transducer (PZT) in aqueous solution. The PZT was approached and withdrawn from the gold electrodes until only a single DNA double strand bridged the contacts.](image)

Comparing different DNA double strands, they managed to find a length dependent conductance, cf. Figure 5.4.

The conductance of the DNA double strand with a sequence 5'-GCGC(AT)$_m$GCGC-3' was observed to decay exponentially with the number of base pairs (see Figure 5.4(a))

$$G = Ae^{-2m/\lambda_0}$$  \hspace{1cm} (5.1)

where $A = (1.3 \pm 0.1) \times 10^{-3}G_0$, ($G_0 = \frac{2e^2}{h}$ is the conductance quantum$^3$), and $\lambda_0 \approx 0.68$.$^4$

$^3$An assumed spin degeneracy is the reason for the 2 in the numerator.

$^4$Equation (5.1) is given in [191]. For the conversion of their parameter $\beta$ to $\lambda_0$, the geometrical information about B-DNA given in [182, Table 29-1] was used.
Figure 5.4: (a) Figure 3a and (b) Figure 3b of [191]. For sequences (a) 5'-GCGC(AT)$_m$GCGC-3’ the authors of [191] find that the conductance decays exponentially with the number of base pairs, whereas for sequences (b) 5’-(GC)$_n$-3’ they find that the conductance is inversely proportional to the number of base pairs.

By contrast, for sequences 5’-(GC)$_n$-3’ a conductance which is inversely proportional to the number of base pairs was claimed by the authors of [191] (see Figure 5.4(b))

\[ G = C + \frac{B}{2n} \]  

where \( B \approx 0.0167G_0 \) and \( C \approx -8.1 \times 10^{-4}G_0 \).\(^5\)

Although the data base is not abundant, the change in length dependence of the conductance from exponential to inversely proportional is clear. As we have observed a similar change in the length dependence of the conductance for the linear chains discussed in Chapter 4, we have a clear motivation for applying our model for the effects of decoherence for DNA molecules.

### 5.2.2 Tight-binding models for DNA

A great variety of tight-binding models for DNA double strands have been proposed, many of which are presented in [50, 118]. The simplest one, the line model, is just a linear tight-binding chain, where each site (onsite energy \( \epsilon_i = \epsilon_{A,T}, \epsilon_{G,C} \)) corresponds to a base pair and the coupling \( t_i \) to the \( \pi-\pi \) overlap integrals between adjacent base pairs, cf. Figure 5.5(a).

The line model in combination with a D’Amato-Pastawski dephasing was used e.g. by [112] to fit experimentally [146] measured I-V characteristics with a satisfactory agreement.

\(^5\)The relation (5.2) was found by fitting to Figure 5.4(b). The authors of [191] just state \( G \approx 1/L \).
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(a) Line model

(b) Fishbone model

Figure 5.5: Tight-binding models for DNA double strands.

Using an alternating chain (cf. Section 3.4) as an effective model and including D’Amato-Pastawski dephasing, the author of [193] gives his explanation to the measurements of [191]. Of course, the line-model cannot distinguish sequences 5’-GA-3’ from 5’-GT-3’ etc.

The fishbone model (see Figure 5.5(b)) is an extension of the line model, and takes into account the interaction of the bases with the respective strands (couplings $t_i^{↑}, t_i^{↓}$, onsite energies $\epsilon_i^{↑}, \epsilon_i^{↓}$). It was used e.g. by [49] to explain a semiconductor-like gap in the I-V curve of [146], without recurring to decoherence.

(a) Simple ladder model

(b) Extended ladder model

Figure 5.6: Tight-binding models for DNA double strands.

In order to account for arbitrary base sequences, the bases of a base pair have to be treated individually, e.g. within the simple ladder model (Figure 5.6(a)) used e.g. by [85]. Ab-initio calculations [164, 196] have shown that the diagonal inter-strand transfer matrix elements can be more relevant than the intra-strand coupling. Thus the extended ladder model (Figure 5.6(b)) has been proposed [164, 196]. In both ladder models presented in Figure 5.6, the strands have been neglected. Yet also ladder models including interaction with the strands have been examined [96, 154].

In Section 5.3, we will apply our model for the effects of decoherence on the extended ladder model. For the energy parameters we will essentially rely on the well-established parameters found by [164].
5.2.3 The extended ladder model

We have already studied the infinite and half-infinite translationally invariant versions of the extended ladder model in Section 3.8. Here we treat its general, non-periodic version of length \( N \) with the Hamiltonian

\[
H = \sum_{i,m=1}^{N,m=2} \epsilon_{i,m} |i,m\rangle \langle i,m| + \sum_{i,m \neq n} t_{i,mn} |i,m\rangle \langle i,n| + \sum_{i,i+1,mn} [t_{i,i+1,mn} |i,m\rangle \langle i+1,n| + \text{H.c.}]
\]  

(5.3)

where \( \epsilon_{i,m} = \epsilon_G, \epsilon_A, \epsilon_C, \text{or} \ \epsilon_T \), depending on the respective base, \( t_{i,mn} = t_{G/C} \) or \( t_{A/T} \), depending on the base pair, and \( t_{i,i+1,mn} = t_{5'-XY-3'}, t_{3'-XY-5'}, t_{5'-XY-5'}, \text{or} \ t_{3'-XY-3'} \) depending on the respective bases and geometry, cf. Figure 5.6(b). The base pairs are indexed \( i = 1, \ldots, N \).

In this chapter we use parameters \( \epsilon, t \) found with DFT calculations for DNA double strands [164] which are widely used in the literature, e.g. [161, 162]. Similar hopping parameters have been found by [37, 103, 131, 173, 183–185]. Yet the onsite-energy parameters differ significantly in the literature, compare, e.g. the ones listed in [103, Table 1], [196, Table II], and [164, Table 2], depending on the method by which they were calculated or measured.

We list the parameters in eV in Table 5.1. The onsite energies are the mean values of [164, Table 2] for every base. For the nomenclature, see Figure 5.6(b). The onsite energies are named \( \epsilon_X \), the intra-strand couplings \( t_{5'-XY-3'} \) and \( t_{3'-XY-5'} \) for the upper and lower strand, the intra base-pair couplings \( t_{G/C} \) and \( t_{A/T} \), and the inter-strand couplings \( t_{5'-XY-5'} \) and \( t_{3'-XY-3'} \), where X and Y stand for any of the four bases G, A, C, and T.

We note that because of the directionality of the DNA strands, \( t_{5'-XY-3'} \neq t_{3'-XY-3'} \) for \( X \neq Y \). However, due to symmetry \( t_{5'-XY-5'} = t_{5'-XY-5'} \) and \( t_{3'-XY-3'} = t_{3'-XY-3'} \) for all \( X, Y \).

Using the parameters of Table 5.1, we can calculate the local densities of states of infinite DNA double strands by (3.96). The LDOS of some example molecules are displayed in Figure 5.7.

We observe the typical van-Hove singularities for linear systems, cf. Sections 3.5 and 3.7. In Figure 5.7(b) they are suppressed on the base A because the intra-strand coupling \( t_{5'-AA-3'} \) is very small (cf. Table 5.1(b)). The local densities of states on every base are located mostly around the respective onsite energy. Important contributions from other energies are found where the coupling between the bases is strong, e.g. the LDOS on the G base at the onsite energy of T in Figure 5.7(f).

As we have seen in Chapter 4, the relative alignment of the Fermi energy of the contacts with the band(s) of the channel determines whether the channel subsystems act as tunnel barriers. We expect ohmic behavior of the DNA double strand when Fermi energy and at least one band are aligned, or for very strong decoherence.
5.3 Application of the decoherence model for DNA double strands

In order to apply our statistical model for the effects of decoherence on the extended ladder model for DNA double strands, we have to define the decoherence regions, and the contacts.

We choose to replace single base pairs by decoherence regions\(^6\), and model every decoherence region as under the influence of a virtual contact. For the decoherence regions we examine the three models displayed in Figure 5.8.

### 5.3.1 Decoherence region 1

The first model for the decoherence region is the one displayed in Figure 5.8(a) which is just the same decoherence region we chose in Chapter 4 (cf. (4.12)), i.e. it has a Green...
function
\[ g = \frac{1}{E - \epsilon_d + i\eta} \]  \hspace{1cm} (5.4)

where we choose \( \epsilon_d = \frac{1}{2}(\epsilon_{i1} + \epsilon_{i2}) \), and \( \eta \) is our decoherence strength parameter. The coupling to decoherence region 1 is dependent on the original base pair which is replaced. If, e.g. we replace the middle base pair (A·T) of Figure 5.6(b) by a decoherence region,
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(a) Decoherence region 1

(b) Decoherence region 2

(c) Decoherence region 3

Figure 5.8: Models for the decoherence regions in DNA double strands.

the coupling to G to the left is

\[ t_{l1} = \frac{1}{\sqrt{2}}(t_{5'\cdot GA\cdot 3'} + t_{5'\cdot GT\cdot 5'}) \] (5.5)

and analogously

\[ t_{l2} = \frac{1}{\sqrt{2}}(t_{3'\cdot CA\cdot 3'} + t_{3'\cdot CT\cdot 5'}) \] (5.6)
\[ t_{r1} = \frac{1}{\sqrt{2}}(t_{5'\cdot AC\cdot 3'} + t_{5'\cdot AG\cdot 5'}) \] (5.7)
\[ t_{r2} = \frac{1}{\sqrt{2}}(t_{3'\cdot TC\cdot 3'} + t_{3'\cdot TG\cdot 5'}) \] (5.8)

to the other bases to left and right.

The decoherence region 1 offers a continuous density of states around the mean value of the onsite energies of the original base pair it replaces. Depending on the \( \eta \) parameter it represents a stronger or weaker coupling to the environment.

5.3.2 Decoherence region 2

The second model for the decoherence region is displayed in Figure 5.8(b). In this case, we attach wide-band contacts (cf. Section 3.9.1) to each of the bases of the decoherence region, thus the decoherence region Green function is

\[ g = [(E + i\eta)I - H_{\text{base pair}}]^{-1} \] (5.9)
i.e. we add a diagonal $-i\eta$ to the Hamiltonian of the original base pair. The coupling to the left and to the right remains unchanged. The decoherence region has a LDOS peaked at the onsite energies of the bases it comprises, cf. Figure 5.9.

![Graph](image)

(a) $\eta = 1.25$

(b) $\eta = 0.01$

Figure 5.9: LDOS of the decoherence region 2 replacing a G-C base pair for two different choices of $\eta$. In black: the LDOS on G, in red on C, in green the sum of both.

The decoherence region 2 offers a finite density of states around both the onsite energies of the original base pair. In comparison with decoherence region 1, the coupling of the decoherence region to the coherent subsystems does not have to be modified.

### 5.3.3 Decoherence region 3

The third model for the decoherence region is displayed in Figure 5.8(c). It is a half-infinite repetition of the original base pair. Thus the Green function of the decoherence region 3 reads

$$g = [E - H_{\text{half-infinite DNA chain}}]^{-1}_{\text{surface}}$$

(5.10)

It can be calculated in the way described in Section 3.8.2. The coupling to left and right is the original coupling of the base pair which is replaced by the decoherence region 3. Like for decoherence regions 2, we display the LDOS of the surface of the decoherence region 3 in Figure 5.10.

Decoherence region 3 idealizes one aspect of the decoherence regions in general (cf. Sections 4.2.1 and 4.2.3): Electrons can decohere by going into other states of the rest of the system, not its environment. Comparing Figures 5.9 and 5.10, we notice that this implies that decoherence region 3 receives electrons within a clearly reduced range of energy compared with decoherence region 2.
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Figure 5.10: LDOS of the decoherence region 3 replacing (a) a G-C and (b) an A-T base pair.

5.3.4 Contact model 1

Apart from the models for the decoherence regions, also the contacts have to be defined. The first approach is to model the contacts in the wide-band limit, i.e. like the decoherence region 2, with independent $\eta$ parameters $\eta_L$ and $\eta_R$ for left and right contact.

5.3.5 Contact model 2

The second contact model (see Figure 5.11(a)) is a double chain like of Section 3.5, in analogy with Wei and Chan [188], with the Hamiltonian, e.g. for the left contact

$$H_L = \sum_{i,j=1}^{\infty} \chi_{L,i,j} |L,i,j\rangle \langle L,i,j| + \rho_L \sum_{i,j=1}^{\infty} |iL,i+1,j\rangle \langle L,i+1,j| + |L,i,j\rangle \langle L,i+1,j| + H.c.$$ (5.11)

where the onsite energies $\chi_{L,1} = \epsilon_{1,1}$, $\chi_{L,2} = \epsilon_{1,2}$ are taken from the first base pair of the DNA double strand such that energetic alignment is achieved. The parameter $\rho_L$ determines the band width of the double chain. The right contact is defined analogously with an analog parameter $\rho_R$. The coupling between contact and DNA double strand is mediated by parameters $\lambda_L$ and $\lambda_R$.

5.3.6 Contact model 3

The third alternative for the contact is displayed in Figure 5.11(b) which is a reduced version of contact model 2. Single chains with Hamiltonians

$$H_L = \sum_{i=1}^{\infty} \chi_L |L,i\rangle \langle L,i| + \rho_L \sum_{i=1}^{\infty} |iL,i+1\rangle \langle L,i+1| + H.c.$$ (5.12)
and analogous $H_R$ are coupled via transfer matrix elements $\lambda_L$ and $\lambda_R$ to the lower left and upper right base of the DNA double strand. Also for contact model 3, the onsite energies $\chi_L = \epsilon_{1,2}$ and $\chi_R = \epsilon_{N,1}$ are aligned with the onsite energies of the bases to which the contacts are attached.

![Diagram](image.png)

(a) Contact model 2

(b) Contact model 3

Figure 5.11: Models for the contacts to DNA double strands.

This choice of the contact is made in analogy with the experimental realization of [191]. There, only the 3’-ends of the strands are attached to the gold contacts via a thiol-linker.

5.3.7 Conductance calculations for different base sequences

In this Section we study how the conductance depends on the base sequence of the DNA double strand under examination. We examine the double strands measured by [191], i.e. 5’-GCGC (AT)$_m$GCGC-3’ and 5’-(GC)$_n$-3’ in dependence of the number of base pairs in the molecules. For all calculations, we choose symmetric contacts, i.e. $\eta_L = \eta_R$ for contact 1, and $\rho_L = \rho_R$ and $\lambda_L = \lambda_R$ for contacts 2 and 3.

The Fermi energy of gold (which is the contact metal in [191]) is known to be about $E_F = 5.1$eV.\footnote{This is the value e.g. used by [75].} Yet as the absolute values of the onsite energy parameters depend on the method by which they were calculated or measured, we consider also the Fermi energy as a variable parameter.

For the simulations we used the parameters given in Table 5.2.

With this set of parameters, for the DNA-double strands examined by [191] we obtain the conductance results displayed in Figures 5.12–5.14, in comparison with the experimental data of [191].

Choosing contact 2 and decoherence region 2 we obtain results which are quantitatively
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Figure 5.12: Conductance for different DNA double strands calculated with the extended ladder model, the three contact models and the decoherence region 1. For all calculations, $M = 1000$ decoherence configurations were considered.

Figure 5.13: Conductance for different DNA double strands calculated with the extended ladder model, the three contact models and the decoherence region 2. For all calculations, $M = 1000$ decoherence configurations were considered.
Table 5.2: Simulation parameters for the contacts and decoherence regions. All energies in eV.

### (a) Contacts

<table>
<thead>
<tr>
<th>contact</th>
<th>$E_F$</th>
<th>$\eta_L = \eta_R$</th>
<th>$\lambda_L = \lambda_R$</th>
<th>$\rho_L = \rho_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.178</td>
<td>0.12</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>8.178</td>
<td>-</td>
<td>0.12</td>
<td>4.8</td>
</tr>
<tr>
<td>3</td>
<td>8.178</td>
<td>-</td>
<td>0.7</td>
<td>4.8</td>
</tr>
</tbody>
</table>

### (b) Decoherence Regions

<table>
<thead>
<tr>
<th>dec. region</th>
<th>$\eta$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>1.2</td>
<td>0.24</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Figure 5.14: Conductance for different DNA double strands calculated with the extended ladder model, the three contact models and the decoherence region 3. For all calculations, $M = 1000$ decoherence configurations were considered.

comparable with the ones of [191] displayed in Figure 5.4. For all combinations of contacts and decoherence regions we find that the conductance decreases steeper by augmenting A-T than by augmenting G-C base pairs. Yet, whereas the exponential decrease in conductance (5.1) by augmenting A-T base pairs is reproduced, the inversely proportional behavior (5.2) for augmenting G-C base pairs (ohmic behavior) is not as clearly reproduced. Yet, for higher values of $p$ or longer molecules, ohmic behavior should be reached.

Some words to the choice of parameters for the simulation (cf. Table 5.2). First of all, we choose the Fermi energy $E_F = 8.178$eV to be aligned with the onsite energy $\epsilon_G$ of the G base. A justification is that the onsite-energy parameters $\epsilon_X$ are controversial in the literature, compare [103], [196], and [164]. As we do not include energy relaxation in the model of decoherence nor consider finite voltages, the energetic alignment of Fermi energy and one of the bands of the channel is indispensable for obtaining significant conductance. For the coupling $\lambda$ of contact 2 and $\eta$ of contact 1 we have chosen a value which corresponds to the larger $t_{5',XY-3'}$ values given in Table 5.1, while the values of $\rho = 4.8$eV correspond
to half of the band-width of the conduction band of gold. The further parameters ($\eta$ for decoherence regions 1 and 2, and $\lambda$ for contact 3) have been chosen such to best fit the experimental data of [191].

5.4 Conclusions and outlook

In this chapter we have presented structure, electronic properties, and experimental results for the conductance of DNA double strands. We believe that the controversial results for the conductance of DNA double strands [191] yielding exponential or inversely proportional decay with the length of the double strand, can be explained by effects of decoherence. As we have seen in Chapter 4, for energetic alignment of the contact Fermi energy and the onsite energies of an ordered chain, decoherence effects lead to ohmic behavior. On the other hand, if the Fermi energy is outside of the band of the channel, only for short decoherence length (large parameter $p$), we find ohmic behavior, else the channel can behave as a tunneling barrier, and exponential conductance decay is expected.

We have discussed several tight-binding models for DNA which have been used in the literature. The extended ladder model presented in Section 5.2.3 is one of the most realistic tight-binding models for which widely accepted transfer matrix elements have been found by DFT calculations [164].

We examined this model for different contact and decoherence region models in Section 5.3.7, and find qualitative and (to orders of magnitude) quantitative agreement with the experiments by [191] in the sense that for A-T base pairs introduced into a 5'- (GC)$_n$-3' double strand the conductance reduces notably stronger than for additional G-C base pairs. The reason is that the energetic difference in the onsite-energies between A-T and G-C make the A-T base pairs act as tunneling barriers between G-C base pairs. The absolute values of the conductance we find are quantitatively comparable in orders of magnitude. Yet, so far we could not find a satisfactory agreement between our model results and the experiment of [191]. The conductance decay we find for introducing A-T base pairs is not clearly exponential, and the additional G-C base pairs do not clearly increase the resistance linearly.

There are various reasons why the agreement has not been achieved. Firstly, the onsite-energy parameters for the model, the correct Fermi energy, and the correct contact model might require a complete DFT calculation of the system and the contacts. As presented in this chapter, too many of the parameters remain free-choice parameters. Secondly, energy relaxation on decoherence events can play an important role in the transport process. If, by relaxation, e.g. the energy of the transferring hole aligns or misaligns with the surrounding bases, transport is enhanced or inhibited. The inclusion of energy relaxation can be a future extension of our model for the effects of decoherence. Thirdly, as the system of [191], is a DNA double strand in aqueous solution, the energy landscape of the double strand is strongly influenced by the (movement of the) counter-ions (mostly Na$^+$), cf. [11, 74]. The modifications of onsite energies and charge-transfer integrals by interaction with the solvent have been studied by [79, 102]. To include the dynamical

\[8\] The conduction band has a width of about 10eV, cf. [94, 101].
potential modifications can be a future extension of the model.

Summarizing we have found qualitative and quantitative (orders-of-magnitude) agreement between our model and experiments by [191]. For better quantitative agreement, extensions of our model would have to be considered.
6 Conclusions and Outlook

Decoherence, or the transition from the quantum-mechanical to the classical description of Nature is the phenomenon at the core of ohmic conductance. If it were not for the electrons to scatter and lose their phase coherence due to interaction, there would not be a material quantity named resistivity $\rho$, and in school we would not learn that the resistance increases linearly with the length of a wire.

While in this thesis we did not consider why the electron loses its phase during conduction—via phonon scattering, electron-electron interaction, or light absorption to name but a few decohering processes—we have seen a way to describe how this affects the conduction. During statistically independent events we take out electrons from decoherence regions and then re-inject them to the coherent rest of the system suppressing any interference. This occurs at distances which on average equal the phase coherence length (see Chapter 4). In this way, the symmetries of coherent electronic states, and the way they affect the interference patterns at local defects (see Chapter 3) do not play a role on scales larger than the coherence length. Similarly, the localization of electronic states due to disorder, which suppresses the conduction exponentially with increasing coherent transport distance, does not necessarily cause an exponential increase of resistance with length on scales which are larger than the phase coherence length. In Section 4.3 we have seen how and under which conditions the transition from coherent to incoherent transport allows us to define a resistivity using our model for the effects of decoherence. The interference patterns, the even-odd effects, and the behavior as tunneling barriers, of finite coherent systems are replaced by a material parameter $\rho$.

The results of Chapters 3, 4, and 5 are summarized in their respective conclusions, see pages 54, 87, and 105. The main results can also be found in the summary, Chapter 7.

For DNA double strands which we considered in Chapter 5, experiments [191] have shown a “turnover from tunneling to hopping”\footnote{Words used by [72, page 20].} conduction. This is just what we have described before: the transition from a coherent behavior, to an effective decoherent description by a material parameter. This is why we discussed the application of the model for the effects of decoherence on DNA double strands in Chapter 5. In the context of DNA we have already seen that extensions of this model should be considered. How can we include energy relaxation which is believed to be intrinsically tied to decoherence? What about the absorption and emission of photons we have spoken about in the Introduction? How to address Coulomb blockade in the framework of our model? What changes, if we consider two and three-dimensional systems? There is truly much way to go to a consistent description of electron transport in a nanoparticulate system which locally catches the quantum-mechanical basis of the nanoparticles, and globally is described by effective material parameters.
Nevertheless, let us look at closer goals. The consideration of finite bias voltages within our model is in preparation and will make comparison with experimental I-V characteristics possible. The DNA chain model is a multiply connected system. In this and similar quasi-linear models, the influence of a transversal magnetic field on the current (Aharonov-Bohm effect) can be studied.

And there are promising results already for the model as it is presented in this thesis. Ohm’s law is retrieved and a resistivity of linear systems can be defined also for systems experiencing localization, as long as a critical decoherence site density is reached. This is the nature of a model. It is but a way to understand some aspects of reality.
7 Summary

After the Introduction, Chapter 2 provides an excerpt of the framework of quantum transport used in this thesis.

In Chapter 3, for coherent transport in linear and quasi-linear tight-binding systems we have described various methods to calculate the Green functions and surface Green functions, which give us information about the total and local densities of states at the surface of the system. The surface Green functions are needed when considering half-infinite tight-binding systems as models for contacts in quantum transport. We have also studied how the symmetries of the Hamiltonians of the half-infinite systems affect the transmission through defects. An example is the reflectionless transmission through double-chain like defect coupled to topologically different half-infinite double chains. Furthermore we have studied the transmission through finite tight-binding chains. Without disorder, the transmission function shows maxima at the locations of the eigenenergies of the tight-binding system. Outside the eigenenergy spectrum, the transmission through finite chains decreases exponentially, i.e. the chains behave like tunneling barriers for incoming electrons. Within the energy range of the eigenenergy spectrum, the transmission function is periodic with respect to the chain length. We develop formulae to describe the period, infima, and suprema of the transmission function. Concluding Chapter 3 we analyze the transmission through disordered tight-binding chains, and find an exponential decrease of transmission with the chain length, as expected for systems in localization regime.

Chapter 4 contains the core of this thesis, the description of the statistical model for the effects of decoherence on the transport properties of large samples. Conceptually we divide a large sample into regions of coherent transport, and decoherence regions which act as reservoirs with respect to the coherent regions. To the decoherence regions we assign electron energy distribution functions which are interrelated by transition rates derived from the coherent transport between neighboring decoherence regions. In the linear case, by the decoherence regions (decoherence sites in the discussed example), the system falls apart into subsystems which do not interfere quantum-mechanically. For linear systems we find, by solving the rate equations in the stationary current case, that every decoherence region configuration leads to a total system resistance which is the sum of the subsystem resistances. As an example for the application of the model of the effects of decoherence we study decoherence effects on transport in linear tight-binding systems without and with onsite (diagonal) disorder. For the case without disorder we find that the resistance $1/\langle G \rangle$ reaches an ohmic limit (proportionality with the total system length) for all contact Fermi energies $\mu$ in the range of the tight-binding eigenenergies of the chain. For Fermi energies outside this range, there exists a critical decoherence site density $p^*$ such that for all $p > p^*$ an ohmic limit is reached, whereas for $p < p^*$, the tunneling-barrier properties of the

1The system conductance is averaged over an ensemble of statistically independent decoherence configurations.
subsystems dominate transport, and the resistance increases non-linearly. Analogously, also for the decoherence effects on transport through disordered tight-binding systems we find a critical decoherence site density $p^\ast_{\text{disorder}}$ such that for $p > p^\ast_{\text{disorder}}$ an ohmic large-system limit is reached, although the subsystems show an exponentially increasing resistance (due to localization). Finally we determine series expressions for the ohmic resistivity of infinite ordered and disordered systems, and their convergence criteria.

We discuss the application of the model of the effects of decoherence on DNA double strands in Chapter 5. There, we present various tight-binding models for DNA molecules. We study three models for the contacts and three models for the decoherence regions in the DNA double strand. Using energy parameters from the literature and choosing our contact and decoherence parameters adequately we can qualitatively and, to orders of magnitude, quantitatively reproduce experimental data.
A Recommended Literature

Much time during a PhD-thesis is spent with literature studies. Specially as I was a newcomer in the field of Quantum Transport of Nanostructures and a pioneer within Prof. Wolf’s working group, this was an important part of my work. For the sake of future students and scientists taking their first step in a new area similar to the one of this thesis, I wish to present a list of personal literature recommendations.

A.1 Solid state physics

The experimentally-oriented textbook by Ashcroft and Mermin [8] has nice introductory chapters 1–8 on the first electron transport theory, Drude theory, and its limits, on crystal structures and reciprocal lattices, as well as Bloch’s theorem.

The introductory book by theorist Charles Kittel [95] serves as a nice reference book on solid state theory. It comprises short definitions and derivations, e.g. on phonons, band-structure calculations or plasmons. It is specially nice because it does not use too much overhead and its chapters are largely independent. Since the edition of 2004 it also comprises a short chapter on nanostructures which can serve as a starting-point.

A rather didactic, but read-through approach is followed by Ziman [201]. Of special interest is its chapter on transport properties, which presents the classical Boltzmann approach for conduction.

Because of the emphasis on the tight-binding method, I can recommend the textbook by Walter Harrison [80], which is also an introductory book on solid-state theory. Yet, still the best understanding of the tight-binding method and its usefulness can be achieved by carefully studying the classic 1954-paper of Slater and Koster [167] where the method is presented in detail, the important remarks by Löwdin [117] and the paper of Mehl and Papaconstantopoulos [130] where the method is applied for parameterization of first-principles electronic structure calculations.

A modern presentation of solid-state physics is given by Grosso and Pastori Parravicini. Specially chapter 1 with the tridiagonal matrices arising with the tight-binding method and the related continued fractions has applications in Sections 3.9 and 4.3.5 of this thesis.
A.2 Green functions and many-particle physics

For the description of transport physics, a treatment with Green functions is virtually indispensable. It offers the concept of a propagator which is at the basis of many-particle physics, specially Wick’s theorem and the Dyson equation which are required for nonequilibrium physics.

To my taste, Economou’s book [62] is the best starting point for a study of Green functions. It gives short definitions and derives the mathematical properties of Green functions clearly separated from the physical applications.

For many-particle physics I refer to two classics: Fetter and Walecka [69], with emphasis on chapters 1–7, gives a systematic approach to the aspects of many-particle physics which are necessary for this thesis, and Mahan [120] which discusses also many concrete example systems.

Another classic book on many-particle physics is by Abrikosov [1], which I did not use much though.

A.3 Nanostructures and nanoparticles

A good starting point to get familiar with nanoparticles is Günter Schmid’s book [160]. It gives a physically intuitive first insight into the most important properties of nanoparticles.

Furthermore I recommend the book by Delerue and Lannoo [57], which amongst others offers an introduction into quantum confinement and a chapter about transport in nanostructures.

A.4 Mesoscopic physics

The physics of quantum transport has, to a large extend, evolved from the field of mesoscopic physics. The concepts of localization, dephasing, decoherence, and the very important Landauer formula are findings within the framework of mesoscopic physics. Two standard books are available. The one by Imry [86], and the one by Akkermans and Montambaux [3] which I prefer personally.

A.5 Quantum transport

Here I come to the core literature for my thesis. Most of what I needed to know I found in the two great books by Supriyo Datta. “Electronic transport in mesoscopic
systems” [53] comes from the mesoscopic physics and advances through to the non-equilibrium Green function formalism. His most recent book “Quantum Transport. From Atom to Transistor” [54] is the result of his lectures for students of Electrical Engineering. In a very didactical style he motivates and derives all the necessary physics and formalism for the modelling of nanoscale electronic devices.

Furthermore, I consulted the book by Ferry and Goodnick [68] which contains a lot of experimental findings, and transport description from the different viewpoints.

A recent book by Di Ventra [58] comprises all the different levels of transport description, from macroscopic Drude theory to Landauer’s approach to nonequilibrium Green functions formalism with clear remarks about the limits of each description. Without going into so much detail, but offering a broader view of the field, Nazarov and Blanter [141] have written a good didactical book.

I am already very curious about Carlos Cuevas’ book on Molecular Electronics [48] which is to be published in 2010. Knowing his PhD thesis [46] this will be a complete overview over the field containing the necessary knowledge to start in this field.

Last but not least I wish to cite the works on which all the field of quantum transport is based. Martin and Schwinger [122], Kadanoff and Baym [88], Keldysh [91], Caroli et. al. [34–36, 45], Danielewicz [52], Rammer and Smith [151], Mahan [119], Khan et. al. [92], and Meir and Wingreen [132].

A.6 Biochemistry

New land for surely many physicists. I recommend Voet and Voet’s didactical book about biologically relevant molecules [182] and their functions in live cells, and also their physical properties and structures.
B Green functions in transport theory

This chapter gives a short introduction into Green functions in general, with respect to quantum mechanics and specifically to quantum transport.

The introductory section B.1 follows [62, chapter 1 and 2].

B.1 Definition and basic properties of time-independent Green functions

Time independent Green functions are solutions of partial differential equations of the following type:

$$ (z - L(\vec{r})) G(\vec{r}, \vec{r}'; z) = \delta(\vec{r} - \vec{r}') $$  (B.1)

where $z$ is a complex number with $\text{Re}z = \lambda$ and $\text{Im}z = s$, and $L$ a time-independent, linear, Hermitian differential operator, e.g. the Hamiltonian. The Green function is defined uniquely given a set of boundary conditions for $G(\vec{r}, \vec{r}'; z)|_{(\vec{r}, \vec{r}') \in S}$ on the surface $S$ of the domain $\Omega$ of $\vec{r}, \vec{r}'$.

$L$ as an Hermitian operator possesses a complete set of eigenfunctions, i.e.

$$ L(\vec{r})\phi_n(\vec{r}) = \lambda_n \phi_n(\vec{r}) $$  (B.2)

where the $\{\phi_n(\vec{r})\}$ are subject to the same boundary conditions as $G$.

The eigenfunctions $\phi_n$ can be taken, without loss of generality, as a set of orthogonal functions

$$ \int_\Omega d^3r \phi^*_i(\vec{r})\phi_j(\vec{r}) = \delta_{ij} $$  (B.3)

The completeness of the set of eigenfunctions means

$$ \sum_n \phi^*_n(\vec{r}')\phi_n(\vec{r}) = \delta(\vec{r} - \vec{r}') $$  (B.4)

where the $\sum_n$ is to be understood as $\sum_n = \sum_n' + \int dn$ a sum or an integral, for the discrete and continuous part of the spectrum of $L$ respectively.

The notation for this introductory section can be simplified by using Dirac’s abstract bra-ket-formulation, abstract in the sense that it can be used without a concrete basis.
The above equations translate into the bra-ket-notation by the following relations:

\[
\begin{align*}
\phi(\vec{r}) &\equiv \langle \vec{r} | \phi \rangle \quad \text{(B.5)} \\
\delta(\vec{r} - \vec{r}') L(\vec{r}) &\equiv \langle \vec{r} | L | \vec{r}' \rangle \quad \text{(B.6)} \\
G(\vec{r}, \vec{r}'; z) &\equiv \langle \vec{r} | G(z) | \vec{r}' \rangle \quad \text{(B.7)} \\
\delta(\vec{r} - \vec{r}') &\equiv \langle \vec{r} | \vec{r}' \rangle \quad \text{(B.8)} \\
\int d^3r \langle \vec{r} | \vec{r} \rangle = 1 \quad \text{(B.9)}
\end{align*}
\]

Thus we have the defining equations

\[
(z - L) G(z) = 1 \quad \text{(B.10)}
\]

with

\[
L | \phi_n \rangle = \lambda_n | \phi_n \rangle \quad \text{(B.11)}
\]
\[
\langle \phi_n | \phi_m \rangle = \delta_{nm} \quad \text{(B.12)}
\]
\[
\sum_n | \phi_n \rangle \langle \phi_n | = 1 \quad \text{(B.13)}
\]

Taking the \(\langle \vec{r}, | \vec{r}' \rangle\) matrix element of (B.10), we recover (B.1):

\[
\langle \vec{r} | (z - L) G(z) | \vec{r}' \rangle = \langle \vec{r} | 1 | \vec{r}' \rangle = \delta(\vec{r} - \vec{r}')
\]

and thus

\[
zG(\vec{r}, \vec{r}'; z) - \langle \vec{r} | L G(z) | \vec{r}' \rangle \\
= zG(\vec{r}, \vec{r}'; z) - \int d^3r'' \langle \vec{r} | L | r'' \rangle \langle r'' | G(z) | \vec{r}' \rangle \\
= zG(\vec{r}, \vec{r}'; z) - L(\vec{r}) G(\vec{r}, \vec{r}'; z) = \delta(\vec{r} - \vec{r}') \quad \text{(B.14)}
\]

The bra and ket notation (B.10) can be solved for \(G\) for all \(z \neq \{\lambda_n\}\), formally as

\[
G(z) = \frac{1}{z - L} \quad \text{(B.15)}
\]

i.e., multiplying by (B.13)

\[
G(z) = \frac{1}{z - L} \sum_n | \phi_n \rangle \langle \phi_n | = \sum_n \frac{\langle \phi_n | \phi_n \rangle}{z - \lambda_n} \quad \text{(B.16)}
\]

which, in \(\vec{r}\)-representation is

\[
G(\vec{r}, \vec{r}'; z) = \sum_n \frac{\phi_n^* (\vec{r}') \phi_n (\vec{r})}{z - \lambda_n} \quad \text{(B.17)}
\]

The equations (B.16) and (B.17) are usually called the spectral or Lehmann representation of the Green function.

By the last equation we can easily see that the simple poles of the Green function \(G(z)\) give the discrete spectrum of \(L\).
B.2 Non-equilibrium Green functions: the Keldysh formalism

This Section B.2 follows [123].

Green functions are used as a method for solving linear inhomogeneous differential equations. In electrodynamics, for example, they are used for solving the inhomogeneous wave equation that gives the fields for a time-dependent current distribution. In quantum mechanics, Green functions are often called “propagators” which reminds us that they are used for the calculation of propagation probability amplitudes: The probability amplitude to find an electron at $\mathbf{r}'$ at time $t'$ given it had been at $\mathbf{r}$ at time $t$:

$$G^c(r',t';r,t) = -i\langle\Psi_0|T[\psi(r',t')\psi^+(r,t)]|\Psi_0\rangle$$  \hspace{1cm} (B.18)

where $\Psi_0$ is the ground-state wave function of the system in the Heisenberg picture, $T$ is the time-ordering operator according to Wick, and the $\psi^{(+)}(r,t)$ are field annihilation (creation) operators. Spin dependency has been neglected.

In (B.18) we have defined the so-called “causal” Green function $G^c$. For some calculations, the definition of the “retarded” and “advanced” Green function, $G^r$ and $G^a$ are useful:

$$G^{r,a}(r',t';r,t) = \mp i\theta(\pm(t-t'))\langle\Psi_0|\{[\psi(r',t'),\psi^+(r,t)]\}\rangle_+|\Psi_0\rangle,$$  \hspace{1cm} (B.19)

where $[,]_+$ denotes the anti-commutator.

In the following we will use the creation and annihilation operator notation, i.e. $\psi(r,t) \rightarrow c_i(t)$, $\psi^+(r,t) \rightarrow c_i^+(t)$.

B.2.1 Perturbation theory in equilibrium

Perturbation theory allows the description of a system governed by a Hamiltonian

$$H = H_0 + V,$$  \hspace{1cm} (B.20)

with a single-electron unperturbed Hamiltonian $H_0$ with known eigenstates and eigenvalues\(^1\), and a perturbation $V$, which, e.g., can describe interaction or an external potential. The goal is to calculate the expectation values of arbitrary operators.

B.2.1.1 The interaction picture

In perturbation theory, it is convenient to use the interaction picture of quantum mechanics. It is related to both the Heisenberg and the Schrödinger picture through unitary transformations.

\(^1\)In this case, single-electron Hamiltonian denotes a Hamiltonian without electron-electron correlations. It can always be written in terms of creation and annihilation operators of one-electron states: $H = \sum_{i,j} c_i^\dagger H_{ij} c_j$. The N-electron-wavefunctions corresponding to a Hamiltonian of this kind can be represented by a Slater determinant.
The wave function in the interaction picture is defined as
\[ \Psi_I(t) = e^{iH_0 t} \Psi_S(t) \] (B.21)
where \( \Psi_S(t) \) is the corresponding Schrödinger wave function.

The operators transform correspondingly:
\[ O_I(t) = e^{iH_0 t} O_S e^{-iH_0 t} \] (B.22)
with the operator \( O_S \) in the Schrödinger picture. As we can see, the operators in the interaction picture are nothing but the Heisenberg operators of the unperturbed system.

**Time evolution of operators and wave functions in the interaction picture** Starting from (B.22), we can derive the time evolution of an operator in the interaction picture:
\[ \frac{\partial}{\partial t} O_I(t) = iH_0 O_I(t) - iO_I(t) H_0 \]
\[ \Rightarrow \frac{i}{\partial t} O_I(t) = [O_I(t), H_0] \] (B.23)
i.e. the time-evolution of the operators is the same as in the Heisenberg picture. Note that the operators in the interaction picture evolve in time as if the system were unperturbed.

Now let us consider the time evolution of the wave functions in the interaction picture. Using the definition of \( \Psi_I(t) \) (B.21) and the Schrödinger equation we can see that
\[ \frac{\partial}{\partial t} \Psi_I(t) = iH_0 e^{iH_0 t} \Psi_S(t) - i e^{iH_0 t} H \Psi_S(t) \]
\[ \Rightarrow \frac{i}{\partial t} \Psi_I(t) = e^{iH_0 t} (H - H_0) \Psi_S(t) \]
\[ = e^{iH_0 t} (H - H_0) e^{-iH_0 t} e^{iH_0 t} \Psi_S(t) \]
\[ = V_I(t) \Psi_I(t) \] (B.24)
This means that in the interaction picture, the time evolution of the wave function only depends on the interaction.

For completeness we also give a summary of the unitary transformations that relate the interaction and the Heisenberg picture:
\[ \Psi_I(t) = e^{iH_0 t} e^{-iHt} \Psi_H \] (B.25)
\[ O_I(t) = e^{iH_0 t} e^{-iHt} O_H(t) e^{iH_0 t} e^{-iHt} \] (B.26)
\[ \Psi_H = e^{iHt} e^{-iH_0 t} \Psi_I(t) \] (B.27)
\[ O_H(t) = e^{iHt} e^{-iH_0 t} O_I(t) e^{iH_0 t} e^{-iHt} \] (B.28)

**The time-evolution operator** Like in the Schrödinger picture, we define a time-evolution operator \( S(t, t_0) \) for the wave function:
\[ \Psi_I(t) \equiv S(t, t_0) \Psi_I(t_0) \] (B.29)
Using (B.21) and the time-evolution operator in the Schrödinger picture we obtain

\[
\Psi_I(t) = e^{iH_0 t} \Psi(t)
\]

\[
= e^{iH_0 t} e^{-iH(t-t_0)} \Psi(t_0)
\]

\[
= e^{iH_0 t} e^{-iH(t-t_0)} e^{-iH_0 t_0} \Psi_I(t_0)
\]

\[
\Rightarrow S(t, t_0) = e^{iH_0 t} e^{-iH(t-t_0)} e^{-iH_0 t_0}
\]

(B.30)

The unitary transformations (B.25–B.28) can be expressed in terms of the time-evolution operator, using

\[
S(t_0, t) = \exp(iHt) \exp(-iH_0 t)
\]

\[
\Psi_H = S(t_0, t) \Psi_I(t)
\]

(B.31)

\[
O_H = S(t_0, t) O_I(t) S(t_0)
\]

(B.32)

The equation of motion for the time-evolution operator reads

\[
i \frac{\partial}{\partial t} S(t, t_0) = V_I(t) S(t, t_0)
\]

(B.33)

like for the wave function itself.

**B.2.1.2 The perturbation expansion**

Equation (B.24) can be written as an integral equation:

\[
\Psi_I(t) = \Psi_I(t_0) - i \int_{t_0}^{t} dt' V_I(t') \Psi_I(t')
\]

(B.34)

which, by iteration, leads to the perturbation expansion for \( \Psi_I(t) \)

\[
\Psi_I(t) = \left[ 1 + \sum_{n=1}^{\infty} \frac{(-i)^n}{n!} \int_{t_0}^{t} dt_1 V_I(t_1) \int_{t_0}^{t} dt_2 V_I(t_2) \times \cdots \times \int_{t_0}^{t} dt_n V_I(t_n) \right] \Psi_I(t_0)
\]

(B.35)

Now, note that the integrands in this expression have decreasing time arguments from left to right, i.e. \( t_1 > t_2 > \cdots > t_n \). Let us introduce the time-ordering operator\(^2\), which is defined as

\[
T \left[ V(t_1) V(t_2) \times \cdots \times V(t_n) \right] = V(t_1) V(t_2) \times \cdots \times V(t_n)
\]

(B.36)

where \( \{ t_i \} \) is the permutation of \( 1, 2, \ldots, n \) which fulfils \( t_{i_1} > t_{i_2} > \cdots > t_{i_n} \).

With this definition we can rewrite (B.35) as

\[
\Psi_I(t) = \left[ 1 + \sum_{n=1}^{\infty} \frac{(-i)^n}{n!} \int_{t_0}^{t} dt_1 \int_{t_0}^{t} dt_2 \cdots \int_{t_0}^{t} dt_n T \left[ V_I(t_1) V_I(t_2) \cdots V_I(t_n) \right] \right] \Psi_I(t_0)
\]

(B.37)

\(^2\)The time-ordering operator is not a physical operator in the sense that it corresponds to an observable; it is just a mathematical tool, like e.g. a commutator.
where the factor $\frac{1}{n!}$ takes care of the fact that the change of the integration limits from (B.35) to (B.37) generates $n!$ integrals of the type in (B.35).

More generally, the time-ordering operator is defined as

\[
T[c_i(t)c_j^+(t')] = \begin{cases} 
  c_i(t)c_j^+(t') & \text{for } t > t' \\
  \pm c_j^+(t')c_i(t) & \text{for } t' > t
\end{cases}
\]  

(B.38)

where the $+$-sign is for bosons, and the $-$-sign for fermions, i.e. it changes the sign for every interchange of a pair of Fermi creation and annihilation operators. This definition agrees with (B.36), as in the perturbation the creation and annihilation operators always appear in pairs.

Comparing (B.37) with (B.29) we obtain the perturbation expansion for the time-evolution operator

\[
S(t, t_0) = 1 + \sum_{n=1}^{\infty} \frac{(-i)^n}{n!} \int_{t_0}^{t} dt_1 \int_{t_0}^{t} dt_2 \cdots \int_{t_0}^{t} dt_n T[V_I(t_1)V_I(t_2) \cdots V_I(t_n)]
\]

(B.39)

which we can formally write as

\[
S(t, t_0) = T[\exp(-i \int_{t_0}^{t} dt' V_I(t'))]
\]

(B.40)

### B.2.1.3 The adiabatic hypothesis

The perturbation expansion for the time-evolution operator in the interaction picture can be used to relate the Heisenberg wavefunction of the unperturbed system to the interaction-picture wavefunction of the perturbed system.

We assume the perturbation to be “turned on and off” exponentially slow via

\[
H = H_0 + V e^{-\eta |t|}
\]

(B.41)

Thus the perturbation tends to zero as $t \to \pm \infty$ and reaches its real value in the range of $1/\eta$ around $t = 0$.

It is reasonable to assume that the ground state of a system described by (B.41) approaches the unperturbed ground state $|\phi_0\rangle$ as $t \to \pm \infty$ and the perturbed ground state $|\Psi_H\rangle$ at $t = 0$. This statement, named the adiabatic hypothesis, was proved by Gell-Mann and Low [73], nicely explained in [69].

### B.2.1.4 Calculation of expectation values

In this section we will show how to make use of the perturbation expansion in order to calculate expectation values.

\[^3\text{or a phase factor times } |\Psi_H\rangle\]
Let us assume we want to calculate the expectation value of an operator $T[A_H(t)B_H(t')]$. We choose this kind of operator, as the causal Green function is an operator of this kind. In the Heisenberg picture, the expectation value of this operator is defined by

$$I = \frac{\langle \Psi_H | T[A_H(t)B_H(t')] | \Psi_H \rangle}{\langle \Psi_H | \Psi_H \rangle} \quad \text{(B.42)}$$

Now, we transform both the operator and the wave function into the interaction picture by using the unitary transformations (B.31) and (B.32):

$$I = \frac{\langle \phi_0 | S(\infty, 0)T[S(0,t)A_I(t)S(t,t')B_I(t')S(t',0)]S(0,-\infty)|\phi_0 \rangle}{\langle \phi_0 | S(\infty,-\infty)|\phi_0 \rangle} \quad \text{(B.43)}$$

As $t = \pm \infty$ are the first and latest occurring times in this expression, the time-evolution operators can be included into the time ordering, i.e.

$$I = \frac{\langle \phi_0 | T[A_I(t)B_I(t')S(\infty,-\infty)]|\phi_0 \rangle}{\langle \phi_0 | S(\infty,-\infty)|\phi_0 \rangle} \quad \text{(B.44)}$$

As the many-particle wavefunctions are defined in a Fock space, the quantum operators can always be written in terms of creation and annihilation operators, i.e. (B.43) corresponds to a sum of expectation values of the form

$$\langle \phi_0 | T[c_i^+(t)c_j(t')\cdots c_k^+(t_1)\cdots c_l(t_n)] | \phi_0 \rangle \quad \text{(B.45)}$$

The time-ordered product of Fermi operators can be simplified by using the anti-commutation rules. This is done in the so-called Wick theorem [189] which states that, e.g.

$$\langle \phi_0 | T[c_i(t)c_j^+(t')c_k(t_1)c_j^+(t_2)]|\phi_0 \rangle = \langle \phi_0 | T[c_i(t)c_j^+(t')]|\phi_0 \rangle \langle \phi_0 | T[c_k(t_1)c_j^+(t_2)]|\phi_0 \rangle - \langle \phi_0 | T[c_i(t)c_j^+(t_2)]|\phi_0 \rangle \langle \phi_0 | T[c_k(t_1)c_j^+(t')]|\phi_0 \rangle \quad \text{(B.46)}$$

i.e. a time-ordered product of $n$ creation and $n$ annihilation operators can be decomposed into the sum of all products of time-ordered pairs of annihilation and creation operators. Depending on the number of pair interchanges $P$ that is necessary to obtain the order of a certain product, starting from the original order, each product carries the corresponding sign $(-1)^P$.

The proof of this theorem can be found in many field theory textbooks, e.g. [69, 120, 135, 153].

The proof now stated here follows [135]. Let there be $2p$ fermion operators $b_r$, $r = 1, 2, \ldots, 2p$ in the interaction picture. They are time-dependent, i.e. $b_1$ is taken at $t_1$, etc. All of the operators can be decomposed into a creation and an annihilation part:

$$b_r = b_r^{(1)} + b_r^{(2)+} \quad \text{with}$$

$$b_r^{(1)}\Phi_0 = 0 \quad b_r^{(2)}\Phi_0 = 0 \quad \text{(B.47)}$$

where $\Phi_0$ is the ground state for $N$ fermions.

The theorem then can be stated as

$$\langle T[\prod_{1}^{2p}b_r] \rangle_0 = \sum_{\text{all pairs } (r,s)} (-1)^P \prod \langle T[b_rb_s] \rangle_0 \quad \text{(B.48)}$$
where $<>_0$ means the mean value in the ground state. Now, what the time-ordering operator does, is to sort the operators according to time, with the latest time on the left. Let us define another $2p$ operators $c_r$ which are the operators $b_r$ ordered according to time. If $t_q$ is the latest of the times $t_r$, then by this definition

$$c_1 = b_q$$ (B.49)

and

$$T[\prod_{r=1}^{2p} b_r] = (-1)^{P_1} c_1 \prod_{r=2}^{2p} c_r$$ (B.50)

where $P_1$ is the number of permutations necessary in rearranging the $b_r$ to the $c_r$.

This operator can now be inserted into the left hand side of the theorem (B.48), i.e.

$$\langle T[\prod_{r=1}^{2p} b_r] \rangle_0 = (-1)^{P_1} \langle c_1 \prod_{r=2}^{2p} c_r \rangle_0$$

$$= (-1)^{P_1} \langle c_1^{(1)} \prod_{r=2}^{2p} c_r \rangle_0$$

as $\langle c_1^{(2)+} \rangle = 0$ by definition (B.47). Now, by a series of commutations, $c_1^{(1)}$ in (B.51) can be shovelled through to the right by applying the anti-commutation rules. Then at the right, $\langle c_1^{(1)} \rangle_0 = 0$ is used to obtain

$$\langle T[\prod_{r=1}^{2p} b_r] \rangle_0 = (-1)^{P_1} \sum_{r=2}^{2p} (-1)^r \langle [c_1, c_r] \prod_{l \neq r, l \neq 1} c_l \rangle_0$$

As the anti-commutator is a complex number, replacing it with its expectation value does not change anything. Using this fact and (B.47) we get

$$[c_1^{(1)}, c_r] = \langle [c_1^{(1)}, c_r] \rangle_0$$

$$= \langle c_1^{(1)} c_r \rangle_0$$

$$= \langle c_1 c_r \rangle_0$$

$$= \langle T[c_1 c_r] \rangle_0$$

Inserting this into (B.52) we obtain

$$\langle T[\prod_{r=1}^{2p} b_r] \rangle_0 = (-1)^{P_1} \sum_{r=2}^{2p} (-1)^r \langle T[c_1 c_r] \rangle_0 \langle T \prod_{l \neq r, l \neq 1} c_l \rangle_0.$$ (B.54)

Here we have included the time-ordering operator in the last expectation value. This does not make a change because $\prod_{l \neq r, l \neq 1} c_l$ is already a time-ordered product. The equation (B.54) is a recursion formula, which by assumption holds for $p = 1$, and by induction leads to the Wick theorem (B.48).
The important fact is that, by the Wick theorem, any operator can be decomposed into a sum of products of Green functions of the unperturbed state:

\[ \langle \phi_0 | T[c_i(t)c_j^+(t')c_k(t_1)c_j^+(t_2)] | \phi_0 \rangle = \langle \phi_0 | T[c_i(t)c_j^+(t')] | \phi_0 \rangle \langle \phi_0 | T[c_k(t_1)c_j^+(t_2)] | \phi_0 \rangle - \langle \phi_0 | T[c_i(t)c_j^+(t_2)] | \phi_0 \rangle \langle \phi_0 | T[c_k(t_1)c_j^+(t')] | \phi_0 \rangle \]

\[ = G_{ij}(t_1, t_2)G_{kj}(t_1, t') - G_{ij}(t, t')G_{kj}(t_1, t_2) \]  

(B.55)

where we have used the definition of a time-dependent causal Green function. The decomposition of the perturbed time-evolution operator into propagators of the unperturbed system is the starting point for the description of perturbed systems by Feynman diagrams.

B.2.2 Perturbation theory in non-equilibrium

The above formalism for the description of perturbed systems in equilibrium can be extended to non-equilibrium systems. This extension is due to Keldysh [91], and is nicely explained e.g.

\[ H(t) = H_0 + V(t), \]

(B.56)

where, like in (B.20), the unperturbed Hamiltonian \( H_0 \) has known eigenvalues and eigenstates. Unlike in (B.20), the perturbation operator has a time dependence.

A different approach for the calculation of the expectation values is necessary because it does no longer hold the assumption that for adiabatic turning on and off of the perturbation for time \( t \to \infty \) the ground state of the unperturbed system \( |\phi_0 \rangle \) is approached.

The expectation value of an operator thus cannot be calculated by (B.44). But, assuming that like in equilibrium for \( t \to -\infty \) the system is in the ground state of the unperturbed system, we can write the expectation value of an operator \( A \) at time \( t \) as

\[ \langle A \rangle(t) = \frac{\langle \phi_0 | S(-\infty, 0)S(0, t)A(t)S(t, 0)S(0, -\infty)|\phi_0 \rangle}{\langle \phi_0 | S(-\infty, t)S(t, -\infty)|\phi_0 \rangle}. \]  

(B.57)

Now, the expression in the numerator cannot be subsumed under the usual time ordering operator. But by defining a new time order, along the so-called Keldysh contour \( \mathcal{C} \), a formally analog expression for the expectation value holds true:

\[ \langle A \rangle = \frac{\langle \phi_0 | T_{\mathcal{C}}[A(t)S_\mathcal{C}(\infty, -\infty)]|\phi_0 \rangle}{\langle \phi_0 | S_\mathcal{C}(\infty, -\infty)|\phi_0 \rangle}. \]  

(B.58)

Here, \( T_{\mathcal{C}} \) orders the time along the Keldysh contour \( \mathcal{C} \), and \( S_\mathcal{C} \) is the corresponding time-evolution operator

\[ S_\mathcal{C}(\infty, -\infty) = S_-(\infty, \infty)S_+(\infty, -\infty) \]  

(B.59)
The expression (B.58) can be expanded into a perturbation expansion which is formally analog to (B.37), using the Keldysh time ordering operator and integrating time over $\mathcal{C}$.

$$G_{c,ij}(t_\alpha, t_\beta) = g_{c,ij}(t_\alpha, t_\beta) + \int_{\mathcal{C}} dt_1 \int_{\mathcal{C}} dt_2 \left[ g_c(t_\alpha, t_1) \Sigma(t_1, t_2) G_c(t_2, t_\beta) \right]_{ij}$$ (B.60)

where $g_c$ is the Green function of the unperturbed system, $G_c$ the nonequilibrium Green function, and $\Sigma$ the proper self-energy of the perturbation. The contour ordered Green function involved in (B.60) reads

$$G_{c,ij}(t_\alpha, t_\beta) = -i \frac{\langle \Psi_H | T_c[c_i(t_\alpha)c_j^+(t_\beta)] | \Phi_H \rangle}{\langle \Psi_H | \Psi_H \rangle}$$ (B.61)

where $t_\alpha, t_\beta \in \mathcal{C}$.

We can restrict the domain of the times to $t, t' \in (-\infty, \infty)$, but then, instead of (B.61) we have to differentiate between four different Green functions, the so-called Keldysh Green functions, depending on the branch where $t$ and $t'$ stem from.

- $t = t_+, t' = t'_+$

$$G_{ij}^{++}(t, t') = -i \langle T[c_i(t)c_j^+(t')] \rangle$$ (B.62)

equals the usual definition of the causal Green function (cf. (B.18)).

- $t = t_+, t' = t'_-$

$$G_{ij}^{+-}(t, t') = i \langle c_j^+(t')(c_i(t)) \rangle$$ (B.63)

As $t_-$ is always “later” than $t_+$ along the Keldysh contour, no time-ordering operator is required.\(^4\)

- $t = t_-, t' = t'_+$

$$G_{ij}^{-+}(t, t') = -i \langle c_i(t)c_j^+(t') \rangle$$ (B.64)

Again we do not need a time-ordering operator in this definition.\(^5\)

---

4 This Green function is often named “lesser” Green function $G_{ij}^<(t, t')$.

5 This Green function is often named “greater” Green function $G_{ij}^>(t, t')$. 

---
B.2 Non-equilibrium Green functions: the Keldysh formalism

- $t = t_-, \ t' = t'_-$

$$G_{ij}^{--}(t, t') = -i\langle \tilde{T}[c_i(t)c_j^+(t')] \rangle$$  \hspace{1cm} (B.65)

Here $\tilde{T}$ is the anti-time ordering operator (latest times come to the right). Anti-time ordering on the lower branch of $\mathcal{C}$ corresponds to contour-time ordering.

We merge the four Green functions into the matrix

$$G = \begin{pmatrix} G^{++} & G^{+-} \\ G^{-+} & G^{--} \end{pmatrix}$$  \hspace{1cm} (B.66)

This kind of matrices are elements of the so-called Keldysh space. It can be shown [46, Appendix A] that also the Green functions in Keldysh space fulfill a Dyson equation

$$G(t, t') = g(t, t') + \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 g(t, t_1) \Sigma(t_1, t_2) G(t_2, t')$$  \hspace{1cm} (B.67)

which for stationary problems can be Fourier transformed to yield

$$G(E) = g(E) + g(E) \Sigma(E) G(E)$$  \hspace{1cm} (B.68)

B.2.3 Properties of the Keldysh Green functions

The four Keldysh Green functions fulfill the following relations:

$$G^{++} + G^{--} = G^{+-} + G^{-+}$$  \hspace{1cm} (B.69)

$$G^{++} - G^{+-} = -G^{--} + G^{-+} = G^r$$  \hspace{1cm} (B.70)

$$G^{++} - G^{-+} = -G^{--} + G^{+-} = G^a$$  \hspace{1cm} (B.71)

which can be proved by inserting the definitions (B.19), (B.62)–(B.65). By these relations, the four Keldysh Green functions are not independent, and by a rotation in Keldysh space we can rewrite (B.66) as a triangular matrix

$$\tilde{G} = \begin{pmatrix} 0 & G^a \\ G^r & G^F \end{pmatrix} = RGR^{-1} \quad \text{with} \quad R = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$$  \hspace{1cm} (B.72)

where $G^F = G^{++} + G^{--}$. Similarly the Dyson equation (B.68) can be written in a triangular form

$$\tilde{G} = \tilde{g} + \tilde{g} \tilde{\Sigma} \tilde{G}$$  \hspace{1cm} (B.73)

where

$$\tilde{\Sigma} = R \Sigma R^{-1} = \begin{pmatrix} \Omega & \Sigma^r \\ \Sigma^a & 0 \end{pmatrix}$$  \hspace{1cm} (B.74)

with $\Omega = -[\Sigma^{+-} + \Sigma^{-+}]$. 


Evaluating the matrix entries of (B.72) we find
\begin{align}
G^a &= g^a + g^a \Sigma^a \\
G^r &= g^r + g^r \Sigma^r \\
G^F &= g^F + g^r \Omega^a + g^r \Sigma^r G^F + g^F \Sigma^a G^a
\end{align}
(B.75)
(B.76)
(B.77)

Also for the Keldysh Green functions $G^{+-}$ and $G^{-+}$ one finds Dyson equations\(^6\)
\begin{align}
G^{+-} &= (1 + G^r \Sigma^r) g^{+-} (1 + \Sigma^a G^a) + G^r \Sigma^{-+} G^a \\
G^{-+} &= (1 + G^r \Sigma^r) g^{-+} (1 + \Sigma^a G^a) + G^r \Sigma^{-+} G^a
\end{align}
(B.78)
(B.79)

### B.2.4 Derivation of the current formula

Using creation and annihilation operators, the electrical charge at a site can be described by the operator
\[
\rho_j = -en_j = -ec_j^+ c_j
\]
(B.80)
with the elementary charge $e$. Its equation of motion is
\[
\frac{\partial \rho_j(t)}{\partial t} = i\hbar [H, \rho_j(t)]
\]
(B.81)

![Figure B.2: A linear system. We consider the current through planes A and B.](image)

For a linear system like displayed in Figure B.2 with the Hamiltonian $H = t_0 \sum_j [c_j^+ c_{j+1} + \text{H.c.}]$, the charge continuity requires
\[
I_A - I_B + \frac{\partial \rho_j}{\partial t} = 0
\]
(B.82)

where $I_A$ ($I_B$) is the current through plane A (B). Inserting (B.81) we find
\[
I_A - I_B = \frac{i}{\hbar} [\rho_j(t)H - H \rho_j(t)] = \frac{iet_0}{\hbar} \left( \sum_i [c_{i+1}^+ c_i + c_i^+ c_{i+1}] c_j^+ c_j - \sum_i c_j^+ c_j [c_{i+1}^+ c_i + c_i^+ c_{i+1}] \right)
\]
(B.83)
\[
= \frac{iet_0}{\hbar} \left( c_{j+1}^+ c_j - c_{j+1}^+ c_{j+1} + c_{j-1}^+ c_j - c_{j-1}^+ c_{j-1} \right)
\]
where we have used the commutation rules for fermions, and we identify
\[
I_A = \frac{iet_0}{\hbar} \left( c_{j+1}^+ c_j - c_{j+1}^+ c_{j+1} \right) \quad I_B = \frac{iet_0}{\hbar} \left( c_{j-1}^+ c_j - c_{j-1}^+ c_{j-1} \right)
\]
(B.84)
as these terms involve the adjacent sites of intersection $A$ and $B$.

Generalizing, the operator of an electrical current from sites of a plane $L$ to sites of a neighboring plane $1$ (cf. Figure B.3) reads

$$I(t) = \frac{ie}{\hbar} \sum_{i \in L} \sum_{j \in 1} t_{ij} [c_i^+(t)c_j(t) - c_j^+(t)c_i(t)]$$

(B.85)

and its expectation value, using (B.63),

$$\langle I(t) \rangle = \frac{e}{\hbar} \sum_{i \in L} \sum_{j \in 1} t_{ij} \left[ G_{ji}^{+-}(t,t) - G_{ij}^{+-}(t,t) \right]$$

(B.86)

which, in the stationary case can be Fourier transformed yielding

$$\langle I \rangle = \frac{e}{\hbar} \sum_{i \in L} \sum_{j \in 1} t_{ij} \int \frac{dE}{2\pi} \left[ G_{ji}^{+-}(E) - G_{ij}^{+-}(E) \right]$$

(B.87)

Equivalently we can write

$$\langle I \rangle = \frac{e}{\hbar} \int dE \text{Tr}[G_{1L}^{+-}(E)t_{1L} - t_{1L}G_{L1}^{+-}(E)]$$

(B.88)

where $t_{1L}$ is the matrix $(t_{ij})_{i \in 1,j \in L}$.

Now, considering the coupling to the contacts as perturbation, and $\Sigma^{+-} = 0$ (no interaction within the channel), using (B.78) and (B.79), we replace

$$G_{1L}^{+-} = G_{11}^{+-}t_{1L}g_{LL}^{a} + G_{11}^{r}t_{1L}g_{L}^{+-}$$

(B.89)

$$G_{L1}^{+-} = g_{L}^{+-}t_{1L}G_{11}^{a} + g_{LL}^{r}t_{1L}G_{11}^{+-}$$

(B.90)

and using $G^{+-} - G^{--} = G^{a} - G^{r}$ and (2.9) we rewrite (B.88) as

$$\langle I \rangle = \frac{e}{\hbar} \int dE \text{Tr}[G_{1N}^{r}t_{NR}2\text{Im}\{g_{LL}^{a}\}G_{11}^{a}t_{1L}2\text{Im}\{g_{LL}^{a}\}t_{1L}](f_{L}(E) - f_{R}(E))$$

(B.91)

$$= \frac{e}{\hbar} \int dE T(E)(f_{L}(E) - f_{R}(E))$$

(B.92)

Use $(AB \cdots Y Z)^{+-} = A^{+-}B^{a} \cdots Z^{a} + A^{r}B^{+-}C^{a} \cdots Z^{a} + \cdots + A^{r} \cdots Y^{r}Z^{+-}$. 

---

Figure B.3: Channel consisting of $N$ planes between left and right contact. In analogy with [46, Figure E.1].
and arrive again at the Landauer-Büttiker formula (2.46), identifying

$$T(E) = 4 \text{Tr}[G_{1N}^{\text{tr}} \text{Im}\{\Sigma_R\} G_{N1}^{\text{tr}} \text{Im}\{\Sigma_L\}]$$

(B.93)

where

$$\Sigma_L = t_{1L} g_{LL}^{a} t_{L1} \quad \text{and} \quad \Sigma_R = t_{N R} g_{RR}^{a} t_{R N}$$

(B.94)
C Derivation of equations (4.48) and (4.49)

In this appendix we will derive the equations (4.48) and (4.49), i.e. the average number of odd and even distances between occupied sites on a lattice ring. The solution was found with help of [190].

In order to obtain formulae with the same nomenclature as in Chapter 4, we consider the following setup (cf. Figure C.1). A ring with $N+1$ sites the first of which is always occupied. The other sites are occupied according to a probability $p$, or unoccupied. What we are looking for is the average number of odd and even distances between neighboring occupied sites, where distance is defined as the number of unoccupied sites between two occupied sites. If there is no unoccupied site between two occupied sites, we count the distance as even.

![Figure C.1: Different realizations of a ring with $N = 0, 1, \text{ and } 4$. $A_u$ and $A_g$ are the numbers of odd and even distances in these concrete configurations.](image)

The solution to this problem is found with the Matrix product ansatz. We represent a configuration $(1, \tau_1, \ldots, \tau_N)$, $\tau_i = 0, 1$, of the ring by the matrix product

$$
\mathcal{P}(1, \tau_1, \ldots, \tau_N) = \text{Tr}[D \prod_{\mu=1}^{N} \{\tau_\mu D + (1 - \tau_\mu)E\}] \tag{C.1}
$$

where the matrices

$$
D = \begin{pmatrix} y & x \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad E = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \tag{C.2}
$$

represent occupied and empty sites of the ring. The definition of the matrices is chosen such that

$$
E^{2n} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad E^{2n+1} = E = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \tag{C.3}
$$

$$
DE^{2n} = D = \begin{pmatrix} y & x \\ 0 & 0 \end{pmatrix} \quad DE^{2n+1} = DE = \begin{pmatrix} x & y \\ 0 & 0 \end{pmatrix} \tag{C.4}
$$
i.e. the \((1, 1)\) component of \(DE^j\) indicates whether the number \(j\) of consecutive empty sites behind a occupied one is odd or even. With (C.3) and (C.4), the matrix product for any given configuration can be calculated, e.g. the third in Figure C.1 reads

\[
\mathcal{P}(1, 0, 1, 0, 0) = \text{Tr}[DEDEE] = \text{Tr}\left[\begin{bmatrix} x & y \\ 0 & 0 \end{bmatrix}\begin{bmatrix} y & x \\ 0 & 0 \end{bmatrix}\right]
\]

and for the fourth example in Figure C.1

\[
\mathcal{P}(1, 0, 1, 1, 0) = x^2y
\]

We see that in the matrix product of a configuration, the exponent of \(x\) indicates the number of odd distances, and the exponent of \(y\) the one of even distances in this configuration.

Now we consider the so-called partition function of the matrix product

\[
Z_N(x, y) = \text{Tr}[D(pD + (1 - p)E)^N] \equiv C_N
\]

where

\[
C = \begin{pmatrix} py & px + 1 - p \\ 1 - p & 0 \end{pmatrix} = \begin{pmatrix} a & b \\ c & 0 \end{pmatrix}
\]

As it is defined, the partition function is the sum of all combinatorially possible matrix products \(\mathcal{P}\), weighted by their respective probability. Thus we find

\[
\langle A_u(N) \rangle = \partial_x Z_N(x, y)|_{x=y=1} \quad \text{(C.9)}
\]

\[
\langle A_y(N) \rangle = \partial_y Z_N(x, y)|_{x=y=1} \quad \text{(C.10)}
\]

a way to calculate the desired averages. The only missing step is the evaluation of the partition function. This can be done by diagonalizing \(C\).

\[
C = PJP^{-1} \quad \Leftrightarrow \quad J = P^{-1}CP \quad \Rightarrow \quad C_N = PJ_NP^{-1}
\]

where

\[
J = \begin{pmatrix} \lambda_+ & 0 \\ 0 & \lambda_- \end{pmatrix}
\]

is the diagonal form of \(C\)

\[
\lambda_\pm = \frac{a \pm \sqrt{a^2 + 4bc}}{2} = \frac{py \pm \sqrt{p^2y^2 + 4(1 - p)(px + 1 - p)}}{2}
\]

are the eigenvalues, and

\[
P = \frac{1}{\sqrt{a^2 + 4bc}} \begin{pmatrix} \lambda_+ & -\lambda_- \\ c & c \end{pmatrix} \quad P^{-1} = \begin{pmatrix} \frac{1}{1 - \lambda_+ c} & -\frac{\lambda_-}{1 - \lambda_+ c} \\ 1 & \frac{\lambda_-}{1 - \lambda_+ c} \end{pmatrix}
\]

the transformation matrices. Knowing the diagonal representation of \(C\), we find

\[
Z_N = \text{Tr}[DPJ_NP^{-1}] = \text{Tr}\left[P^{-1}DP \begin{pmatrix} \lambda_N^+ & 0 \\ 0 & \lambda_N^- \end{pmatrix}\right]
\]

\[
= \text{Tr}\left[\frac{1}{\sqrt{a^2 + 4bc}} \begin{pmatrix} y\lambda_+ + xc & -(y\lambda_- + xc) \\ y\lambda_+ + xc & -(y\lambda_- + xc) \end{pmatrix} \begin{pmatrix} \lambda_N^+ & 0 \\ 0 & \lambda_N^- \end{pmatrix}\right]
\]

\[
= \frac{[y\lambda_+ + (1 - p)x] \lambda_N^+ - [y\lambda_- + (1 - p)x] \lambda_N^-}{\lambda_+ - \lambda_-}
\]

\[
\text{(C.15)}
\]
Inserting the last line (C.15) into (C.9) and (C.10) we find with help of MAPLE

\[
\langle A_u(p,N) \rangle = \frac{2(1-p)^2 \left[1-(p-1)^N\right] + pN(1-p)(2-p)}{(2-p)^2}
\] (C.16)

\[
\langle A_g(p,N) \rangle = \frac{2-p^2 + pN(2-p) + 2(1-p)^2(p-1)^N}{(2-p)^2}
\] (C.17)

These are just the equations (4.48) and (4.49) which were to derive.
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Zusammenfassung

Die vorliegende Arbeit befasst sich mit kohärentem Quantentransport in linearen System und wie er durch Dekohärenz beeinflusst wird. Daher wird nach der Einführung in Kapitel 2 eine kurzer Abriss des verwendeten Quantentransport-Formalismus gegeben.


\footnote{Der Leitwert des Systems wird über statistisch unabhängige Dekohärenz-Konfigurationen gemittelt.}
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