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Introduction

In this paper we study a class of filtered flat vector bundles of rank 2 which
we call pseudo-elliptic bundles. Let k be an algebraically closed field of
characteristic p > 0 and B0 be a smooth curve over k. A filtered flat vector
bundle (E ,∇) over B0 is a vector bundle E on B0 together with a connection
∇ : E → E ⊗ Ωlog

B0/k with logarithmic poles and a filtration Fil(E) ⊂ E
such that the Kodaira–Spencer map ∇ : Fil(E) → E/Fil(E) is nontrivial.
A filtered flat vector bundle (E ,∇) is pseudo-elliptic if the p-curvature of
(E ,∇) is nilpotent and nonzero.

Pseudo-elliptic bundles are a generalization of elliptic bundles. These
arise naturally from families of elliptic curves. If f : E0 → B0 is a non-
isotrivial family of semistable elliptic curves in characteristic p > 0 the de
Rham cohomology H = H1

dR(E0/B0) of E0 together with the Gauß–Manin
connection is an elliptic bundle. This is essentially a mod p version of elliptic
crystals as studied by Ogus ([39]). Elliptic bundles differ from pseudo-elliptic
bundles in that they posses a trace form. In the case of families of elliptic
curves the trace form is induced by Serre duality.

The aim of this paper is not to systematically develop the theory of
pseudo-elliptic bundles, but rather to investigate a concrete class of pseudo-
elliptic bundles. Namely, we construct pseudo-elliptic bundles (E ,∇) start-
ing from a deformation datum defined over the function field κ = k(B0) of a
curve B0. The deformation data over κ replace the families of elliptic curves
in the theory of elliptic bundles.

A deformation datum consists of an H0-Galois cover ḡ : Z̄ → P1 of degree
prime to p defined over κ, together with a differential form ω on Z̄ satisfying
certain conditions (Section 2.1). The deformation datum (ḡ, ω) corresponds
to a G0-torsor Ȳ → P1 over κ, where G0 is a finite flat group scheme which
is generically isomorphic to µp �χ H0, for some (nontrivial) character χ :
H0 → F×

p . If H0 is cyclic of order 2 and g(Z̄) = 1, the bundle (E ,∇) is the
elliptic bundle corresponding to the de Rham cohomology of Z̄. (Since κ
is the function field of a curve, we may consider Z̄ as a family of curves.)
Suppose now that the genus of Z̄ is larger than 1, and let H = H1

dR(Z̄)χ be
the χ-isotypical subspace of the first de Rham cohomology group H of Z̄.
The flat bundle (E ,∇) is a subbundle of H. The filtration on E is induced
from the Hodge filtration Fil(H) ⊂ H and the connection is induced from
the Gauß–Manin connection on H. To make this construction work, we
consider deformation data which are special; this amounts to requiring that
graded piece of the Hodge filtration H/Fil(H) has dimension one (see below
for a more precise definition).
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A deformation datum can be given explicitly by a solution u of a Fuch-
sian differential equation L(u) = 0 of order two satisfying certain residue
conditions (Section 2.1). The explicit description of the solution u yields
a concrete description of the corresponding pseudo-elliptic bundle (E ,∇) in
terms of certain expansion coefficients Φ∗,Φ. If (E ,∇) is an elliptic bundle
arising from a family of elliptic curves, these expansion coefficients reduce
to the classical Hasse invariant (Section 4.12). By analogy, we call the ex-
pansion coefficient Φ∗ (resp. Φ) the the (dual) Hasse invariant Φ∗.

The local exponents of L(u) = 0 correspond to an invariant of the de-
formation datum which is called the signature σ. The singularities (τi)i∈B0

of the differential equation form a subset of the critical points of the defor-
mation datum. These are branch points of the H0-Galois cover ḡ : Z̄ → P1.
The other branch points of ḡ are the zeros of the solution u. The differ-
ential equation has two types of singularities: the primitive and the new
ones. Whereas the primitive singularities (τi)i∈Bprim

are allowed to move
freely, the new singularities are determined by the residue conditions which
we impose on u. Deformation data were first introduced in the context of
reduction of Galois covers of curves, and the terminology of primitive and
new singularities is motivated by this ([41]). However, deformation data are
also interesting in their own right.

The description of deformation data in terms of an algebraic solution
of a Fuchsian differential equation leads us to study the following problem.
For fixed signature σ, we want to determine the moduli space B0 of dif-
ferential equations for which the corresponding differential equation admits
an algebraic solution u which satisfies the residue condition. The acces-
sary parameter problem asks to determine B0. Our construction yields a
pseudo-elliptic bundle over B0.

Let us compare this to the result of Dwork ([16]). Dwork studies the mod-
uli space of differential operators with fixed local exponents and nilpotent
p-curvature. In the situation we consider, it follows from a result of Honda
([18]) that a differential operator L has nilpotent p-curvature if and only
if L has an algebraic solution u. Therefore the difference between Dwork’s
accessary parameter problem and ours is the residue condition we impose
on the algebraic solution u. Dwork shows that his moduli space is locally a
complete intersection. Moreover, the moduli space admits a finite map to
an open subscheme of the configuration space of singularities (τi)i∈B0 .

In this paper we mainly restrict to the case of 4 primitive singularities,
which we normalize to x0 = ∞, x1 = 0, x2 = 1, x3 = λ. We show that the
moduli space B0 of deformation data with fixed signature is either empty
or an (affine) smooth curve. Moreover we show that the natural forgetful
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map π0 : B0 → P1
λ is finite and separable. We call this cover the accessary

parameter cover. The key technical tool used in the proof is the defor-
mation theory of µp-torsors, following Wewers ([52]). Wewers treats the
case |Bprim| = 3, therefore we need to extend his results to the case that
|Bprim| = 4. For example, Wewers shows in his situation that the deforma-
tion functor of µp-torsors satisfies a local-global principal. In our situation
this no longer holds.

To a pseudo-elliptic bundle (E ,∇) we may naturally associate a differ-
ential equation LE(Φ∗) = Φ′′

∗ + δ∗1Φ
′
∗ + δ∗0Φ∗ = 0, by taking the horizontal

sections of E . The Hasse invariant Φ∗ is an algebraic solution of this dif-
ferential equation which one might call the Hurwitz differential equation to
distinguish it from L(u) = 0. This terminology is explained below. Giving
the pseudo-elliptic bundle is equivalent to giving the Hurwitz differential
equation together with the algebraic solution Φ∗. The construction of the
pseudo-elliptic bundle associated to a deformation datum may be rephrased
as follows. To an algebraic solution u of a Fuchsian differential equation
L(u) = 0 with moving singularities we associate an algebraic solution Φ∗
of another differential equation LE(Φ∗) = 0. This last differential equation
lives on the moduli space B0.

A key result is Theorem 4.7.5 which gives a criterion for the Kodaira–
Spencer map of a pseudo-elliptic bundle (E ,∇) to be an isomorphism: we
show that the Kodaira–Spencer map is an isomorphism if the supersingular
points (Section 4.4) are unramified in π0 : B0 → P1

λ. Under this condition,
our bundles are indigenous bundles in the sense of [11]. In the terminology
of Mochizuki [37, Section I.4] these are filtered flat vector bundles whose
associated projective bundle is torally indigenous.

In the second part of the paper (Sections 5 and 6), we apply our results
to the theory of stable reduction of Galois covers of curves. Let G be a finite
group whose order is strictly divisible by p. Let R be a complete discrete
valuation ring with fraction field K of characteristic zero and residue field an
algebraically closed field k of characteristic p > 0. We start with a G-Galois
cover f : Y → X = P1

K branched at four ordered points which we suppose
to be generic. Suppose that f : Y → P1

K has bad reduction to characteristic
p. Our assumptions imply that the stable reduction f̄ : Ȳ → X̄ of f is
well understood, by an extension of results of Raynaud [41] and Wewers
[51]. All information is encoded in a deformation datum. Let (E ,∇) be the
corresponding pseudo-elliptic bundle.

Let H/Qp be a Hurwitz space parameterizing G-Galois covers of P1

branched at four ordered points. We suppose that H is connected and that
f corresponds to a point of H. We write π : H → P1

λ for the natural map
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which sends a G-Galois cover branched at x0 = ∞, x1 = 0, x2 = 1, x3 = λ
to the value λ. Write � : H → P1

λ for the Galois closure of π; note that this
cover is branched at the three points λ = 0, 1,∞. In general p2 divides the
order of the Galois group of �. This implies that we cannot use the results
of Raynaud ([41]) and Wewers ([51]) to study the stable reduction of �. To
amend this, we will use Kato’s definition of the differential Swan conductor.
To every virtual character χ : Γ → Z̃× of Γ one may associate a differential
Swan conductor θ(χ); it is a differential form on a cover of P1.

The idea is that, for Γ-Galois covers � such that p2 divides the order
of the Galois group, differential Swan conductors may be used as replace-
ment for the deformation datum in describing the stable reduction of �.
In Section 5.1 we give basic definitions. We show that if p strictly divides
the order of Γ there is essentially only one differential Swan conductor θ(χ).
Moreover, the differential form θ(χ) defines a deformation datum. One may
expect that there exists a nice theory of stable reduction of three-point cov-
ers generalizing the work of Raynaud and Wewers, at least in the case that
the Sylow p-subgroup of the Galois group Γ is elementary abelian. The
present work only gives a glimpse of what such a theory might look like.

Let � : H → P1
λ be the Galois closure of a Hurwitz-space cover, as

above. The main result of Section 5 is that the pseudo-elliptic bundle (E ,∇)
we associated to f corresponds to a differential Swan conductor θ(χ) of
�. The differential Swan conductor θ(χ) corresponds to the solution Φ∗
of the Hurwitz differential equation LE(Φ∗) = 0 in the same way as the
deformation datum (ḡ, ω) corresponds to the solution u of the differential
equation L(u) = 0. When p strictly divides the order of the Galois group of
� there is essentially only one differential Swan conductor, and the stable
reduction is determined by θ(χ). It would be interesting to see whether
this holds more generally, for example if the Sylow p-subgroup P of Γ is
elementary abelian and irreducible under the action of NΓ(P )/P .

We end the paper with applications of our results to Galois theory. We
illustrate how to give a formula for the number of PSL2(p)-covers with good
reduction to characteristic p.

We now give a more precise description of our results.

Deformation data Let R be a complete discrete valuation ring with frac-
tion field K of characteristic zero and residue field an algebraically closed
field k of characteristic p > 0. Let f : Y → X = P1

K be a G-Galois cover
over K branched at four points x0 = ∞, x1 = 0, x2 = 1, x3 = λ, such that
(P1

K ;xi) is generic. Assume that f has bad reduction to characteristic p. For
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simplicity, we assume that the ramification indices of f are prime to p. To
the stable reduction f̄ : Ȳ → X̄ of f we may associate a deformation datum
(ḡ, ω). Here ḡ : Z̄ → P1 is a Galois cover of P1 of order prime to p, and ω
is a differential form on Z̄ which is logarithmic, i.e. ω = du/u (Proposition
2.3.3). The curve P1 is the reduction of X. The points (xi) specialize to
pairwise distinct points (τi) on P1. The cover ḡ is branched at τ0, . . . , τ3,
together with additional points (τi)i∈Bnew . Since (X;xi) is generic, it can be
shown that the deformation datum determines the stable reduction. There
is a character χ : H0 := Gal(Z̄, P1) → F×

p such that h · ω = χ(h)ω. To
simplify the exposition in this introduction, we suppose that χ is injective,
i.e. H0 is a cyclic group of order dividing p− 1. The curve Z̄ is a connected
component of the smooth projective curve defined by the Kummer equation

zp−1 =
∏

τi �=∞
(x − τi)ai ,

where 0 < ai < p − 1. We call σ = (σi := ai/(p − 1)) the signature of the
deformation datum. Proposition 2.4.1 states that in a suitable sense every
deformation datum (ḡ, ω) arises from the stable reduction of some Galois
cover in characteristic zero. Therefore deformation data may be studied
purely in characteristic p, forgetting the G-Galois cover f in characteristic
zero.

Let κ = κ̄ be an extension of k over which the deformation datum (ḡ, ω)
may be defined. Denote by H1

dR(Z̄/κ) the first de Rham cohomology group in
characteristic p. The group H0 acts on it; write H1

dR(Z̄/κ)χ for the subspace
on which H0 acts via the character χ. Consider its Hodge filtration:

0 −→ Fil1 = H0(Z̄,Ω)χ −→ H1
dR(Z̄/κ)χ −→ H1(Z̄,O)χ −→ 0.

An easy computation shows that dim H1(Z̄,O)χ ≤ 1. (This uses the as-
sumption that f is branched at four points, see Section 2.3.) Generalizing the
terminology of [50], we call a deformation datum special if dim H1(Z̄,O)χ =
1. In terms of the signature, this condition corresponds to

∑
i ai = 2(p− 1).

Sections 2 and 3 concern the study of deformation data. We are inter-
ested in the existence of special deformation data with given signature, and
properties of the deformation space of deformation data. We describe the
main results. In Section 3.1 and Section 3.2 we show that there is a bijec-
tion between special deformation data of given signature σ and polynomial
solutions u = u(x) of degree d = (p − 1) − (

∑
i ai)/2 of a certain Fuchsian

differential equation (19) satisfying certain additional properties (Proposi-
tion 3.2.2). The set of singularities of this differential equation is the set (τi)
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of branch points of ḡ. The differential equation depends furthermore on a
set (βj) of accessary parameters. The following result is proved in Section
3.3.

Proposition 3.3.2: Suppose that ai = 2 for all i �∈ {0, 1, 2, 3}. Then there
exists a special deformation datum with signature σ.

In the situation of the proposition there is just one accessary parameter.
For more general signatures the answer to the existence question is more
subtle.

Our next result is an analog of Dwork’s accessary parameter problem
(Section 3.4). Fix a signature σ, and suppose that there exists a (multi-
plicative) special deformation datum with signature σ. We define a variety
B0 essentially as the locus of all (τi, βj)i,j such that there exists a special de-
formation datum with the fixed signature σ, branch locus (τi) and accessary
parameters (βj). Equivalently, the moduli space B0 parameterizes the set of
singularities (τi)i∈B0 together with the set of zeros (τi)i∈Bns of u. Together
these form the set of critical points of the deformation datum. Therefore the
curve Z̄ which is part of the deformation datum is defined over B0. In other
words, we may take κ = k(B0). One might call B0 the accessary parameter
space.

Theorem The variety B0 is a smooth affine curve. The natural map
π0 : B0 → P1

λ of B0 is finite and separable onto its image.

The theorem is proven in Sections 3.4 and 4.7. It relies on studying the
deformation theory of µp-torsors ([52]).

The pseudo-elliptic bundle associated to a deformation datum Let
(ḡ : Z̄ → P1, ω) be a deformation datum as above, where (P1; τ0 = ∞, τ1 =
0, τ2 = 1, τ3 = λ) is generic. The following is our key assumption in most of
this paper:

Assumption 4.2.1:

• dim H1(Z̄,O)χ = 1, i.e. the deformation datum is special,

• the Frobenius morphism F : H1(Z̄,O)χ → H1(Z̄,O)χ is an isomor-
phism.
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Let B0 be the accessary parameter space, as above. Abusing notation,
we also write B0 for the corresponding smooth projective curve. Assumption
4.2.1 allows us to define a filtered flat vector bundle (E ,∇) on the (smooth
projective) curve B0. The differential form ω is a holomorphic logarithmic
differential form on Z̄, therefore it lies in Fil1 ⊂ H1

dR(Z̄/κ)χ. In Section
4.3 we define a 2-dimensional vector subspace V̄ ⊂ H1

dR(Z̄/κ)χ which is
generated by ω and a suitable lift of H1(Z̄,O)χ. This is the first step in
defining the pseudo-elliptic bundle (E ,∇); once E is defined it holds that
V̄ = E ⊗ κ.

We show that V̄ is stabilized by the Gauß–Manin connection

∇ : H1
dR(Z̄/κ)χ → H1

dR(Z̄/κ)χ ⊗ Ωlog

B0/k.

This gives V̄ the structure of an F -crystal in characteristic p. The Hodge
filtration on H1

dR(Z̄/κ)χ induces a nontrivial filtration on V̄ .
The reason for imposing Assumption 4.2.1 is the following. If we drop

the assumption that the deformation datum is special, the dimension of
H1(Z̄,O)χ is zero, and the analog of the bundle E has rank one. If the
deformation datum is special but F : H1(Z̄,O)χ → H1(Z̄,O)χ is identically
zero, one may define an analog of the bundle E as well. (The definition we
give in Section 4.3 does not go through, but one may use the correspondence
between E and the group scheme G defined in Section 4.4.) In this case the
bundle E has rank 2, but it splits as a direct sum E 	 Fil1 ⊕M of flat
vector bundles. This is in some sense a degenerate case; one expects that
it only occurs rarely, if at all. To get an interesting theory in this case, it
is certainly not enough to study the flat vector bundle (E ,∇) which lives in
characteristic p. Probably, one would be able to extend some of the results
by replacing the F -crystal V̄ = E ⊗ κ in characteristic p, by a lift V to an
F -crystal in mixed characteristic, if it exists.

Sections 4.4–4.10 are the heart of the paper. They concern the properties
of the flat vector bundle (E ,∇). The following theorem summarizes the main
results (Proposition 4.6.1 and Theorem 4.7.5).

Theorem

(a) The vector space V̄ extends to a pseudo-elliptic bundle (E ,∇) over B0.

(b) Under a mild hypotheses, the associated Kodaira–Spencer map is an
isomorphism, and E is an indigenous bundle.

The study of the Kodaira–Spencer map again relies on a study of the
deformation theory of µp-torsors. Since the corresponding theory for αp-
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torsors is not available, we need to impose a mild condition here. Namely,
we suppose that the socalled supersingular points are unramified in the
accessary parameter cover π0 : B0 → P1

λ.
It is well known that the flat vector bundle (E ,∇) corresponds to a Fuch-

sian differential equation. We explicitly calculate this differential equation
in terms of certain expansion coefficients of a basis of V̄ , following Katz
([28], [29]). Let us explain the idea. The differential form ω is not de-
fined over k(B0), but we may write ω = Φ1/(p−1)

∗ ω0 with Φ∗ ∈ k(B0) and
ω0 = z dx/x(x − 1)(x − λ), i.e. ω0 may be defined over k(B0). The rational
function Φ∗, called the Hasse invariant, may be interpreted as an expansion
coefficient of ω0. In the case that ḡ : Z̄ → P1 is the Legendre family of
elliptic curves, the function Φ∗ is the classical Hasse invariant whose zeros
are the λ for which the fiber Z̄λ of Z̄ is supersingular. We also define a
“dual” function Φ; it corresponds in a similar way to a suitably chosen basis
of H0(Z̄,Ω1)χ−1 = H1(Z̄,O)dual

χ .

The Swan conductor of a Hurwitz curve In Section 5 we change
focus. We let f : Y → P1 be a G-Galois cover with bad reduction, whose
stable reduction corresponds to the deformation datum (ḡ, ω). As before,
we let H = Hf be the connected component of the Hurwitz space HG of
G-Galois covers such that f corresponds to a point of H. We show that the
cover π : H → P1

λ has bad reduction.
Denote by � : H → P1

λ the Galois closure of π. Since π has bad reduction,
it follows that p divides the order of the Galois group Γ of �. In general, p2

divides the order of the Sylow p-subgroup of Γ.

Theorem 5.3.2 The bundle (E ,∇) corresponds to a differential Swan
conductor of the cover � : H → P1

λ.

The proof of this theorem relies on Raynaud’s construction of the auxil-
iary cover ([41]) together with what we showed before on the curve B0. This
allows to determine the field over which the G-cover f acquires stable reduc-
tion (Proposition 5.2.3). The statement of the differential Swan conductor
follows then from Galois theoretic considerations (Theorem 5.3.2).

In the case that p strictly divides the order of the Galois group Γ of
� there is essentially only one Swan conductor associated to �, which is
just the deformation datum, in the sense we considered before. It follows
therefore from the results of [51] that this differential Swan conductor com-
pletely determines the stable reduction of �. In particular this applies to
the case that G = Z/p �χ Z/m for some injective character χ : Z/m → F×

p
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and |Bnew| = 0. This is the situation of [9], see also Example 4.10.2. In this
situation one can describe everything very explicitly. The main result of [9]
states that � has bad reduction if and only if there exists an f as above
with special bad reduction.

Section 6.3 contains complements and examples. We give a sufficient
condition on the G-Galois cover f : Y → P1 for Assumption 4.2.1 to hold.
When G is SL2(p) we can say more. In Section 6.2 we give a criterion
which guarantees that if a G-Galois cover f has bad reduction then it has
special reduction. Under this condition, Assumption 4.2.1.(a) is therefore
automatically satisfied. In Section 6.4 we give a concrete example. This
illustrates how one can use our results to compute the number of SL2(p)-
Galois covers with good reduction, generalizing results of [13].

Section 1 is a bit independent of the rest of the paper. It considers the
definition of the F -crystal V̄ in case G = Fq �χ Z/m, where χ : Z/m → F×

q

is an irreducible character and q = pa. A major difference here is that we do
not suppose that p strictly divides the order of G. We focus on defining the
analog of the expansion coefficients Φ∗,Φ, and studying their properties. We
do not consider the relation with the stable reduction of the Hurwitz space
of G-Galois covers here. This will be done elsewhere, generalizing the result
of [9] for q = p. This section also recalls some p-adic limit formulas for the
eigenvalues of the Frobenius morphism on the lift V of the F -crystal V̄ over
Zp. This is a mixed characteristic analog of the expansion coefficient Φ∗ we
discussed above. It seems that similar formulas exist in the more general
context of pseudo-elliptic bundles, but for this one needs to extend the mod
p description of this paper to mixed characteristic. The works of Katz [29]
and Ogus [39] suggest that this may be done.
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1 The Picard–Fuchs differential equation of a cyclic
cover of P1

This chapter serves as an introduction to the rest of the paper. We recall
known results on cyclic covers of the projective line in mixed characteristic.
In Section 1.1 we describe the de Rham cohomology of a cyclic cover of P1

in characteristic zero, and in Section 1.3 we recall the definition of the unit
root F -crystal. Starting from Section 1.2, we suppose that g : Z → P1 is an
m-cyclic cover branched at four points in mixed characteristic p, where m is
prime to p. We then study the eigenvalues of the Frobenius morphism on the
de Rham cohomology of Z, and relate them to solutions of the Picard–Fuchs
differential equation of Z. These results are all known, but we present them
in a coherent way, which will motivate the rest of the paper. An interesting
aspect which will not be addressed in the rest of the paper is the p-adic
limit formulas for the eigenvalues of Frobenius (see for example Proposition
1.3.6). Similar formulas exist for the more general situation we consider later
on. This illustrates that the picture of Section 4 is the first approximation
of an F -crystal which carries a rich arithmetic structure.

1.1 The de Rham cohomology of a cyclic cover of P1 Let m > 1
and r ≥ 3 be integers. Let S = Spec(A) be smooth over Spec(Z[ζm, 1/m]),
where ζm is a primitive mth root of unity. Write K for the fraction field of
A. Choose an injective character χ : Z/m → K×. Let a = (a1, . . . , ar) be
an r-tuple of integers with 0 < ai < m and

∑
ai ≡ 0 mod m. We suppose

that gcd(a1, . . . , ar,m) = 1. Let x = (x1 = 0, x2 = 1, x3, . . . , xr = ∞)
be pairwise disjoint S-valued points of P1

S. Let Z → P1
S be the m-cyclic

cover of type (a;x) ([8, Definition 2.1]). This means that Z is the complete
nonsingular curve over S corresponding to the equation

zm =
r−1∏
µ=1

(x − xµ)aµ ,

where h ∈ H := Gal(Z, P1) 	 Z/m acts as h · z = χ(h)z.

Notation 1.1.1 Write
∑r

µ=1 aµ = (b+1)m and σµ = aµ/m. For a rational
number ν, we denote by 〈ν〉 its fractional part and by [ν] its integral part. For
i = 1, . . . ,m−1, we write aµ(i) = m〈i ·aµ/m〉. Let

∑r
µ=1 aµ(i) = (b(i)+1)m

and σµ(i) = aµ(i)/m.

The type depends on the choice of the character χ. Replacing χ by χi

with gcd(i,m) = 1 changes (a1, . . . , ar) into (a1(i), . . . , ar(i)).
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Denote by H1
dR(Z/S) the first relative de Rham cohomology group of

Z/S and write H1
dR(Z/S)χi for the eigenspace corresponding to χi. Recall

that the Hodge filtration looks in this case as follows:

0 → H0(Z,Ω1)χi → H1
dR(Z/S)χi → H1(Z,OZ)χi → 0. (1)

The following lemma describes a basis of H1
dR(Z/S)χi .

Lemma 1.1.2 Let 0 < i < m be an integer prime to m.

(a) The dimension of H1
dR(Z/S)χi (resp. H0(Z,Ω1)χi) is r − 2 (resp. r −

2 − b(i)).

(b) The differentials

ωi
j =

xj−1zidx∏r−1
µ=1(x − xµ)1+[i σµ]

, j = 1, . . . , r − 2

form a basis over S of H1
dR(Z/S)χi .

(c) The differentials ω1, . . . , ωr−2−b(i) form a basis over S of H0(Z,Ω1)χi .

Proof: It is shown in [8, Lemma 4.3] that the dimension over S of H1(Z,O)χi

is b(i). Serre duality identifies H1(Z,O)χi with the dual of H0(Z,Ω1)χ−i .
Therefore H0(Z,Ω1)χ−i has S-dimension (a1(m−i)+· · · ar(m−i)−m)/m =
r − 2 − b(i). This proves (a).

Write ZK̄ for the geometric generic fiber of Z . Part (b) follows for
example by considering H1

dR(ZK̄/K̄)χi . Since K̄ has characteristic zero, this
space consists of differentials of the second kind modulo exact differentials,
[17, Section 5.3]. (Recall that a meromorphic differential on ZK̄ is of the
second kind if it does not have any residues.) Part (c) follows from (a) and
(b). �

The following lemma describes a basis of H1(Z,O)χ using Čech coho-
mology with respect to the covering U = {U1, U2} of Z, where U1 = Z −{0}
and U2 = z − {∞}.

Lemma 1.1.3 Let 0 < i < m be an integer prime to m.

(a) For j = 1, . . . , bi, let

ξi
j =

zi

xj
∏r−1

µ=1(x − xµ)[i σµ]
.
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Then (ξi
j)j is a basis of H1(Z,O)χi . Up to multiplication with an

element of F×
p , this is the dual basis to (ωm−i

j ) with respect to Serre
duality.

(b) Let ω be a differential of the second kind which is holomorphic outside
∞. There exists a unique rational function f on Z such that ω + df
is holomorphic at Z − {0}. The map

H1
dR(Z/S) → H1(Z,O)

of (1) sends the class of ω to the class of f .

Proof: The statement that (ξi
j)j form a basis of H1(Z,O)χi is shown in

[8, Section 5]. We check that this basis is dual to (ωm−i
j )j=1,...,r−2−bi

under
Serre duality. Recall from [43, Section 8] that Serre duality is given by the
pairing

H0(Z,Ω1)χi × H1(Z,O)χm−i , 〈ω, ξ 〉 =
∑
P∈Z

ResP (ξω).

One checks that 〈ωi
j, ξ

m−i
j′ 〉 = δj,j′. This proves (a).

Let ω be a differential of the second kind on ZK̄ . Suppose that the class of
ω represents an element of H1

dR(Z/S)χi . Lemma 1.1.2 implies that the class
of ω is represented by a differential of the second kind which is holomorphic
outside ∞. The existence of a rational function f as in the statement of
(b) follows from now [17, page 456]. Since [ω] ∈ H1

dR(ZK̄/K̄)χi , the rational
function f may be written as zif1/f2, where the fµ are polynomials in x.
It is easy to see that the map described in the statement of the lemma is
surjective and has kernel H0(ZK̄ ,Ω1). Part (b) now follows from the fact
that Poincaré duality is compatible with Serre duality. �

In the rest of this section we suppose that r = 4 and denote the branch
point of the cover by x1 = 0, x2 = 1, x3 = λ, x4 = ∞. We let S =
Spec(Z[ζm, λ, 1/mλ(λ − 1)]). We compute the action of the Gauß–Manin
connection ∇ : H1

dR(Z/S)χi → H1
dR(Z/S)χi ⊗S Ω1

S. The results of this sec-
tion are probably known to the experts. Some of it goes back to Dwork
[16] and Stienstra–Van der Put–Van der Marel [46]. The case m = 2 is well
known, and can be found for example in [24].

We restrict to the case r = 4, since then the base space S is one dimen-
sional and the Picard–Fuchs differential equation is an ordinary differential
equation of order two. The computation of the Picard–Fuchs differential
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equation can be easily extended to the general case. Let 0 < i < m be an
integer which is prime to m. Write

ωi
1 =

zidx

x1+[iσ1](x − 1)1+[iσ2](x − λ)1+[iσ3]
,

(ωi
1)

′ = ∇(
d
dλ

)ωi
1 = (1 − σ3(i))

ωi
1

(x − λ)
, (ωi

1)
′′ := ∇(

d
dλ

) (ωi
1)

′.

Recall from Section 1.1 that H1
dR(Z/S)χi has S-dimension two. The S-

dimension of H0(Z,Ω1)χi is 2−b(i) = 3−(a1(i)+a2(i)+a3(i)+a4(i))/m ≤ 2.
In other words, the Hodge filtration is “trivial” unless b(i) = 1. One checks
that ω(i) (resp. ω(i)′) is holomorphic if and only if b(i) ≤ 1 (resp. b(i) = 0).

Lemma 1.1.4 Let 0 < i < m be an integer prime to p. Write A∗(i) =
1−σ3(i), B∗(i) = 2− (σ1(i)+σ2(i)+σ3(i)), and C∗(i) = 2− (σ1(i)+σ3(i)).
Put ω := ωi

1. Then

λ(λ − 1)ω′′ + [(A∗(i) + B∗(i) + 1)λ − C∗(i)]ω′ + A∗(i)B∗(i)ω1 = 0 (2)

in H1
dR(Z/S)χi .

Proof: Lemma 1.1.2 implies that ω and ω′ form a basis of H1
dR(Z/S)χi . The

lemma now follows from the identity

λ(λ − 1)ω′′ + [(A∗(i) + B∗(i) + 1)λ − C∗(i)]ω′ + A∗(i)B∗(i)ω =

= (σ3(i) − 1)d
xσ1(i)(x − 1)σ2(i)

(x − λ)2−σ3(i)
.

�

We let χ̃ = χ + χp + · · ·+ χpf−1
. The absolute Frobenius morphism acts

on
H1

dR(Z/S)χ̃ := ⊕f−1
i=0 H1

dR(Z/S)
χpi .

This is seen as follows. The comparison isomorphism between H1
cris(Z/S)

and H1
dR(Z/S) yields a p-semilinear map F : H1

dR(Z/S) → H1
dR(Z/S). Re-

stricting to the eigenspaces, yields a map F : H1
dR(Z/S)χi → H1

dR(Z/S)χpi .
Therefore we obtain a map F : H1

dR(Z/S)χ̃ → H1
dR(Z/S)χ̃ and H1

dR(Z/S)χ̃.

1.2 The Frobenius morphism in characteristic p Let p be prime
which does not divide m. Denote by f the order of p in (Z/m)∗ and write
q = pf . In this section we compute the action of the Frobenius morphism
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on de Rham cohomology in characteristic p. Essentially, this follows from
results of [8]. We use the notation from Section 1.1 and suppose that r = 4.
Write Z̄ = Z ⊗ Fp. For t ∈ P1 − {0, 1,∞}, we write Z̄t for the fiber at t of
Z̄.

Lemma 1.2.1 Suppose that b(pi) = 1 for i = 0, . . . , f − 1. There exists a
dense open subset U ⊂ P1 − {0, 1,∞}, such that map F : H1(Z̄t,O)χ̃ →
H1(Z̄t,O)χ̃ is an isomorphism for all t ∈ U .

Proof: This follows from [8, Proposition 6.7]. �

Suppose that b(pi) = dim H1(Z̄,O)
χpi = 1, for i = 0, . . . , f − 1. It

follows from Lemma 1.1.3 that ξ(i) := ξpi

1 is a basis of H1(Z̄,O)
χpi . We

write ω(i) := ωi
1 for the basis of H0(Z̄,Ω1)

χpi .

Definition 1.2.2 Let 0 ≤ i ≤ f − 1 be an integer. The polynomial

Φi(λ) = (−1)Ni
∑

n1+n2=Ni

(
[pσ2(pi−1)]

n1

)(
[pσ3(pi−1)]

n2

)
λn2 (3)

is called the ith partial a-Hasse invariant, or ith Hasse invariant for short.
Here Ni = p−1−[pσ4(pi−1)]. The Hasse invariant is defined as Φ =

∏f−1
i=0 Φi.

It is shown in [8, Section 5] that Fξi−1 = Φiξi. If m = 2 the only possible
type is a = (1, 1, 1, 1), and Z is the Legendre family of elliptic curves. In this
case Φ1 is the classical Hasse invariant, whose zeros are the supersingular
λ’s, i.e. the values of λ for which the elliptic curve Z̄λ is supersingular.

The Cartier operator C : H0(Z̄,Ω1) → H0(Z̄,Ω1) is defined as the trans-
pose of F : H1(Z̄,O) → H1(Z̄,O). This implies that Cω(i) = (Φ∗

i )
1/pω(i −

1). Here Φ∗
i is the ith Hasse invariant corresponding to the dual type

a∗ = (m − a1,m − a2,m − a3,m − a4), or, equivalently, the matrix of
F : H1(Z̄,O)

χ−pi−1 → H1(Z̄,O)
χ−pi .

One easily checks that Φi is a nonzero polynomial (Lemma 1.2.3.(d)).
This remark proves Lemma 1.2.1.(b). The open set U mentioned in the
statement of Lemma 1.2.1 consists of the complement in P1−{0, 1,∞} of the
zero locus of the polynomials Φi. Assume that b(pi) = 1 for i = 0, . . . , f −1.
Then we can describe the group scheme J(Z̄t)[p]χ, for t ∈ U . Recall that
there exist integers ε(i), ν(i) and a local-local group scheme L(i) such that

J(Z̄t)[p]χi 	 (Z/p)ε(i) × (µp)ν(i) × L(i).
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Since the Frobenius morphism F : H1(Z̄t,O)
χpi → H1(Z̄t,O)

χpi+1 is an

isomorphism, we have that ν(pi) = dimFq H1(Z̄t,O)F
f

χpi = 1. The Cartier

dual of J(Z̄t)[p]
χpi is J(Z̄t)[p]

χ−pi . One easily checks that b(−pi) = 1 for
i = 0, . . . , f − 1, also. Therefore ε(pi) = ν(−pi) = 1 and L(pi) = (0).
Alternatively, one could use that ε(i) = dimFq H0(Z̄t,Ω1)C

f

χpi . Just as in the
case m = 2, the zeros of the Hasse invariants corresponds to curves for which
the group scheme J(Z̄t)[p]χ̃ contains a local-local piece.

The Hasse invariant Φ∗
i is an expansion coefficient of the differential ω(i).

To ease notation, we only explain this for i = 0 and m prime, but it is clear
how to extend the formula’s. Our argument is adopted from [28]. Choose
u = x−1/m; this is a local parameter of Z̄ at ∞. Write

ω(0) =
z dx

x(x − 1)(x − λ)
=

dx

x1−σ1(x − 1)1−σ2(x − λ)1−σ3

= −mua4(1 − um)σ2−1(1 − λum)σ3−1 du

u

= −m
∑
n≥0

Pmn+a4(λ)unm+a4
du

u
,

for the expansion of ω with respect to u. Here we use that σ1+σ2+σ3+σ4 =
2. Note

Pnm+a4 = (−1)n
∑

i+j=n

(
σ2 − 1

i

)(
σ3 − 1

j

)
λj . (4)

In particular for n =
[
pσ4(pf−1)

]
we find

Pnm+a4(λ) ≡ Φ∗
1 (mod p).

The main result of [28] implies that Φ∗
i is a solution modulo p of the Picard–

Fuchs differential equation of Lemma 1.1.4.(b). This is also easy to check
directly from the explicit formula (3) for Φi.

For future reference, we state the following elementary lemma.

Lemma 1.2.3 (a) The polynomial Φi is a solution modulo p of the dif-
ferential equation

λ(λ − 1)u′′ + [(A∗(i) + B∗(i) + 1)λ − C∗(i)]u′ + A∗(i)B∗(i)u = 0,

where A∗(i), B∗(i) and C∗(i) are as in Lemma 1.1.4.

(b) The polynomial Φi has a zero of order max(Ni − [pσ2(pi−1)], 0) at
λ = 0.
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(c) The polynomial Φi has a zero of order max(Ni − [pσ1(pi−1)], 0) at
λ = 1.

(d) The degree of Φi is min(Ni, [pσ3(pi−1)]).

(e) The polynomial Φi is nonzero as polynomial in λ. All zeros different
from λ = 0, 1 are simple zeros.

(f) We have

Φ′
i

Φi
≡ (Φ∗

i )
′

Φ∗
i

− C∗(i) − 1
λ

+
C∗(i) − A∗(i) − B∗(i)

λ − 1
(mod p).

Proof: We already proved (a). Parts (b), (c) and (d) follow from the defi-
nition of Φi as in [9, Corollary 5.5]. Since 0 ≤ [pσµ(pi−1)] ≤ p − 1 for all µ,
the polynomial Φi is nonzero. All zeros of Φi different from 0 and 1 are sim-
ple, since Φi is the solution to a hypergeometric differential equation. The
Cartier dual of the group scheme J(Z̄λ)[p]

χpi is J(Z̄λ)[p]
χp−i . This implies

that the zeros of Φi and Φ∗
i different from 0 and 1 are equal. Therefore (f)

follows from (b) and (c). �

Definition 1.2.4 Let A,B,C ∈ Q and consider the corresponding hyper-
geometric differential equation

λ(λ − 1)f ′′ + [(A + B + 1)λ − C]f ′ + ABf = 0. (5)

Define the hypergeometric differential equation dual to (5) as

λ(λ − 1)f ′′ + [(A + B − 3)λ + C − 2]f ′ + (A − 1)(B − 1)f = 0. (6)

One easily checks that the dual to the Picard–Fuchs differential equation
of H1

dR(Z/S)χ is the Picard–Fuchs differential equation of H1
dR(Z/S)χ−1 .

Both differential equations play a role in the description of the unit root
crystal in Section 1.3. We write A(i) = σ3(i) = 1−A∗(i), B(i) = σi

1 + σi
2 +

σi
3 − 1 = 1 − B∗(i), C(i) = σi

1 + σi
3 = 2 − C∗(i) for the parameters of the

differential equation

λ(λ − 1)ω(i)′′ + [(A(i) + B(i) + 1)λ − C(i)]ω(i)′ + A(i)B(i)ω(i) = 0 (7)

dual to (2).
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1.3 The unit root crystal The notations are as in Section 1.2. In
particular, we suppose that r = 4 and b(pi) = 1 for i = 0, . . . , f − 1. Choose
a lift Φ̃i ∈ Z[λ] of Φi. Put Φ̃ =

∏f−1
i=0 Φ̃i. Define R (resp. Rord) to be

the p-adic completion of Zp[λ][1/λ(λ − 1)] (resp. Zp[λ][1/λ(λ − 1)Φ̃]. Put
S = Spec(R) and Sord = Spec(Rord). We choose once and for all a lift ϕ
to S of the Frobenius morphism on Fp(λ) by defining ϕ(λ) = λp. We write
D(t, ρ−) (resp. D(t, ρ+)) for the open (resp. closed) rigid analytic disc with
center t and radius ρ. Let k be the algebraic closure of Fp. In this section,
we denote by F the relative Frobenius morphism.

Lemma 1.3.1 (a) We have that H1
dR(Z/Sord)χ̃ is an F -crystal.

(b) We write Fil1 = H0(Z,Ω1)χ̃ for the first part of the Hodge filtration.
There exists an F -crystal U ⊂ H1

dR(Z/S)χ̃ such that

H1
dR(Z/Sord)χ̃ = U ⊕ Fil1.

The F -crystal U is called the unit root part.

Part (a) of the lemma holds without assumption on r and b(pi).

Proof: There exists a canonical isomorphism H1
dR(Z/S) 	 H1

cris(Z̄/S) ([4,
Corollary 7.4]). This endows H1

dR(Z/S) with the structure of an F -crystal.
Concretely, there is a horizontal morphism F (ϕ) : ϕ∗H1

dR(Z/S) → H1
dR(Z/S)

such that F (ϕ)⊗Q is an isomorphism ([26, Definition 1.3]). The morphism
F (ϕ) depends on the lift ϕ we have chosen, but it suffices to consider F (ϕ)
for one chosen lift. Therefore we will sometimes drop ϕ from the notation.

Write R′ for the p-adic completion of W (Fq)[λ][1/λ(λ − 1)]. Then

H1
dR(Z/S)χ̃ ⊗R R′ = ⊕f−1

i=0 H1
dR(Z/S)

χpi .

Restricting to the eigenspaces, we have that F (ϕ) : ϕ∗H1
dR(Z/S)

χpi →
H1

dR(Z/S)
χpi+1 . This proves (a).

It is proved in [33] that F (ϕ)Fil1 ⊂ pH1(Z/S)χ̃. Lemma 1.2.1 states
that for t ∈ Sord we have that F (ϕ) : ϕ∗H1(Z̄t̄,O)χ̃ → H1(Z̄t̄,O)χ̃ is an
isomorphism. This implies that the Newton polygon of t∗H1

dR(Z/S)χ̃ is
ordinary, that is, has f slopes zero and f slopes 1. Therefore (b) follows
from [26, Theorem 4.1]. �

The goal of this section is to give a concrete description of the unit root
crystal U , extending the description for m = 2 given in [26, Section 8]. In the
rest of this section we suppose for simplicity that the dual character of χ does
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not equal χpi
, for some i. If χ = χpi

Poincaré duality induces a symplectic
pairing on H1

dR(Z/S)χ̃. This happens for example for m = 2, where χ is self
dual. In this case one needs to make a small modification to the construction
below. Namely, one should not choose αt(0) and βt(0) independently, but
should make sure that the chosen basis respects the symplectic structure.
Since it is obvious how to adept the arguments, we leave out this case here.

We write M := H1
dR(Z/Sord)χ̃. Let t ∈ W (F̄p) − {0, 1} with Φ(t) �= 0.

Write Mt for the restriction of M to the open rigid disk D(t, 1−) and Ut for
its unit root part. Both Mt and Ut are crystals over W (k)[[λ − t]]. Recall
that we may write

Mt = ⊕f−1
i=0 Mt(i), Ut = ⊕f−1

i=0 Ut(i).

We write M0
t (resp. U0

t ) for the value at λ = t of Mt (resp. Ut); these are
crystals over W (k). The special fiber M0

t (i) ⊗ k admits a basis ᾱ0
t (i), β̄0

t (i)
such that

Fϕ∗ᾱ0
t (i − 1) = ᾱ0

t (i), Cβ̄0
t (i) = ϕ∗β̄0

t (i − 1).

Namely, it follows from Section 1.2 that F f (ϕf )∗ξ(0) = Φ(t)ξ(0). There-
fore we may define ᾱ0

t (0) as a suitable multiple of ξ(0) and put ᾱ0
t (i) =

F i(ϕi)∗ᾱ0
t (0). Similarly, define β̄0

t (0) such that Cf β̄0
t (0) = (ϕf )∗β̄0

t (0) and
put β̄0

t (i) = Cf−i(ϕi)∗β̄0
t (0).

It is clear that the basis ᾱ0
t (i), β̄0

t (i) lifts to a horizontal basis α0
t (i), β0

t (i)
of M0

t such that

Fϕ∗α0
t (i − 1) = α0

t (i), Fϕ∗β0
t (i − 1) = pβ0

t (i). (8)

Proposition 1.3.2 The vectors α0
t (i) and β0

t (i) are the value at t of a
horizontal basis of Mt over D(t, 1−) which we denote by αt(i), βt(i).

Proof: This is proved in [26, Proposition 3.12]. We sketch the argument.

Claim 1: We first claim that α0
t (i) and β0

t (i) extend to a horizontal basis
over D(t, ρ+

0 ), where ρ0 is the valuation of p1/(p−1). The reason is that

(λ − t) ⊂ Rρ0 = W (k){{ρ−1
0 z}} = {

∑
an

(
z

ρ0

)n

| an → 0}

is a PD-ideal ([4, Example 3.2]). Therefore there exists an isomorphism
ι∗Mt

∼→ ev∗Mt = Mt ⊗W (k) Rρ0 . Here ι, ev : W (k)[[λ − t]] → Rρ0 are the
inclusion and evaluation at t, respectively. The horizontal basis αt(i), βt(i)
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over D(t, ρ+
0 ) is the basis on ι∗Mt corresponding to the basis α0

t (i), β0
t (i)

of M0
t that we defined above. The construction of the basis implies that

F f (ϕf )∗αt(0) = αt(0) and F f (ϕf )∗βt(0) = qβt(0), therefore we may define
αt(i) := F i(ϕi)∗αt(0) and βt(i) := F i(ϕi)∗βt(0)/p−i.

Claim 2: Next we claim that αt(i) and βt(i) extend to a horizontal basis
over D(t, ρ+) for all 0 ≤ ρ < 1. Let K be the fraction field of R and put
Kρ = Rρ ⊗ K. Choose some basis of Mt and write A for the matrix of
F = F (ϕ) : ϕ∗Mt → Mt with respect to this basis. The horizontal basis
αt(i), βt(i) over D(t, ρ+

0 ) we constructed above defines a map M0
t ⊗ Kρ0 →

Mt ⊗ Kρ0 . Write Y for the matrix of this map. We obtain a commutative
diagram

ϕ∗Mt ⊗ Kρ0

A
��

ϕ∗M0
t ⊗ Kρ0

ϕ(Y )��

A(λ=t)
��

Mt ⊗ Kρ0 M0
t ⊗ Kρ0 .Y

��

Note that A has coefficients in W (k)[[λ − t]]. Therefore A converges
and is bounded on the open disk D(t, 1−). Since Mt is an F -crystal we have
moreover that A(λ = t)⊗K is invertible. This implies that if ϕ(Y ) converges
on D(t, ρ+) then Y converges on D(t, ρ+) also. Write Y =

∑
j Yjz

j , where
Yi is a matrix with coefficients in K. Then ϕ(Y ) =

∑
j ϕ(Yj)zpj . Hence if Y

converges on D(t, ρ+) then ϕ(Y ) converges on D(t, (ρ1/p)+). Since we have
already shown that Y converges on D(t, ρ+

0 ) it follows that Y converges on
D(t, 1−). Therefore αt(0) and βt(0) are the value at λ = t of a basis of
Mt(0) over D(t, 1−). We continue to denote this basis by αt(0) and βt(0). It
is clear from the construction that αt(0) and βt(0) are horizontal and satisfy
F fαt(0) = αt(0) and F fβt(0) = qβt(0). Therefore αt(i) and βt(i) extend for
i = 0, . . . , f − 1.

Claim 3: We claim that αt(0) is bounded on D(t, 1+) ([26, Proposition
3.1.3]). Recall that F fϕfαt(0) = αt(0) and ϕfn(αt(0)) ≡ ϕfn(α0

t (0)) mod
(λ − t)p

fn
. Therefore

αt(0) = lim
n→∞

F f ◦ ϕf (F f ) ◦ · · · ◦ ϕfn(F f )ϕf(n+1)(α0
t (0)).

This obviously converges. The same argument applies to αt(i) for i =
0, . . . , f − 1. �
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Lemma 1.3.3 Every bounded horizontal section of Mt(0) is a multiple of
αt(0).

Proof: This is proved as in [26, Corollary 7.5]. We sketch the argument.
Since αt(0) and βt(0) form a basis of Mt(0), there exists functions ft(0)

and gt(0) such that the restriction of ω(0) to D(t, 1−) can be written as
ft(0)αt(0)+gt(0)βt(0). Since αt(0) and βt(0) are horizontal and ω(0) satisfies
the Picard–Fuchs differential equation (2), it follows that ft(0) and gt(0) are
solutions of the Picard–Fuchs differential equation (regarded as ordinary
differential equation). We put τ(0) = ft(0)/gt(0) ∈ W (k)[[λ − t]][1/p]. It is
called the period.

Recall that the Kodaira–Spencer map is defined as

Fil1Mt
∇( d

dλ
)

−→ Mt → Mt/Fil1Mt 	 Ut.

Lemma 1.1.2 states that ω(i) and ω(i)′ = ∇( d
dλ)ω(i) are linearly indepen-

dent for every t �= 0, 1,∞. This implies that the Kodaira–Spencer map is
nontrivial. The Kodaira–Spencer map sends η ∈ Fil1Mt(0) to τ(0)′η, where
τ(0)′ is the derivative of τ(0) with respect to λ ([26, Lemma 7.1]). Using
the congruences of [26, Proposition 7.4] it follows that there exists an un-
bounded solution of (2) in D(t, 1−). This proves the lemma. �

Using our previous notation, we find that

τ(0)′ =
ft(0)′gt(0) − ft(0)gt(0)′

gt(0)2
.

Since τ(0)′ �= 0, we conclude that ft(0) and gt(0) are linearly independent
solutions of the differential equation at λ = t, i.e. they form a basis of
solutions at t. It is not so easy to give the boundary conditions which
determine the solutions ft(0) and gt(0), and hence τ(0). In [1, Section
II.6.3.2] this is worked out for m = 2 and t = 1/2. (There are some mistakes
in the formulas written there.) See [16] for more results in this direction.

Write

αt(i) = h1,t(i)λ(λ − 1)ω(i) + h2,t(i)λ(λ − 1)ω(i)′.

By assumption αt(i) is horizontal. An elementary computation shows that
this implies that h2,t(i) and h1,t(i) satisfy

h2,t(i)′′λ(λ− 1) + h2,t(i)′((A(i) + B(i) + 1)λ−C(i)) + h2,tA(i)B(i) = 0 (9)
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h1,t(i) = h2,t(i)
(

1 − C(i)
λ

+
C(i) − A(i) − B(i)

λ − 1

)
− h′

2,t(i). (10)

In particular, h2,t(i) is a local solution to the differential equation dual to
the Picard–Fuchs differential equation (2) of M(i). We may suppose that
the constant term of h2,t(i) is one. The existence of the unit root crystal is
essentially equivalent to the following proposition.

Proposition 1.3.4 There exist functions H(i) and G(i) in Rord whose local
expansions at t are h2,t(i)′/h2,t(i) and h2,t(i)/h2,t(i)ϕ, respectively.

Proof: This follows from [26, 4.1.9]. The idea is the following. Note that
the proof also proves the existence of the unit root crystal (Lemma 1.3.1.b).

Recall that M(0) has a basis ω(0), ω(0)′. The matrix of F f ◦ (ϕf )∗ with
respect to this basis may be written as

(
qA C
qB D

)
.

Since the special fiber of M(0) is ordinary, it follows that D is invertible.
To find a basis of the unit root crystal U(0), we need to find an element
η(0) = E(0)λ(λ− 1)ω(0) + λ(λ− 1)ω(0)′ ∈ M(0) such that the span of η(0)
is stabilized under F f ◦ (ϕf )∗. In other words, we want to find a basis such
that the matrix of F f ◦ (ϕf )∗ is lower triangular. This amounts to finding
E(0) ∈ Rord satisfying

E(0) =
1
D

(
qA(ϕf )∗E(0) + C

1 + qD−1B(ϕf )∗E(0)

)
.

The function E(0) can be shown to exist by approximating modulo higher
and higher powers of p ([26, 4.1.7]).

We may define η(i) = F i(ϕi)∗η(0), and write

η(i) = E(i)λ(λ − 1)ω(i) + λ(λ − 1)ω(i)′ ∈ M(i).

Then U is spanned over Rord by η(0), . . . , η(f − 1). Now U is an F -crystal
if and only if U is preserved by the Gauß–Manin connection ∇. It suffices
to check this over W (k)[[λ − t]] for t ∈ Sord.

We have already shown that over W (k)[[λ − t]] there exist horizontal
vectors

αt(i) = h1,t(i)λ(λ − 1)ω(i) + h2,t(i)λ(λ − 1)ω(i)′.
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Since E(i) is unique, it follows that h1,t(i)/h2,t(i) is the power series expan-
sion at t of E(i). Note

h1,t(i)
h2,t(i)

=
1 − C(i)

λ
+

C(i) − A(i) − B(i)
λ − 1

− h2,t(i)′

h2,t(i)
.

Therefore

H(i) :=
1 − C(i)

λ
+

C(i) − A(i) − B(i)
λ − 1

− E(i)

has power series expansion h2,t(i)′/h2,t(i) at t. This shows the existence
of H(i). Locally at t, we have that η(i) equals αt(i)/h2,t(i). Therefore
∇η(i) = −H(i)η(i) ⊗ dλ. This proves that U is an F -crystal.

Since U is an F -crystal, the following diagram commutes

ϕ∗U∇ F ��

ϕ∗
��

U

∇
��

ϕ∗U ⊗ Ω1
Sord

F⊗Id �� U ⊗ Ω1
Sord

.

(11)

Write Fϕ∗η(i−1) = G(i)η(i). It is obvious that G(i) ∈ Rord exits. Then

∇ ◦ Fϕ∗η(i − 1) = (G(i)′ − H(i)G(i))η(i) ⊗ dλ.

One computes that

(F ⊗ Id) ◦ ϕ∗∇ϕ∗η(i − 1) = −pλp−1H(i − 1)ϕG(i)η(i) ⊗ dλ.

This implies that

G′(i)
G(i)

= H(i) − pλp−1H(i − 1)ϕ.

The local expansion of G(i) at t is h2,t(i)/(h2,t(i − 1))ϕ. One checks that
G(i) is a solution to the dual differential equation (9) modulo p.

Lemma 1.3.5 We have

G(i) ≡ Φ(i) (mod p).

Proof: We want to compute the image of η(i) in H1(Z̄,O)
χpi . Since η(i) =

E(i)λ(λ − 1)ω(i) + λ(λ − 1)ω(i)′, it suffices to compute the image of λ(λ −
1)ω(i)′. It is explained in Lemma 1.1.3.(b) how to do this.
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First we need to write ω(i)′ = (1−ϕ3(i))dx/x1−ϕ1(pi)(x− 1)1−ϕ2(pi)(x−
λ)2−ϕ3(pi) in terms of the basis (Lemma 1.1.2). To do this, note that

λ(λ − 1)ω(i)′ + d
xϕ1(pi)(x − 1)ϕ2(pi)

(x − λ)1−ϕ3(pi)
=

=
(1 − ϕ4(pi))x + λ(ϕ3(pi) − 1) + 1 − σ1(pi) − σ3(pi)dx

x1−σ1(pi)(x − 1)1−σ2(pi)(x − λ)1−σ3(pi)
=: ω̃(i)′.

Recall that

ξ(i) =
zpi

x1+[piσ1](x − 1)[piσ2](x − λ)[piσ3]
=

(x − 1)σ2(pi)(x − λ)σ3(pi)

x1−σ1(pi)

is a basis for H1(Z̄,O)
χpi . Note that ω̃(i) + dξ(i) is holomorphic outside 0.

Lemma 1.1.3.b implies that the image of λ(λ − 1)ω(i)′ is ξ(i). The lemma
follows now from the definition of Φ(i). �

Lemma 1.3.5 implies that h2,t(i) ≡ Φ(i)h2,t(i − 1)ϕ mod p. Therefore

H(i) =
h2,t(i)′

h2,t(i)
≡ Φ(i)′

Φ(i)
(mod p).

Here we use that the derivative of h2,t(i − 1)ϕ(λ) = h2,t(i − 1)(λp) is zero
modulo p.

Proposition 1.3.6 For every n ≥ 1 we define functions Bn(i) ∈ k[λ] by

Bn(i) = (−1)Nn(i)
∑

j1+j2=Nn(i)

(
[nσ2(pi−1)]

j1

)(
[nσ3(pi−1)

j2

)
λj2,

where Nn(i) = n − 1 − [nσ4(pi−1)]. We have

G(i) = lim
n→∞

Bn(i)
Bn−1(i − 1)ϕ

.

Proof: This follows from the result of [46]. In this paper it is shown how
to compute G(i), by using an identification of U with the Witt vector co-
homology group H1(Z,WpO)χ̃. (We refer to [46] for the definition of this
cohomology group.) The proposition is a special case of [46, Section 5.4].

�
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Since (Bn(i − 1)ϕ)−1Bn+1(i) ≡ (Bn−1(i − 1)ϕ)−1Bn(i) mod pn for all
n ≥ 1, we have that

G(i) ≡ Bn(i)
Bn−1(i − 1)ϕ

(mod pn).

As in (4), one checks that the polynomials Bn(i) are equivalent modulo
pn to certain expansion coefficients of ω(i). Therefore it follows from [28]
that Bn(i) is a solution modulo pn of the Picard–Fuchs differential equation.
This is also noted in [46, Example 5.5].

Remark 1.3.7 If m = 2 it is easy to express the function G(0) in terms of
Gauß’ hypergeometric function F (1/2, 1/2, 1;λ). Namely,

G(0)(λ) = (−1)(p−1)/2 F (1
2 , 1

2 , 1;λ)
F (1

2 , 1
2 , 1;λp)

∈ Z[
1
2
][[λ]].

This follows easily from Proposition 1.3.6. It should not be too difficult to
generalize this to arbitrary m.

As in [26], this description of the unit root crystal allows us to compute
the χ-part of the zeta function of Z̄. Choose t ∈ W (F̄p) with Φ(t) �= 0. As in
[27, Section I], we write P1,χ = det(1−TF f ) for the characteristic polynomial
of the fth power of the (relative) Frobenius morphism on H1

dR(Zt)χ. Suppose
that t ∈ W (Fqn) with q = pf . Define

G(0)(λ) := G(1)(λf−1) ◦ G(2)(λf−2) ◦ · · · ◦ G(0)(λ),

Gn(0)(λ) := G(0)(λ) ◦ G(0)(λq) ◦ · · · ◦ G(0)(λqn−1
).

Then F fn(ϕ)fnη(0) = Gn(0)η(0).

Proposition 1.3.8 We have

P1,χ = (1 − Gn(0)T )(1 − q

Gn(0)
T ).

Proof: This follows from the above discussion. �

1.4 The supersingular polynomial In this section, we apply the re-
sults of Section 1.3 to obtain an expression of the so called supersingular
polynomial. We assume that p > 3. Recall that

ssp(j) =
∏

(j − j(E)) ∈ Fp[j],
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where the product is taken over the elliptic curves E/F̄p which are super-
singular. Denote

α =
[ p

12

]
, δ =

{
0 if p ≡ 1 mod 3,
1 if p ≡ 2 mod 3,

ε =
{

0 if p ≡ 1 mod 4,
1 if p ≡ 3 mod 4.

There exists a polynomial s̃sp(j) with

ssp(j) = jδ(j − 1728)ε s̃sp(j),

compare to [22, Section 2]. The polynomial s̃sp(j) does not have a zero at 0
and 1728.

Write m = 12 and S = Spec(Zp[λ, ζm, 1/mλ(1 − λ)]), where ζm ∈ Qnr
p is

a primitive 12th root of unity. Choose an irreducible character χ : Z/m →
Qp(ζm). As before, we let f be the order of p in (Z/m)∗, and put χ̃ =
χ + χp + · · · + χpf−1

.
Let Z → P1

S be the m-cyclic cover of type (1, 11, 5, 7) given by

z12 = x(x − 1)11(x − λ)5, (x, z) �→ x.

Define H/Q to be the Hurwitz space parameterizing Galois covers g : Y →
P1

Q with Galois group (Z/p)f �χ̃ Z/m which are only branched at 0, 1, λ,∞.
We suppose moreover that g factors as Y → Z → P1, with Z → P1 as above
and Y → Z étale. Write π : H → P1

λ for the map with sends g to λ and
write π̃ : H̃ → P1

λ for the Galois closure of π.
It is shown in [9] that π̃ is an PSL2(p)-Galois cover branched only at

0, 1,∞ of order 2,3,p. The cover π̃ is rigid ([44, Proposition 7.4.2]). In this
particular case, this means that there exists a unique PSL2(p)-Galois of the
projective line branched at three points of order 2,3,p. (We refer the reader
to [44, Chapter 7] for a more precise statement and the definition of rigidity.)
We conclude that there exists a commutative diagram

H̃ ⊗ Q̄
∼ ��

��

X(p)

��
P1

λ
∼ �� P1

j .

Here X(p)/Q̄ is the modular curve parameterizing elliptic curves E with
full level p structure and X(p) → P1

j sends E to its j-invariant. The arrow
P1

λ → P1
j is given by λ �→ 1728λ.
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Lemma 1.4.1 Write J(Z)new for the new part of the Jacobian of Z. Then
there exists an elliptic curve Eλ such that

J(Z)new ∼ E4
λ.

Proof: We first note that Aut(Z) = Z/12 � (Z/12)∗. We may choose
generators of this group such that

ψ(x, z) = (x, ζ12z), τ5(x) =
x − λ

x − 1
, τ7(x) =

λ

x
, τ11(x) = λ

x − 1
x − λ

.

One checks that τiψτi = ϕi. Write Z6 (resp. Z4) for the quotient of Z by
ψ2 (resp. ψ3). The new part Jnew of the Jacobian J = J(Z) of Z is defined
as the quotient of J by the image of J(Z6) ∪ J(Z4). Then V = 〈τ5, τ7〉 acts
on Jnew and Eλ := Jnew/V is an elliptic curve. The statement of the lemma
follows from the fact that ψ acts on Jnew. �

Let Z̄ := Z ⊗ Fp. Lemma 1.1.2 implies that dimH1(Z̄,O)χi = 1, for
i = 1, 5, 7, 11. We denote by

ξi =
zi

x
x−[p 1

12
](x − 1)−[p 11

12
](x − λ)−[p 5

12
]

a basis vector of dim H1(Z̄,O)χi , as defined in Lemma 1.1.3. (Note that
the numbering is different from what we wrote before.) Define polynomials
Φ(i) ∈ Fp[λ] by

Fξi = Φ(i)ξpi.

Lemma 1.4.2 Write γ0 = [p 5
12 ], γ1 = [p11

12 ]. Then

(a)

Φ(1) = (λ − 1)γ1Φ(5), Φ(7) = λγ0(λ − 1)γ1Φ(5), Φ(11) = λγ1Φ(5).

(b) The polynomial Φ(5) does not have a zero at 0, 1.

Proof: This is an elementary computation using Lemma 1.2.3. One also
uses the contiguity relations for the hypergeometric functions ([53]). �

Remark 1.4.3 Suppose p > 3, then Φ(5) ≡ s̃sp mod p. Namely, the fact
that X(p) is isomorphic to H implies that j(Eλ) equals λ (up to some
constant in Q̄.) The claim follows by considering the stable reduction of H,
as in [9]. In that paper it is assumed that p ≡ 1 mod m, but one can get rid
of this assumption. Details will appear elsewhere.

The above formula is a mod p version of one of the formulas for the
supersingular polynomial obtained in [22]. The other formulas found in
that paper seem to have no interpretation in our setting.
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2 Generalities on deformation data

In this section we define deformation data (Section 2.1), and explain their
relation to stable reduction of Galois covers of curves (Section 2.2). Section
2.3 introduces Galois covers with special reduction which plays a key role
in the rest of the paper. These are Galois covers with bad reduction such
that the corresponding deformation datum is special. This definition is an
extension to the case of covers of the projective line branched at more than
three points of the definition of [50]. We introduce the Hasse invariant Φ∗,
and show that it is nonzero in the special case. In Section 2.4 we prove a
lifting lemma. Roughly speaking, the statement is that every deformation
datum comes from the stable reduction of a Galois cover with bad reduction.

2.1 Definitions Let k be an algebraically closed field of characteristic
p > 2. Let H be a finite group of order prime to p. Fix a character
χ : H → F×

p .

Definition 2.1.1 A deformation datum of type (H,χ) is a pair (g, ω), where
g : Zk → Xk = P1

k is an H-Galois cover and ω is a meromorphic differential
form on Zk such that the following conditions hold.

(a) We have
β∗ω = χ(β) · ω, for all β ∈ H. (12)

(b) The differential ω is either logarithmic (i.e. ω = du/u) or exact (i.e.
ω = du). If ω is exact we assume moreover that ω is holomorphic. In
the first case, the deformation datum (g, ω) is called multiplicative. In
the second case it is called additive.

Let (g, ω) is a deformation datum. For each closed point x ∈ Xk we
define the following invariants.

mx := |Hz|, hx := ordz(ω) + 1, σx := hx/mx.

Here z ∈ Zk is some point above x and Hz ⊂ H is the stabilizer of z. A
point x with (mx, hx) �= (1, 1) is called a critical point of the deformation
datum. We denote by (τi)i∈B the set of critical points of ω which we call
tails. Define Bwild = {i ∈ B |hi = 0}; it is called the set of wild tails. This
terminology is explained in Section 2.2. We denote by B′ = {i ∈ B | τi �= ∞}.

We call (σi)i∈B the signature of the Fuchsian deformation datum. Define
ai, νi by

σi =
ai

p − 1
+ νi, where 0 ≤ ai < p − 1 and νi ∈ Z≥0. (13)
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Example 2.1.2 Let g : Z → P1 be an m-cyclic cover defined over k
branched at 0, 1, λ,∞ of type a = (a1, a2, a3, a0) (Section 1.1). Suppose
that
∑

ai = 2m. This implies that the k-dimension of H0(Z,Ω)χ is one.
Let ω = ω1

1 be the basis of this space defined in Lemma 1.1.2. Recall that
Cω = Φ(1/p)

∗ ω, where Φ∗ = Φ∗
0 is the Hasse invariant (Section 1.2). Suppose

that Φ∗(λ) �= 0; we checked in Section 1.2 that this holds for general λ.
Then Φ1/(p−1)

∗ ω is logarithmic. The invariants ai defined above are the type
(Notation 1.1.1) multiplied by gcd(p − 1, a0, a1, a2, a3).

Recall that g : Zk → P1
k is an H-Galois cover, where H is a group of

order prime to p. Dividing out by the kernel of χ, we obtain a cyclic cover
g′ : Z ′

k → P1
k of order dividing p−1. Since the character χ : H/ ker(χ) → F×

p

is injective, we may regard Z ′
k as a connected component of the smooth

projective curve given by the Kummer equation

zp−1 =
∏
i∈B′

(x − τi)ai , (14)

Note that ω descents to a differential form on Z ′
k; we denote this differential

form also by ω
When Bwild = ∅, the differential ω is holomorphic, that is ω ∈ H0(Z ′

k,Ω)χ.
We have seen that H0(Z ′

k,Ω)χ has dimension |B|−(
∑

i ai)/(p−1) (equation
(16)). If Bwild �= ∅, the differential ω has logarithmic poles at τi for i ∈ Bwild.
Lemma 2.1.3 implies that this dimension formula remains true. We denote
by H0(Z ′

k,Ω
log) the space of meromorphic differentials which have at most

logarithmic poles at (τi)i∈Bwild
and are holomorphic elsewhere.

Lemma 2.1.3 The differentials

ωj =
xj−1zdx∏
i∈B′(x − τi)

, j = 1, . . . |Bnew| + r − (
∑

i

ai)/(p − 1),

form a basis of H0(Z ′
k,Ω

log)χ.

Proof: This is proved like Lemma 1.1.2. �

2.2 Stable reduction We start by recalling some results on the stable
reduction of Galois covers. This gives a natural way of producing defor-
mation data and motivates the definition in the previous section. Let R
be a complete discrete valuation ring with fraction field K of character-
istic zero and residue field an algebraically closed field k of characteristic
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p. Let G be a finite group whose order is strictly divisible by p and let
f : Y → X = P1

K be a G-Galois cover branched at r + 1 ≥ 3 points
x0 = ∞, x1 = 0, x2 = 1, x3, . . . , xr. After replacing K by a finite extension,
we may suppose that the xi are K-rational. In this paper we assume that
there exists a model X0,R = P1

R of X over R such that the xi extend to pair-
wise disjoint sections Spec(R) → X0,R. In other words, (X;xi) has good
reduction.

Denote the ramification points of f by y1, . . . , ys. We consider (yi) as a
marking on Y . After replacing K by a finite extension, there exists a unique
extension (YR; yi) of (Y ; yi) to a stably marked curve over R. The action of G
extends to YR; write XR for the quotient of YR by G. The map fR : YR → XR

is called the stable model of f ; its special fiber f̄ : Ȳ → X̄ is called the
stable reduction of f [51, Definition 1.1]. The natural map XR → X0,R is
an isomorphism on a unique irreducible component of X̄ := XR ⊗ k. We
denote this component by X̄0 and call it the original component. All other
irreducible components of X̄ are contracted to a point.

We say that f has good reduction if f̄ is separable. This is equivalent
to X̄ being smooth. If f does not have good reduction, we say it has bad
reduction.

Suppose that f has bad reduction. Let T ′ be the dual graph of X. The
set of vertices V′ of T ′ corresponds to the irreducible components of X̄. We
denote by X̄v the irreducible component corresponding to v ∈ V′. The set
E′ of (oriented) edges of T ′ corresponds to the singularities of X̄ . If e ∈ E′ is
an edge with source v and target w, we denote by τe ∈ X̄ the corresponding
point of intersection of X̄v and X̄w. Let v0 ∈ V′ correspond to the original
components X̄0. Write Bwild ⊂ {1, . . . , r} for the set indexing the branch
points xi of f whose ramification index is divisible by p. We define a graph
T with vertices V = V′ ∪ Bwild. For every i ∈ Bwild, we add one edge ei

whose source is the component to which xi specializes and whose target is
i ∈ V, together with the opposite edge.

We consider the graph T to be oriented from v0. An vertex v ∈ V −{v0}
is called a tail if there is a unique edge with target v. We write B ⊂ V for
the set of tails and I = V − B for the complement. The vertices v ∈ I are
called the interior vertices. It is proved in [41] that v ∈ V − Bwild is a tail
if and only if the restriction of f̄ to X̄v is separable. (This is no longer true
if one drops the assumption that p strictly divides the order of G.) A tail
X̄v is called primitive if one of the branch points xi of f specializes to X̄v.
Otherwise, the tail is called new. We write Bprim (resp. Bnew) for the set of
primitive (resp. new) tails. Note that Bwild ⊂ Bprim.
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Definition 2.2.1 We say that X̄ is a comb if V = B ∪ {v0}.

If X̄ is a comb, f̄ is inseparable only over the original component X̄0.
Write TȲ for the graph corresponding to Ȳ which is defined in the same

way as the graph T . Choose a connected component T i
Ȳ

of f̄−1(I∪Bwild) ⊂
TȲ . Denote the fixed group of T i

Ȳ
by G0. Let v ∈ I be an interior vertex.

The restriction of f̄ to X̄v is inseparable. Choose a component Ȳv of Ȳ above
X̄v, where we assume that the vertex of TȲ corresponding to Ȳv is contained
in T i

Ȳ
. Let Gv ⊂ G0 denote the decomposition group of the component Ȳv.

It is easy to see that the inertia group of Ȳv is independent of v ([41]). We
denote this inertia group by I0. It follows that I0 � G0. Put H0 = G0/I0.

The restriction of f̄ to Ȳv factors as Ȳv → Z̄v → X̄v , with ḡv : Z̄v → X̄v a
separable Galois cover of order prime-to-p and Ȳv → Z̄v purely inseparable
of degree p. The inseparable map Ȳv → Z̄v is generically endowed with
the structure of a µp-torsor or an αp-torsor. This structure is encoded in
a meromorphic differential ωv. Define Hv := Gal(Z̄v, X̄v); then Gv is the
semi-direct product I0 � Hv. The action of Hv on I0 by conjugation gives
rise to a character χv : Hv → F×

p . This implies that

β∗ωv = χv(β) · ωv, for all β ∈ Hv.

We recall from [41] and [51] the existence of the auxiliary cover faux,R :
Yaux,R → XR. The auxiliary cover is a G0-Galois cover over R with bad
reduction to characteristic p. It is essentially characterized by the property
that the restriction of faux,R to the interior coincides with restriction of f̄
corresponding to ∪w∈T i

Ȳ
Ȳw. See Section 5.2 for more details. We define

ZR = Yaux,R/I0. Let gR : ZR → XR be the corresponding H-Galois cover.
We write ḡ : Z̄ → X̄ for its special fiber.

The original components X̄0 plays an essential role. We denote by ω the
differential corresponding to v = v0 and ḡ0 : Z̄0 → X̄0 the restriction of ḡ to
X̄0.

Definition 2.2.2 We call (ḡ0, ω) the deformation datum of f .

Note that the deformation datum depends on the choice of Ȳ0. We omit
this from the notation.

Let ξ ∈ Z̄0 be a closed point and τ its image in P1
k. Denote by Hξ the

stabilizer of ξ in H. Define

mτ := |Hξ|, hτ := ordξ(ω) + 1, στ = hτ/mτ . (15)

We say that τ is a critical point of the differential ω if (mξ, hξ) �= (1, 1). Let
(τi) be the critical points of ω.
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Lemma 2.2.3 The set of critical points of ω is contained in the set of edges
with source v0.

Proof: This follows from [51, Proposition 1.7]. �

If X̄ is a comb, Lemma 2.2.3 allows to simplify our notation. For i ∈ B,
there exists a unique edge e with source v0 and target i. We denote by τi the
corresponding point of X̄0. Lemma 2.2.3 implies that (τi)i∈B is exactly the
set of critical points of ω. We then write mi, hi, σi instead of mτi , hτi , στi .
For every i, choose a point ξi ∈ Z̄0 above τi and write H(ξi) ⊂ H0 for its
stabilizer. The set Bwild is exactly {i ∈ B |hi = 0}.

Lemma 2.2.4 Suppose that X̄ is a comb. The σi satisfy the following
properties:

(a)
∑

i∈Bprim
σi +
∑

i∈Bnew
(σi − 1) = r − 1,

(b) σi > 1 for all i ∈ Bnew.

Proof: This is proved in [41], see also [51, Corollary 1.11]. �

For every i ∈ B, we define integers 0 ≤ ai < p− 1 uniquely characterized
by the property (13).

The assumption that (X;xi) has good reduction implies that there is a
one-to-one correspondence between the points xi and the elements of Bprim.
Therefore we may write Bprim = {0, . . . , r}. We may assume that τ0 = ∞.
This implies that τi �= ∞ for i ∈ Bnew. Write B′

prim = {i ∈ Bprim | τi �= ∞}.
As in Section 2.1, we call (σi)i∈B the signature of the differential ω.

Recall that ḡ0 : Z̄0 → X̄0 is an H0-Galois cover, where H0 is an abelian
group of order prime to p. Let ḡ′0 : Z̄ ′

0 → X̄0 be the quotient of ḡ by the
kernel of χ : H0 → F×

p . Let H ′
0 be the Galois group of ḡ′0 and denote its

order by m. We may regard H ′
0 as a subgroup of F×

p , via the character χ.

Lemma 2.2.5 The disconnected cover

ḡn
0 : Z̄n

0 := IndF×
p

H′
0
Z̄ ′

0 → X̄0

is given by

z(p−1) =
∏
i∈B′

(x − τi)ai , (x, z) �→ x.

The Galois action is given by β∗(z) = χ0(β) · z for β ∈ H ′
0.
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Proof: Kummer theory implies that there exist integers (ci)i∈B with 0 <
ci < p − 1 and

∑
i∈B ci ≡ 0 mod (p − 1) such that Z̄ ′′

0 is the complete non-
singular curve associated to the equation

z(p−1) =
∏

i∈B′
prim

(x − τi)ci
∏

i∈Bnew

(x − τi)ci .

In [51], it is shown that ci ≡ ai mod p − 1. �

2.3 Covers with special reduction In this section we define the con-
cept of special reduction. The notation is as in Section 2.2.

Definition 2.3.1 A deformation datum (ḡ0, ω̄0) is called special if νi = 0
for i ∈ Bprim and νi = 1 for i ∈ Bnew. If νi = 1 we require moreover that
ai �= 0.

Let f : Y → P1 be a G-Galois cover defined over K branched at r + 1
points x0, x1, . . . xr of order prime to p. As in Section 2.2, we suppose that f
has bad reduction to characteristic p, but (X;xi) has good reduction. Recall
that the deformation datum associated to f consists of a H0-Galois cover
ḡ0 : Z̄0 → X̄0 of order prime to p together with a differential ω on Z̄0 and a
character χ0 : H0 → F×

p . In this section, we suppose that this character is
injective and that H is cyclic. We write (σi) for the signature of ω and (τi)
for its set of critical points. Recall from Section 2.2 that we may write

ordzi(ω) + 1 = σi =
ai

p − 1
+ νi,

where νi ≥ 1 for all i ∈ Bnew and 0 ≤ ai < p − 1. Here zi is some point of
Z̄0 above τi. We say that f has special reduction if f has bad reduction and
the corresponding deformation datum is special.

Specialty implies in particular that X̄ is a comb. The condition that
ai �= 0 if νi = 1 is equivalent to σi �= p/(p−1). The reason for this condition
is the following. The fact that X̄ is a comb implies that the invariant σi =
hi/mi is the ramification invariant of the separable Galois cover f̄i : Ȳi → X̄i

at an intersection point yi of Ȳ0 with Ȳi. Here hi is the conductor of of f̄i

at yi and mi is the order of the prime-to-p ramification of f̄i at yi. The
ramification invariant is the jump in the higher ramification groups of yi in
the upper numbering. Therefore the condition σi �= p/(p−1) is automatically
satisfied in the geometric setting, since gcd(hi, p) = 1. We include this here
so that Definition 2.3.1 also makes sense for abstract deformation data as in
Definition 2.1.1.
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The notion of a special deformation datum in [50] corresponds to the
case that r + 1 = 3. In this case, every G-Galois cover with bad reduction
has special reduction. If r ≥ 3 this is not the case, although this holds
“generically” (in some suitable sense). In case G 	 Z/p � Z/m and r =
3 (resp. G 	 Z/p), these statements are made precise in [9] (resp. [31,
Proposition 4.1.1]).

Lemma 2.2.5 implies that Z̄0 is a connected component of the projective
nonsingular curve corresponding to the equation

zp−1 =
∏
i∈B′

(x − τi)ai .

Therefore the definition of the ai and the assumption that the deformation
datum is special imply that

ω = εω̄0, with ω̄0 =
z dx∏

i∈B′
prim

(x − τi)
,

for some ε ∈ k.
Put dnew := |Bnew|. Lemma 2.1.3 implies that

dimk H0(Z̄0,Ω)χ0 = (r + dnew) − 1
p − 1

∑
i∈B

ai,

dimk H1(Z̄0,O)χ0 = (
1

p − 1

∑
i∈B

ai) − 1.
(16)

Lemma 2.2.4 together with the assumption that the deformation datum is
special implies that

1
p − 1

∑
i∈B

ai = r + dnew − 1 −
∑

i

νi = r − 1. (17)

Lemma 2.3.2 Suppose that ω̄ is a logarithmic differential. Then there
exists an element Φ∗ ∈ k× such that

Cω̄0 = Φ1/p
∗ ω̄0.

Proof: We start by computing Φ∗. Write

Q =
∏

i∈B′
prim

(x − τi)1+ai and u =
∏

i∈Bnew

(x − τi)ai .
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Then

ω̄0 =
(

z∏
i∈B′(x − τi)

)p

G
dx

x
,

where

G = x

∏
i∈B′(x − τi)p

Qu
=

(dnew+1)p+a0∑
N=1

gNxN .

It follows that

Cω̄0 =
z∏

i∈B′
0
(x − τi)

G̃ dx∏
i∈Bnew

(x − τi)
, with G̃ =

dnew+1∑
N=1

g
1/p
pN xN−1.

By assumption, we have that ω = εω̄0 and Cω = ω. Therefore Cω̄0 =
ε(p−1)/pω̄0. Recall that ω̄0 has logarithmic poles in the wild critical points
τi for i ∈ Bwild ⊂ Bprim, and is holomorphic elsewhere. Therefore Cω̄0

is holomorphic outside the wild critical points as well. Therefore G̃ is
divisible by

∏
i∈Bnew

(x − τi). Comparing degrees, we conclude that G̃ =

Φ1/p
∗
∏

i∈Bnew
(x − τi). Moreover, Φ∗ = gp(dnew+1). �

It is easy to see that Φ∗ is an expansion coefficient of ω0 (compare to
(4)). If ω is exact, we have that Cω̄0 = 0. In analogy with Section 1.2, we
call Φ∗ the Hasse invariant.

Denote by D the divisor
∑

i∈Bwild
τi on Z̄0. Let gR : ZR → XR be the

H0-Galois cover associated to the auxiliary cover, as in Section 2.2. Since
f : Y → P1 has special reduction, it follows that the special fiber Z̄ of
ZR is isomorphic to Z̄0. The differential form ω̄0 lives in H0(Z̄0,Ωlog)χ ⊂
H1

dR(Z̄0/k(logD))χ which is isomorphic to H1
dR(ZR/R(logDR))χ⊗Fp, by the

above. Here Ωlog = Ω1(logD) and DR is the lift of the divisor D to a divisor
on ZR induced by fR : YR → P1

R. (Recall that Bwild ⊂ Bprim, therefore τi

for i ∈ Bwild lifts to a branch point of f : Y → P1.) We have that

H1
dR(Z̄0/k(logD))χ/H0(Z̄0,Ωlog)χ 	 H1(Z̄0,O(−D))χ 	 H0(Z̄0,Ωlog)∗χ.

One checks that dimk H1(Z̄0,O(−D))χ = (p − 1)(
∑

i∈B ai) − 1 = r − 2, by
(17). (Compare to Lemma 2.1.3).

Now assume that r = 3. (This is what we will mostly assume in the
rest of this paper.) Then dimk H1(Z̄0,O(−D))χ = 1. Similar to Section
1.1 one show that the element ξ̄ := z

∏
i∈B′

wild
(x − τi)/x forms a basis of

H1(Z̄0,O(−D))χ in Čech cohomology. Write

F ξ̄ = Φξ̄.
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We claim that Φ ∈ k[λ] is the coefficient of xp−1 in
∏

i∈B′(x − τi)ai . This is
seen, for example, by noting that

ω∗ =
dx

z
∏

i∈B′
wild

(x − τi)
∈ H0(Z̄0,Ωlog)χ∗

is the dual basis vector to ξ̄ under the Serre duality (up to multiplication
by an element of F×

p ). It follows from the properties of the Cartier operator
that Cω∗ = Φ1/pω∗, where Φ is as stated above. We call Φ the dual Hasse
invariant. In Section 4.4 we will discuss the relation between the polyno-
mials Φ and Φ∗. We will mostly consider the case Bwild = ∅. In this case
ω̄0 is holomorphic, and one may omit the logarithmic poles in the above
discussion.

Proposition 2.3.3 Let f : Y → P1
K be a G-Galois cover branched at x0 =

∞, x1 = 0, x2 = 1, x3 = λ of order prime to p. Suppose that (P1;xi) is
generic, and that f has special reduction to characteristic p. Then the
Hasse invariant Φ∗ is nonzero.

Before proving Proposition 2.3.3, we need a some preparation. Let f :
Y → X = P1

K be as in the statement of the proposition. Since we suppose
that (X;xi) is generic, we may degenerate f in characteristic zero. For
simplicity, we consider the reduction in case x3 = λ goes to x1 = 0. The
cover f has so called admissible reduction, which is well understood. The
reduction fadm : Yadm → Xadm may be described as follows.

The curve (X,xi) degenerates to a stably marked curve (Xadm;xi) of
genus zero consisting of two irreducible components meeting in one point µ.
Denote these two components by X ′ and X ′′, where the branch points x1, x3

(resp. x0, x2) specialize to X ′ − {µ} (resp. X ′′ − {µ}). We choose a point ρ
of Y adm above µ and denote by Y ′ (resp. Y ′′) the irreducible component of
Y adm above X ′ (resp. X ′′) passing through ρ. We denote by f ′ : Y ′ → X ′

(resp. f ′′ : Y ′′ → X ′′) the covers obtained by restricting fadm to Y ′ (resp.
Y ′′). These are covers of P1

K branched at three points. The fact that fadm is
admissible means the following. Let g be the canonical generator of inertia
at ρ ∈ Y ′, with respect to some fixed compatible system of roots of unity
in the algebraic closure K̄ of K. Then the canonical generator of inertia of
y ∈ Y ′′ is g−1.

Lemma 2.3.4 At least one of the covers f ′ : Y ′ → X ′ and f ′′ : Y ′′ → X ′′

has bad reduction.
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Proof: This follows from the assumption that f : Y → P1
K has bad reduc-

tion implies that at least one of the covers f ′ and f ′′ has bad reduction to
characteristic p ([13, Proposition 1.1.4]). �

It is no restriction to suppose that f ′′ : Y ′′ → X ′′ 	 P1
K has bad re-

duction. (If not, rename the ramification points x0, x1, x2, x3.) Let G′′ ⊂ G
be the decomposition group of Y ′′. The cover f ′′ is branched at at most
three points. Recall that we assumed that f ′′ has bad reduction and that p
does not divide the ramification indices of the specializations of x0 and x2

to X ′′. Since x0 and x2 specialize to distinct points, this implies that f ′′ is
branched at exactly three points. Write (ḡ′′0 : Z̄ ′′

0 → X̄ ′′
0 , ω′′) for the defor-

mation datum induced by the reduction of f ′′. The results of [51] imply that
f ′′ has special multiplicative reduction. In particular, ω′′ is a logarithmic
differential form on Z̄ ′′

0 .

Proof of Proposition 2.3.3: Write (ḡ0 : Z̄0 → X̄0, ω) for the deforma-
tion datum corresponding to f : Y → P1

K . Recall that Z̄0 is a connected
component of the smooth projective curve given by the Kummer equation

zp−1 = za1(x − 1)a2(x − λ)a3
∏

i∈Bnew

(x − τi)ai .

The differential form ω is a multiple of

ω0 :=
z dx

x(x − 1)(x − λ)
.

If we let τ3 = λ go to x1 = 0, the cover ḡ0 : Z̄0 → X̄0 has admissible
reduction, since p does not divide the order of its Galois group. Write ḡadm

0 :
Z̄adm

0 → X̄adm
0 for the corresponding admissible cover of stably marked

curves. We denote by X̄ ′′
0 (resp. X̄ ′

0) the unique irreducible component of
X̄adm

0 such that x2 and x0 (resp. x1 and x3) specialize to distinct points
which are smooth in X̄adm

0 . We let µ̄ be the unique point of X̄ ′′
0 which is

singular in X̄adm
0 and lies in the direction of X̄ ′

0. (This means that the unique
path in dual graph of X̄adm

0 which connects the vertices corresponding to
X̄ ′

0 and X̄ ′′
0 passes through the edge corresponding to µ̄. This is well defined

since the dual graph of X̄adm
0 is a tree.)

Write
v =
∏

i∈Bnew

(x − τi)ai , d = degx(v).

Substituting λ = 0, we may write

v(λ = 0) = xδwp−1ṽ,
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where the order of the zeros of ṽ(x) is strictly less than p − 1 and ṽ does
not have a zero at x = 0. Put d′′ = degx(ṽ). It follows that the cover
ḡ′′0 : Z̄ ′′

0 → X̄ ′′
0 is given by

zp−1 = xa1+a3+δ(x − 1)a2 ṽwp−1.

Here we use that X̄ ′′
0 occurs in the stable reduction of the cover f ′′ : Y ′′ →

X ′′. Define 0 ≤ aµ < p − 1 by the equivalence aµ ≡ a1 + a3 + δ mod p − 1.
Then a0 + a2 + aµ + d′′ ≡ 0 mod p − 1. Since f ′′ is a thee-point cover which
has special reduction, the vanishing cycle formula (Lemma 2.2.4) implies
that a0 + a2 + d′′ < p − 1, therefore a0 + a2 + d′′ + aµ = p − 1.

Write z̃ = z/(xa1+a3+δ−aµw) and

ω̃0 =
z̃ dx

x(x − 1)
.

By comparing the orders of zeros and poles, it follows that there exists a
Φ̃∗ ∈ F̄p such that

ω̃ = (Φ̃∗)1/(p−1)ω̃0.

In other words, Cω̃0 = (Φ̃∗)1/pω̃0. We already showed that ω̃ is a logarithmic
differential, therefore Φ̃∗ is nonzero.

The explicit expression for ω̃0 shows that ω0 specializes to ω̃0 on Z̄ ′′
0 .

Since the Hasse invariant satisfies Cω̃0 = Φ̃1/p
∗ ω̃0, it follows that Φ∗ special-

izes to Φ̃∗. Therefore Φ∗ is nonzero. �

Unfortunately, the proof of Proposition 2.3.3 does not imply that Φ �= 0,
as well. In what follows we will have to impose this as a condition. In
Section 6.3 we give a sufficient condition for the dual Hasse invariant Φ to
be nonzero.

2.4 A lifting lemma In this section we prove a lifting lemma for the
auxiliary cover. In some weak sense, this lemma says that every deformation
datum “comes from” the reduction of a Galois cover. A more precise state-
ment in this direction is given in Section 3.4. Our proof essentially follows
Wewers [50, Section 3], but our assumptions are not the same as in that
paper.

The following notations and assumptions replace those of Section 2.3.
Let H0 be a cyclic group of order prime to p and χ : H0 → F×

p a character.
Put G0 = Z/p �χ H0. Let (ḡ0, ω̄0) be a multiplicative deformation datum
of type (H0, χ) (Definition 2.1.1) with Bwild = ∅. We suppose that the
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deformation datum is special (Definition 2.3.1). The assumption Bwild = ∅
is not really necessary. To get rid of it, one should adapt the arguments
of [50] as in [51]. We impose the condition to simplify the exposition and
since this is the only situation we will use later on in the paper. Let (σi) be
the signature of the deformation datum (ḡ0, ω̄0) and (τi) the set of critical
points. It is no restriction to assume that τ0 = ∞, τ1 = 0, τ2 = 1 ∈ Bprim.
We write Bprim = {0, 1, 2, . . . , r} and suppose that τ3, . . . , τr define a purely
transcendental extension of Fp of transcendence degree r − 2.

Let k = k̄ be an algebraically closed field of characteristic p > 0 such
that (X̄0; τi) is defined over k. In other words, we may take k to be the
algebraic closure of Fp((τi)i∈B′). Note that the deformation datum (ḡ0, ω̄0)
may be defined over k. Let K0 be the fraction field of R0 := W (k). Choose
an algebraic closure K̄ of K0. For i ∈ Bprim, we choose a lift xi ∈ P1(K0)
of τi such that Qp((xi)i∈Bprim

) is a purely transcendental extension of Qp of
transcendence degree r−2. It is no restriction to suppose that x0 = ∞, x1 =
0, x2 = 1. For every i ∈ Bnew, we choose a K0-rational point xi ∈ P1(K0)
which lifts τi ∈ P1(k). The goal of this section is to prove the following
proposition.

Proposition 2.4.1 Let (ḡ0, ω̄0) be a multiplicative deformation datum of
type (H0, χ) with Bwild = ∅. There exists a G0-Galois cover fL : YL → P1

L,
defined over some field L of characteristic zero, which has bad reduction and
whose deformation datum is (ḡ0, ω̄0).

Proof: The H0-Galois cover ḡ0 lifts uniquely to an H0-Galois cover g′R0
:

Z ′
R0

→ P1
R0

of smooth curves which is branched along (xi) ∈ P1
R0

. We
write gK0 : ZK0 → P1

K0
for its generic fiber. We write J(ZK0) for the

Jacobian variety of ZK0, and let JR0 be its Néron model. It follows from
[6, Section 9, Proposition 4] that JR0 represents the functor Pic0(Z ′

R0
/R0),

since Z ′
R0

is smooth over R0. Therefore we have a specialization morphism
J(ZK0)(K0) → J(Z̄0)(k), which is surjective by the universal property of
the Néron model. In particular, we obtain a surjective morphism

J(ZK0)[p](K̄)χ → J(Z̄0)[p](k̄)χ (18)

of Fp-modules.
The (holomorphic) differential form ω̄0 on Z̄0 is logarithmic, by assump-

tion. Therefore ω̄0 corresponds to a line bundle L̄ on Z̄0 with the property
that L̄⊗p 	 OZ̄0

([35, Section III.4]). Concretely, L̄ is defined as follows.
Since ω̄0 is logarithmic, we may write ω̄0 = dv̄/v̄, for some rational function
v̄ on Z̄0. Since ω̄0 is holomorphic, there exists a divisor D of degree 0 on Z̄0
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such that (v̄) = p · D. Put L̄ = OZ̄0
(D), then clearly L⊗p 	 OZ̄0

. It is easy
to check that h∗L̄ = χ(h)L̄, for all h ∈ H0. Therefore L̄ ∈ J(Z̄0)[p](k̄)χ.
Since (18) is surjective, we may lift L̄ to L ∈ J(ZK0)[p](K̄)χ. By Kummer
theory, L corresponds to a µp-torsor YK̄ → ZK̄ . After choosing a pth root
of unity, we may regard YK̄ → ZK̄ as an étale p-cyclic cover. Let K/K0 be
the minimal extension over which YK̄ → ZK̄ may be defined as Galois cover.

The composition fK̄ : YK̄ → ZK̄ → P1 is a Galois cover with Galois
group G0 = Zp�χH0. Let L/K0 be the finite extension over which the stable
reduction of fK̄ is defined. Since p is totally ramified in L/K0, the field L
is complete; we write R for its ring of integers and νR for the corresponding
discrete valuation. We write fL : YL → P1

L for the model of fK̄ over K.
Proposition 2.4.1 is now a consequence of the Lemma 2.4.2. �

Contrary to the situation of three point covers in [50] it is not true that
L/K0 is a tame Galois cover. We will show in Section 5.2 that for covers
branched at 4 points, p strictly divides the degree of L/K0. However, if
K ⊂ L is a minimal field of definition of f then p does not divide the order
of Gal(L,K). This this the only thing we need in the proof of Lemma 2.4.2.

Lemma 2.4.2 Write f̄ : Ȳ → X̄ for the stable reduction of fL. The defor-
mation datum corresponding to f̄ is (ḡ0, ω̄0). The curve X̄ is a comb. For
every i ∈ B there is a unique tail of X̄; it intersects X̄0 in τi.

Proof: This lemma and its proof are adapted from [50, Proposition 3.5]. It
follows from the construction of fL that fL has multiplicative bad reduction.
Moreover, it is clear that the restriction of f̄ to the original component X̄0

of X̄ gives rise to the deformation datum (ḡ0, ω̄0). Let Ȳ0 be the unique
irreducible component of Ȳ above X̄0. Then Ȳ0 → X̄0 factors through ḡ0

and Ȳ0 → Z̄0 is a µp-torsor.
It remains to show the second part of the lemma. We write B∗ for the

set of tails of X̄ . We want to show that we may identify B∗ with B.
Suppose that B∗ �= B. It follows from [50, Lemma 3.3] that X̄0 intersects

the rest of X̄ exactly in the points τi. For every i ∈ B, we denote by Ti

the subtree of the dual graph X̄ whose root is the edge corresponding to
τi. The assumption B∗ �= B implies that there exists an i ∈ B such that
Ti contains more than one tail. It is proved in [50, Lemma 3.3] that this
may only happen for i ∈ Bnew and that in this case Ti contains two tails.
More precisely, there exists a component X̄v of X̄ which intersects X̄0 in τi

and two tails which intersect X̄v. Write τ ′, τ ′′ for the intersection points of
X̄v with the two tails. We may suppose that xi specializes to the tail X̄i

which intersects X̄v in τ ′′, as illustrated by the following picture. Let Ȳv be
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a component of Ȳ above X̄v and let Z̄v be the corresponding component of
Z̄. Then Z̄v → X̄v is totally branched at τ ′′ and τi.

v0

ei

e′′ e′

i

X̄i

X̄v

X̄0

x̄i

X̄T

τ ′

τ ′′

τi

Let K be as in the proof of Proposition 2.4.1. Recall that K contains a
pth-root of unity. Let Γ = Gal(L,K). It follows that Γ acts faithfully on Ȳ .
As in the proof of [50, Proposition 3.5] and [41, Section 4.2] it follows that
Γ acts trivially on Ȳ0. In particular, if we choose a point ȳ of Ȳ above τi,
then ȳ is fixed by Γ.

Write Γ̂ for the image of Γ in the group of automorphism of Ȳv. As in
the proof of [50, Proposition 3.5], it follows that Γ̂ acts trivially on X̄v . The
argument of step 3 of the proof of [41, Proposition 4.2.4] implies that Γ̂ has
order prime to p. Therefore the proof of [50, Proposition 3.5] applies to our
case. This proves the lemma. �

3 Existence of special deformation data

In this section we show that a deformation datum (gk, ω) corresponds to a
solution u of a Fuchsian differential equation with certain properties (Propo-
sition 3.2.2). Under this correspondence, the signature of the deformation
datum corresponds to the local exponents of the corresponding Fuchsian
differential equation (i.e. the restricted Riemann scheme). Our description
translates the existence of a deformation datum with given signature into the
existence of an algebraic solution u of a certain Fuchsian differential equa-
tion with given restricted Riemann scheme. In our situation, the existence
of an algebraic solution implies that the p-curvature of the Fuchsian differ-
ential equation is nilpotent (Section 4.1). Dwork ([16]) describes the mod-
uli space of Fuchsian differential equations with given restricted Riemann
scheme whose p-curvature is nilpotent. Recall that a Fuchsian differential
equation of fixed restricted Riemann scheme is determined by the position of
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the singularities and certain extra parameters which are called the accessary
parameters. Dwork’s result amounts to expressing the accessary parameters
in terms of the singularities. We call this the accessary parameter problem.
For the existence of deformation data, we need to consider a variant of this
problem. Namely, we are interested in Fuchsian differential equations with
nilpotent p-curvature which admit an algebraic solution satisfying additional
properties.

The main results of this section are the following. If the number of
accessary parameters is one, we show that there always exists a deformation
datum with given signature σ (Proposition 3.3.2). In the general case,
we show that the deformation functor of deformation data with signature
σ is formally smooth and one dimensional (Lemma 3.4.2). Therefore if
there exists a deformation datum with signature σ, then there exists such
a deformation datum for which the marked curve (Xk; τ0 = ∞, τ1 = 0, τ2 =
1, τ3 = λ) is generic (Proposition 3.4.3). As an application, we show that
the accessary parameter cover π0 : B0 → P1

λ is separable.

3.1 Relation with solutions of Fuchsian differential equations in
characteristic p Let k be an algebraically closed field of characteristic
p > 0. Suppose that we are given a special multiplicative deformation
datum (g, ω) over k of type (H,χ) with χ : H → F×

p injective. Recall from
Definition 2.3.1 that this means that B = Bprim ∪ Bnew, where Bprim = {i ∈
B | 0 ≤ σi < 1} and Bnew = {i ∈ B | 1 < σi < 2}. The goal of this section is to
associate to (g, ω) a polynomial solution of a Fuchsian differential equation
in characteristic p. Similar results occur in [11] and [14]. For the results
of this section, it is not necessary to assume that the deformation datum is
special and multiplicative, see [11]. However, this is the only case we will be
interested in in what follows.

Put r+1 = |Bprim|. choose a subset Bns of {i ∈ Bnew |σi = (p+1)/(p−1)}.
We call Bns the set of nonsingular critical points. The complement B0 :=
B − Bns are the singularities of the Fuchsian differential equation we will
associate to the deformation datum.

Write s+1 = |B0|. We may assume that the set of primitive critical points
(τi)i∈Bprim

contains 0, 1,∞, and moreover that τ0 = ∞. Then τi �= ∞ for
i ∈ Bnew. Write B′

prim = {i ∈ Bprim | τi �= ∞} and B′
0 = {i ∈ B0 | τi �= ∞}. It

is no restriction to suppose that Bprim = {0, 1, . . . , r} and B0 = {0, 1, . . . , s}.
Suppose that Bns �= ∅. Define u(x) =

∏
i∈Bns

(x − τi), and let d be the
degree of u. It follows that the curve Zk is a connected component of the
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smooth projective curve defined by

zp−1 =
∏
i∈B′

0

(x − τi)aiu2,

since ai = 2 for i ∈ Bns. Moreover, it follows that

ω =
εz dx∏

i∈B′
prim

(x − τi)
,

for some ε ∈ k×.
The Riemann–Roch formula, together with the assumptions we made on

the signature, implies that

2d +
∑
i∈B0

ai = (p − 1)(r − 2)

(Lemma 2.2.4.(a)). In particular, this implies that
∑

i∈B0
ai is even.

Write

Q :=
∏
i∈B′

0

(x − τi)1+ai−νi , P0 :=
∏
i∈B′

0

(x − τi), P1 := Q′P0/Q.

Put γ1 = −d and γ2 = γ1 − a0.
In the following proposition, we show that for fixed (τi)i∈B0 , the nonsin-

gular critical points (τi)i∈Bns are characterized by the fact that u is a solution
to a Fuchsian differential equation.

Proposition 3.1.1 Let (g, ω) be a special, multiplicative deformation da-
tum of signature (σi). Suppose that d = |Bns| > 0. Let κ be the algebraic
closure of the field obtained by adjoining to k the τi for i ∈ B′

0.

(a) There exists a polynomial P2 =
∑s−2

j=0 βjx
j with βj ∈ κ and cs−2 =

γ1 · γ2 such that u :=
∏

i∈Bnew
(x − τi) is the solution to the Fuchsian

differential equation

P0u
′′ + P1u

′ + P2u = 0. (19)

(b) The function

w =
1

Qu2

satisfies
Resτiw = 0, for i ∈ Bnew.
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The coefficients β0, . . . , βs−3 of P2 are called the accessary parameters of
the differential equation. The number of accessary parameters is s− 2. The
differential equation (19) has singularities at x = τi for i ∈ B0. The local
exponents at τi are 0,−ai + νi for i ∈ B′

0 and γ1, γ2 at ∞.

Proof: The following proof is inspired by [5, Lemma 3]. A similar argument
can be found in [20, Theorem 5]. See also [14, Proposition 3.2] and [11,
Lemma 4.2]. Write

F = ε
z∏

j∈B′
prim

(x − τj)
=

εzp

Qu2
.

We suppose that ω = F dx is logarithmic. This is equivalent to Dp−1F =
−F p, where D := ∂/∂x. Since Dp−1F = εzpDp−1[1/(Qu2)], we find

Dp−1 1
Qu2

= −εp−1 1∏
i∈B′

prim
(x − τi)p

. (20)

Choose i ∈ Bnew and write

1
Qu2

=
∑

n≥−2

cn(x − τi)n.

Then

Dp−1 1
Qu2

= −[
c−1

(x − τi)p
+ cp−1 + · · · ] = −εp−1 1∏

i∈B′
prim

(x − τi)p
.

We conclude that c−1 = 0, since i �∈ Bprim.
Write

Qu2 = [Q(τi) + Q′(τi)(x − τi) + · · · ][u′(τi)(x − τi) +
1
2
u′′(τi)(x − τi)2 + · · · ]2

= (x − τi)2 [Q(τi)u′(τi)2 + u′(τi)(Q′(τi)u′(τi) + Q(τi)u′′(τi) ) (x − τi) + · · · ].

We see that −c−1 = u′(τi)[Q′(τi)u′(τi) + Q(τi)u′′(τi) ]. Since u′(τi) �= 0, we
have that Q′(τi)u′(τi) + Q(τi)u′′(τi) = 0 for all i ∈ Bnew.

Define G = Q′u′ + Qu′′. This is a polynomial of degree less than or
equal to e := deg(Q) + deg(u) − 2. The coefficient of xe in G is ge :=
deg(u)(deg(Q) + deg(u) − 1) = −γ1γ2. The polynomial G is divisible by
u
∏

i∈B′
0
(x−τi)ai . Therefore G =

∏
i∈B′

0
(x−τi)aiuR, where R is a polynomial

of degree less than or equal to s − 2. The coefficient of R of degree s − 2 is
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ge. Dividing by
∏

i∈B′
0
(x − τi), we find that u is a solution to the Fuchsian

differential equation
P0u

′′ + P1u
′ + P2u = 0.

This proves (a).
We have already shown that the residue of w at x = τi is zero for i ∈ Bns.

For i ∈ Bnew ∩ B0, this follows from (20). �

3.2 A converse to Proposition 3.1.1 In this section we prove a con-
verse to Proposition 3.1.1. The result is a generalization of [11, Proposition
4.3]. We start by recalling the notation.

Let s+1 ≥ r+1 ≥ 3 be integers. Suppose given 0 ≤ a0, a1, . . . , as < p−1
such that A := a0 + a1 + · · ·+ as is an even integer less that (s − 1)(p − 1),
and let d = ((s − 2)(p − 1) − A)/2. We assume moreover that ar+1, . . . , as

are different from 1. For an explanation of this condition, see Section 2.3.
Put Bprim = {0, 1, . . . r} and B0 = {0, 1, . . . , s}. Define νi = 0 if i ∈ Bprim

and νi = 1 otherwise. For i ∈ B0 we choose pairwise distinct points τi ∈ P1
k,

where we suppose that τ0 = ∞, τ1 = 0, τ2 = 1. Define

P0 =
s∏

i=1

(x − τi), Q =
s∏

i=1

(x − τi)1+ai−νi , p1 =
Q′

Q
,

p2 =
d(d + a0)xs−2 + βs−3x

s−3 + · · · + β0

P0

and
L(u) = u′′ + p1u

′ + p2u = 0. (21)

Let κ be an algebraically closed extension of k which contains τ1, . . . , τs. Let
γ1 = −d and γ2 = −d − a0. Recall that these are the local exponents of
L(u) = 0 at x = ∞.

For future reference, we note the following properties of L.

Lemma 3.2.1 Let u = u(x) be a polynomial solution of L(u) = 0. Then

(a) deg(u) ≡ −γj mod p, for j = 1, 2,

(b) ordτi(u) ≡ 0 or ordτi(u) ≡ −ai + νi mod p, for i = B′
0.

Proof: Let i ∈ B0 and choose a local parameter t of P1 at τi. Rewriting
the differential equation in terms of t immediately implies the lemma; (a)
corresponds to i = 0 and (b) corresponds to i �= 0. �
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Proposition 3.2.2 Suppose that there exist β0, . . . , βs−3 ∈ κ such that
L(u) = 0 has a solution u ∈ κ[x] which satisfies:

• deg(u) = d,

• u(τi) �= 0 for i ∈ B′
0,

• Resτi1/Qu2 = 0 for i ∈ B0 − Bprim.

Let Zk → P1
k be the cyclic cover of smooth curves defined by taking an

irreducible component of

zp−1 =
s−1∏
i=1

(x − τi)aiu2.

Then, for suitable ε ∈ κ×, the differential

ω =
εz dx∏r−1

i=1 (x − τi)

on Zk defines a special deformation datum.

Proof: Let β0, . . . , βs−3, u, Zk, ω be as in the statement of the proposition.
We have seen that ω is logarithmic if and only if

Dp−1 1
Qu2

= −εp−1 1∏r−1
i=1 (x − τi)p

, where D = ∂/∂x.

Similarly, ω is exact if and only if

Dp−1 1
Qu2

= 0.

Since u is a solution to L(u) = 0 which does not have zeros in the set B′
0

of (finite) singularities, it follows that u has at most simple zeros. Therefore
we may write

u =
∏

i∈Bns

(x − τi),

where (τi)i∈Bns are pairwise disjoint and different from the (τi)i∈B0 . As in
the proof of Proposition 3.1.1, one checks that the residue of 1/Qu2 at τi is
zero for i ∈ Bns.

Consider the partial fraction decomposition of 1/Qu2:

1
Qu2

=
s∑

i=1

1+ai−νi∑
j=1

ρi(j)
(x − τi)j

+
∑

i∈Bns

bi

(x − τi)2
.
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By assumption, ρi(1) = 0 for i ∈ B0 − Bprim. Therefore

Dp−1 1
Qu2

= −
r∑

i=1

ρi(1)
(x − τi)p

=: −dr−1x
(r−1)p + dr−2x

(r−2)p + · · · + d0∏r
i=1(x − τi)p

,

where

di = ±
∑

1≤j1<···<ji≤r


ρj1(1) · · · ρji(1)

∏
� �=j1,...,ji

τ�


 .

Claim: dr−1 = · · · = d1 = 0.
Note that the claim implies that there exists an ε ∈ κ× such that ω is

logarithmic if and only if d0 �= 0. Moreover, if d0 = 0 then ω is exact, for
every choice of ε. Therefore the proposition follows from the claim.

To prove the claim, we apply the Cartier operator to ω:

Cω = ε1/pz

(
r∑

i=1

ρi(1)1/p

x − τi

)
dx.

For a point z = ∞ of Zk above ∞ ∈ P1
k we have that

ord∞ω =
a0

gcd(p − 1, a0)
− 1 =
{

−1 if a0 = 0,
≥ 0 otherwise.

Therefore Cω has a simple pole above x = ∞ if a0 = 0 and is regular
otherwise. One computes that

ord∞z dx = −r(p − 1) + a0 − gcd(a0, p − 1).

This implies that di = 0 for i = 1, . . . , r − 1. �

In Section 3.4 we show that, for fixed position of the primitive sin-
gularities τi, i ∈ Bprim, there are at most finitely many solutions u as in
Proposition 3.2.2. Something similar, but weaker, is proved in [16]. In case
s + 1 = r + 1 = 4, this follows from the results of Section 3.3. If we fix
the τi for i ∈ Bprim, the differential equation L(u) = 0 has s − r varying
branch points and s − 2 accessary parameters. To show the existence of
u as in Proposition 3.2.2, one has to solve 2s − r equations. (This will be
illustrated in the next sections.) Alternatively, one could work directly with
the equations coming from Cω = ω (resp. Cω = 0), depending on whether ω
should be logarithmic or exact. This is done for example in [12]. In this case
one has s + d − r variables, corresponding to the moving singularities and
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the nonsingular critical points µi. This means that if s is small with respect
to d, the method of Proposition 3.2.2 is more efficient. In practice, this
becomes rather complicated as soon as the number of accessary parameters
is larger than one, therefore in concrete examples we mainly restrict to the
case s = r = 3.

3.3 Existence of special deformation data: the case of one ac-
cessary parameter In this section, we analyze the existence of special
deformation data with given signature if r + 1 = s + 1 = |Bprim| = 4. For
analogous results in the case r = 2, see [14]. We show the existence of
polynomial solutions of (21), for suitable choice of the accessary parame-
ter β = β0. Let 0 ≤ a0, . . . , a3 < p − 1 be nonnegative integers such that
A :=
∑3

i=0 ai is even and suppose that A < 2(p−1). Put d := (p−1)−A/2.
We suppose that τ0 = ∞, τ1 = 0, τ2 = 1, τ3 = λ with λ transcendental. Put
κ = k((λ)). Then

P0 = x3 − (1 + λ)x2 + λx,

P1 = x2(3 + a1 + a2 + a3) − x(λ(2 + a1 + a2) + 2 + a1 + a3) + λ(1 + a1),
P2 = γ1γ2x + β.

(22)

We are interested in finding the possibilities for the accessary parameter β
for which the differential equation L(u) = P0u

′′ + P1u
′ + P2u = 0 has a

solution u ∈ κ[x] of degree d with u(0)u(1)u(λ) �= 0 (Proposition 3.2.2).
Following Beukers ([5]), we reformulate this as an eigenvalue problem.

Write Vd for the set of polynomials u ∈ κ[x] of degree less than or equal
to d. For = 1, 2, 3, we write V i

d for the subset of Vd of polynomials which have
a zero at τi of order at least p − ai. Let L = P0(∂/∂x)2 + P1∂/∂x + γ1γ2x.

We claim that the differential operator L acts on Vd and V i
d . Namely,

for every integer j we have

L(xj) = (j + γ1)(j + γ2)xj+1 + (· · · )xj + (j + a1)jλxj−1. (23)

In particular, L(xj) has degree less than or equal to j + 1. Since γ1 = −d,
it follows that L(xd) has degree ≤ d. This shows that L acts on Vd.

To show that L acts on V i
d it suffices to consider i = 1; the other cases

follow be renumbering the primitive critical points. Let u ∈ V 1
d . Then (23)

shows that L(u) has a zero of order at least p − a1. Therefore L(u) ∈ V 1
d .

A solution u ∈ Vd of the differential equation satisfies L(u) = βu. We
write χd (resp. χi

d) for the characteristic polynomial of L on Vd (resp. V i
d ).
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Lemma 3.3.1 The dimension of V 1
d + V 2

d + V 3
d is strictly less than the

dimension of Vd.

Proof: One checks that V 1
d ∩ V 2

d ∩ V 3
d = (0), since ai < p − 1. Therefore

dim(V 1
d + V 2

d + V 3
d ) =

3∑
i=1

max(d + 1 − p + ai, 0) −
∑

1≤i<j≤3

max(d + 1 − 2p + ai + aj, 0).

If ai ≤ p − 1 − d = A/2 for i = 1, 2, 3 then dimV i
d = 0. In this case the

lemma holds.
The equality a0 +a1 +a2 +a3 = 2(p−1−d) implies that there is at most

one i ∈ {0, 1, 2, 3} such that ai > p − 1 − d. Suppose that a1 > p − 1 − d.
Then V 1

d +V d
2 +V d

3 = V d
1 has dimension d+1+a1 − p, which is strictly less

than dim Vd = d + 1. �

The following proposition show the existence of special deformation data
with given signature. For simplicity, we assume that 2a0 ≤ A = 2(p−1−d).
The proof of Lemma 3.3.1 implies that we may always assume this, after
renumbering the branch points if necessary.

Proposition 3.3.2 Suppose that 2a0 ≤ A.

(a) There exists a β ∈ κ such that the differential equation

P0u
′′ + P1u

′ + P2(β)u = 0

has a polynomial solution u of degree d with u(0) · u(1) · u(λ) �= 0.

(b) For given λ, the number of β as in (a) is finite.

(c) For given β as in (a), there exists a unique monic solution u of degree
d.

Proof: The discussion above Lemma 3.3.1 shows that the differential equa-
tion L = Lβ has a solution of degree ≤ d if and only if χd(β) = 0. Since
χd(t) ∈ k[λ][t] is a polynomial in t of degree d + 1, such β always exists in a
finite extension of k[λ].

The assumption 2a0 ≤ A implies that 0 < d < d + a0 < p. Therefore it
follows from Lemma 3.2.1.(a) that if u ∈ Vd is a solution of the differential
equation (for some β) then deg(u) = d.

Lemma 3.3.1 implies that there exists a β such that χd(β) = 0 but
χi

d(β) �= 0 for i = 1, 2, 3. Choose β like this and let u be the corresponding
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solution of the differential equation. Since u �∈ V i
d , it follows that u does not

have a zero in x = 0, 1, λ. This proves (a). Part (b) is immediate.
To prove (c), we use the following notation. We let β and u be as above.

Define

Ai = (i + 1)(i + 1 + a1), Bi = (i + γ1 − 1)(i + γ2 − 1),

Ci = i2(1 + λ) + i(λ(1 + a1 + a2) + 1 + a1 + a3).

Since u =
∑

i uix
i is a solution of the differential equation P0u

′′ +P1u
′ +

P2u = 0, one checks that the ui satisfy the recursion

λAiui+1 = (Ci − β)ui − Biui−1. (24)

If p − a1 > d then Ai �= 0 for 0 ≤ i ≤ d. In this case the recursion
immediately implies that the coefficients ui are uniquely determined by u0.

Suppose that p − a1 ≤ d. Then Ap−1−a1 = 0 and Ai �= 0 for 0 ≤ i ≤ d
with i �= p − 1 − a1. Therefore ui is uniquely determined by u0 and β for
i ≤ p − 1 − a1. It follows that β satisfies

0 = (Cp−1−a1 − β)up−1−a1 − Bp−1−a1up−2−a1 .

The values ui for p−a1 < i ≤ d are uniquely determined by u0, up−a1 and β.
The value up−a1 is determined by the condition 0 = (Cd − β)ud − Bdud−1.
This condition is linear in up−a1. Since we know that a solution u exists, it
follows that u is uniquely determined by u0 and β. �

3.4 The accessary parameter problem In this section we discuss a
variant of a result of Dwork ([16]) on the accessary parameter problem. Fix
a type (σi) as before, and let (ai) be as defined in (13). Recall that giving the
(σi) is equivalent to giving the local exponents of the differential equation
(21). Roughly speaking, Dwork shows that the locus of all (τi, βi) such
that the differential equation (21) has nilpotent but nonzero p-curvature is
locally a complete intersection which is a finite cover of the configuration
space of singularities (τi). Similar results where proven by Mochizuki ([36],
[37]). We refer to Section 4.1 for the definition of the p-curvature. In our
terminology the result of Dwork implies that for given signature (σi) and set
of critical points (τi)i∈B0 , there is a finite set of possibilities for the accessary
parameters (βi) such that the differential equation (21) admits an algebraic
solution u.

The variant of this problem we want to discuss is the following. We fix
a special signature (σi) together with the set of primitive critical points
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(τi)i∈Bprim
. We want to show that the number N of corresponding deforma-

tion data is finite. More concretely, N is the number of (τi)i∈B0∩Bnew ∪ (βi)
such that the differential equation (21) has a solution u which satisfies the
conditions of Proposition 3.2.2. In case B0∩Bnew = ∅ and |Bprim| = r+1 = 4
this follows already from the results of Section 3.3.

Since we want to use similar techniques in Section 6.2 to give a criterion
for special reduction, we consider a somewhat more general set-up than
would be needed for the results of this section. Let R be a complete discrete
valuation ring with fraction field L of characteristic zero and algebraically
closed residue field k of characteristic p > 0. Let G be a group whose order
is strictly divisible by p. Let fL : YL → P1

L be a G-Galois cover defined
over L branched at r + 1 = 4 points x0 = ∞, x1 = 0, x2 = 1, x3 = λ of
order prime to p. We suppose that (P1

L;x0, x1, x2, x3) has good reduction,
and fL : YL → P1

L has multiplicative bad reduction f̄ : Ȳ → X̄ . Note that
at the moment we do not assume that the reduction is special. Choose an
irreducible component Ȳ0 of Ȳ above the original component X̄0. Let (ḡ0 :
Z̄0 → X̄0, ω) be the corresponding deformation datum. Our assumptions
imply that ω is a holomorphic, logarithmic differential form.

Since we do not assume that the deformation datum is special, we need
to slightly adapt our notation. It coincides with the usual notation if the
deformation datum is special. We let B be the set of critical points of the
deformation datum, and write σi = νi + ai/(p − 1) with 0 ≤ ai < p − 1
for its signature. We denote by Bprim = {0, 1, 2, 3} ⊂ B the set of primitive
critical points and Bnew = B − Bprim the set of new critical points. Let
Bram = {i ∈ B | ai �= 0}.

We write f̄aux : Ȳ aux → X̄ for the auxiliary cover, as defined in Section
2.2. See also Section 5.2 for a more detailed discussion. We choose a set
Bns ⊂ {i ∈ Bnew |σi = (p + 1)/(p− 1)} of nonsingular critical points, and let
B0 = B − Bns. Since Bwild = ∅ and |Bprim| = 4, it follows from Lemma 2.2.4
that

1
p − 1

(
∑
i∈B

ai) ∈ {1, 2}.

The reduction is special if and only if this sum equals 2.
Let G0 ⊂ G be the decomposition group of Ȳ0. Recall that G0 	 I0�χH0

where I0 is a Sylow p-subgroup of G, which has order p, and χ : H0 → F×
p

is a nontrivial character. We denote by G0 the group scheme µp �χ H0, as
defined in [52, Section 4.1]. We associate to the deformation datum (ḡ0, ω)
a singular curve Ysing together with an action of the group scheme G0, as in
[52, Construction 4.3]. Since ω is a logarithmic differential, locally on Z̄0 it
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may be written as

ω =
dh

h
.

Define Ȳsing locally on Z̄0 by the equation yp = h. Then obviously G0 acts on
Ȳsing and the natural map Ȳsing → X̄0 is a G0-torsor outside the branch points
of Z̄0 → X̄0 ([52, Remark 4.6.i]). Moreover, [52, Remark 4.6.ii] implies that
Ȳsing is generically smooth.

Let Ck be the category of local artinian k-algebras of equal characteristic
p. A G0-equivariant deformation of Ȳsing over an object A of C is a flat R-
scheme ȲR together with an action of G0 and an G0-equivariant isomorphism
Ȳsing 	 ȲR ⊗R k. We consider the deformation functor

R �→ Def (Ȳsing,G0)(R)

which sends R ∈ Ck to the set of isomorphism classes of G0-equivariant
deformations of Ȳsing over R. Let

R �→ Def (X̄0; τi | i ∈ Bram)(R)

be the deformation functor which sends R to the set of isomorphism classes
of deformations of the pointed curve (X̄0; τi | i ∈ Bram). We consider the
points τi on X̄0 to be ordered and up to the action of PGL2(k). We obtain
a natural transformation

Def (Ȳsing,G0) −→ Def (X̄0; τi | i ∈ Bram). (25)

In the situation of [52, Sections 4 and 5] the natural transformation (25)
is an isomorphism. This is no longer always the case in our situation as the
following lemma shows. This lemma uses the assumption that r + 1 = 4.

Lemma 3.4.1 (a) If f̄ is special, the natural transformation (25) is a
µp-torsor.

(b) Otherwise, the natural transformation (25) is an isomorphism.

Proof: First suppose that f̄ is not special, i.e.
∑

i∈B ai = p−1. This implies
that dimk H1(Z̄0,O)χ = 0, and (b) follows from [52, Theorem 4.11].

Suppose that f̄ is special, i.e.
∑

i∈B ai =
∑

i∈Bram
ai = 2(p − 1). The

group scheme J(Z̄0)[p] decomposes into eigenspaces for the H0-action, since
H0 acts via χ(H0) ⊂ F×

p . Write J(Z̄0)[p]χ for the subgroup scheme where
H0 acts via χ. We will show in the proof of Proposition 4.4.1 that we have
an exact sequence

0 −→ µp −→ J(Z̄0)[p]χ −→ (Z/p)dnew+1 −→ 0,
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where dnew = |Bnew|. (Section 4.4 is independent of the results of Section 3.)
The differential form ω on Z̄0 corresponds to a line bundle L̄ ∈ J(Z̄0)[p](k̄)χ.
The set of lifts of L̄ to an element of J(Z̄0,R)[p]χ is a torsor under µp. This
proves the lemma. �

For every i ∈ B, we let Ŷi be the completion of Ȳsing at τi. Let R ∈ Ck and
ȲR be a G0-equivariant deformation of Ȳsing. Write (ḡ0,R : Z̄R → X̄R, ωR) for
the corresponding deformation datum. Let i ∈ Bnew and choose a point zi

of Z̄0 above τi ∈ X̄0. Let Hi ⊂ H0 be the decomposition group of zi. There
exists a local parameter t = ti of zi on Z̄R and a character χi : Hi → R×

such that OZ̄R,zi
= R[[t]] and h∗ti = χi(h) · ti for all h ∈ Hi. We denote by

Ŷi,R the completion of ȲR at τi; this is an equivariant deformation of Ŷi. We
obtain a morphism

locgl : Def (Ȳsing,G0) −→
∏
i∈B

Def (Ŷi,G0)

called the local-global morphism ([52, Section 5.3]). We say that the G0-
equivariant deformation ȲR is locally trivial if it lies in the kernel of the
local global morphism. We denote by

Def (Ȳsing,G0)loctriv ⊂ Def (Ȳsing,G0)

the subfunctor parameterizing locally trivial deformations.

Lemma 3.4.2 The deformation functor Def (Ȳsing,G0)loctriv of locally triv-
ial deformations is formally smooth. Its dimension is

1
p − 1

(
∑
i∈B

ai) − 1.

Proof: We use the terminology of [52]. The lemma follows from [52, Theo-
rem 4.8], if we show that Ext2G0

(LȲsing/k,OȲsing
) = 0.

In our situation, the integer s = dimFp V of [52] equals one. This corre-
sponds to the assumption that the order of I0 is p. This implies that the sheaf
Ext1G0

(LȲsing/k,OȲsing
) has support in isolated points (namely the critical

points of the deformation datum). Since H1(X̄0, Ext1G0
(LȲsing/k,OȲsing

)) =
0, it follows from [52, (43)] that

Ext2G(LȲsing/k,OY ) = 0.

This implies that the deformation problem is formally smooth.

56



We now compute the dimension of Def (Ȳsing,G0)loctriv. The tangent
space to the deformation functor Def (Ȳsing,G0)loctriv is

H1(X̄0,Hom(LȲsing/k,OȲsing
)) = H1(X̄0,MH0),

[52, Proposition 4.10]. Here MH0 is defined in [52, Section 4.3]. In our
situation it is the sheaf of derivations D of OX̄0

such that D(ω) is a regular
function on Z̄0. The proof of [52, Lemma 5.3] implies that MH0 is isomorphic
to ((ḡ0)∗OZ̄0

)χ. A local calculation shows that

deg(MH0) = −
∑
i∈B

ai

p − 1
.

By the Riemann–Roch Theorem, the dimension of H1(X̄0,MH0) equals
−1 + (
∑

i∈B ai)/(p − 1). This proves the lemma. �

In the rest of this section we assume that the deformation datum (ḡ0, ω)
is special. Our first goal is to prove the following proposition.

Proposition 3.4.3 There exists a deformation datum (ḡ′0 : Z̄ ′
0 → X̄ ′

0, ω
′)

with signature (σi) for which (X̄ ′
0; τi | i ∈ Bprim) is generic.

Proof: Recall that we have the following morphisms of deformation functors

Def (Ȳsing,G0)loctriv �� Def (Ȳsing,G0)

��
Def (X̄0; τi),

(26)

where the vertical arrow is finite and flat, and the horizontal arrow is an
immersion. Since Def (Ȳsing,G0)loctriv has dimension one, it follows that its
image I in Def (X̄0; τi) has dimension one as well. It follows from the con-
siderations of Section 3 that the forgetful map I → Def (X̄0; τi | i ∈ Bprim)
is finite. Since Def (X̄0; τi | i ∈ Bprim) has dimension one, the proposition
follows. �

In Section 4.7 we will show that the image of Def (Ȳsing,G0)loctriv in
Def (X̄0; τi) is in fact smooth.

We now come to the accessary parameter problem. Let λ be transcen-
dental over Fp. Proposition 3.4.3 implies that there exists a deformation
datum (ḡ′0, ω

′) whose signature is the fixed signature (σi) and whose set of
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primitive critical points is x0 = ∞, x1 = 0, x2 = 1, x3 = λ with λ transcen-
dental. Let

u′ =
∏

i∈Bns

(x − τi).

There exist accessary parameters β0, . . . , βs−3 ∈ k((λ; τi | i ∈ Bnew∩B0)) such
that u′ is a solution to the differential equation (21) and residue condition of
Proposition 3.1.1.(b) holds (Proposition 3.1.1). This defines a field extension
k(B0) := k(λ)[τi, βj | i ∈ Bnew ∩B0, 0 ≤ j ≤ s−3 ] of k(λ). Proposition 3.4.3
implies that this is a finite extension. We let B0 be the smooth projective
curve over k with function field k(B0), and write π0 : B0 → P1

λ for the
natural map. We call this map the accessary parameter cover.

Proposition 3.4.4 The map π0 : B0 → P1
λ is separable.

If |B0| = |Bprim| = 4, this follows from the proof of Proposition 3.3.2. In
fact, in that case we showed that deg(π0) < p.

Proof: Define an algebra A = k(λ)[τi, βj | i ∈ Bnew ∩ B0, 0 ≤ j ≤ s − 3 ]/J ,
where J = (Ri, ρj), is the ideal expressing the necessary conditions on the
τi and βj we encountered in Proposition 3.2.2. These necessary conditions
correspond to the fact that the differential equation (21) should have a
solution u with degx(u) = d = (p− 1)− (a0 + · · ·+ as)/2 which satisfies the
residue condition of Proposition 3.1.1. To prove the proposition, we then
need to estimate from above the degree of these relations in the variables.
This is similar, though more complicated than what we did in Section 3.3.

We first start by defining the relations ρ0, . . . , ρs−3 which express the
accessary parameters βj in terms of the critical points τi for i ∈ B0. Write

P0 =
s∑

j=1

δjx
j, P1 =

s−1∑
j=0

εjx
j, P2 =

s−2∑
j=0

βjx
j,

with
βs−2 = d(d + a0), δs = 1.

Write u =
∑

i≥0 uix
i. It is no restriction to suppose that u0 = 1. As in the

proof of Proposition 3.3.2, we obtain a recursion for the coefficients ui of u
from the differential equation P2u

′′ + P1u
′ + P0u = 0. One computes that

for all i ≥ 0 we have

Ai(−1)ui+1 + · · · + Ai(s − 2)ui−s+2 = 0, (27)
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where
Ai(j) = βj + εj(i − j) + δj+2(i − j)(i − j − 1). (28)

In particular,

Ai(−1) = (−1)s−1(i + 1)(i + 1 + a1)
s∏

j=2

τj,

Ai(s − 2) = (i − d − s + 2)(i − d − s − a0 + 2).

We conclude that

degβ(Ai(j)) =
{

1 if 0 ≤ j ≤ s − 3,
0 if j = −1, s − 2.

(29)

Here degβ denotes the total degree in β0, . . . , βs−3. This immediately implies
the estimate

degβ(ui) ≤ i. (30)

We now describe the conditions on the βj . If i0 := p − 1 − a1 ≤ d then
Ai0(−1) = 0. In this case we obtain a first relation

Ai0ui0 + · · · + Ai0(s − 2)ui0−s+1 = 0.

By (30) and (29) the total degree in β of this relation is less than or equal to
i0 + 1 which is strictly less than p. As in the proof of Proposition 3.3.2 one
should take ui0+1 as a new variable. Whether this case occurs or not does
not make any difference in the arguments that follow, therefore we omit the
variable ui0+1 from our notation.

First suppose that d+ s−2 < p. Then the conditions we need to impose
on the accessary parameters (βj) for u to be a solution of the differential
equation are

ud+1 = · · · = ud+s−2 = 0.

It follows from the expression for Ai(s − 2) that if these conditions are
satisfied then ud+s−1 = 0, and therefore we may take ui = 0 for i > d. Put
ρj = ud+j+1. The assumption on d implies that

degβ(ud+j) ≤ d + s − 2 < p, for j = 1, . . . , s − 2.

Next suppose that d + s − 2 ≥ p. Then Ap−1(−1) = 0. Since 2d =
2(p − 1) − (a0 + · · · + as) and ai �= 0 it follows that d < p − 1. Let

ρj = ud+j+1, for j = 0, . . . , p − 2 − d.
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As before, we have that

degβ(ud+j) ≤ p − 1 < p.

For j = p − 1 − d, we have the condition

Ap−1(0)up−1 + · · · + Ap−1(s − 2)up−s+1 = 0.

Using that we already imposed ud+1 = · · · = up−1 = 0, this conditions may
be replaced by

ρp−1−d := Ap−1(p − 1 − d)ud + · · · + Ap−1(s − 2)up−s+1 = 0.

Continuing, we define for all j ≥ p − 1 − d

ρj := Ap−1+d−j(j)ud + · · · + Ap−1+d−j(s − 2)uj+d−s+2 = 0

whose degree in β is less than or equal to d + 1 which is strictly less than p.
Next we impose the conditions on the τi for i ∈ Bnew. As before, we

write Q =
∏

i∈B′(x − τi)1+ai−νi . We let Ri be the condition expressing that

Resτi

1
Qu2

= 0

for i ∈ Bnew ∩ B0. Recall that this condition is automatically satisfied for
i ∈ Bns, see the proof of Proposition 3.1.1. Since the order of 1/Qu2 at τi is
strictly larger than −p, it follows that the total degree of Ri in τ is strictly
less than p.

Proposition 3.2.2 implies that we have described all necessary conditions
on the (τi, βj) for defining a deformation datum. Therefore the curve B0

corresponds to a connected component of the normalization of Spec(A).
The degree estimates of the Ri and ρj now imply that π0 : B0 → P1

λ is
separable. �

An important difference between the version of the accessary parameter
problem studied by Dwork and the one of Proposition 3.4.4 is that Dwork
considers the question whether the differential equation has nilpotent p-
curvature. This is equivalent to the existence of an algebraic solution u ∈
κ[x] ([16, Section 2.2]). We require that the algebraic solution u has degree
d < (s − 1)(p − 1)/2. In general, the existence of an algebraic solution
u ∈ κ[x] does not imply the existence of an algebraic solution u ∈ κ[x] of
degree strictly less than p.

It can be shown using [18, Lemma 1] that if L(u) = 0 has an algebraic
solution, then it has an algebraic solution of degree strictly less than (s−2)p.

60



In particular, for s = r = 3 it follows that L(u) = 0 has a solution u ∈ κ[x]
of degree strictly less than p. This was shown by Beukers ([5]) in the case
that ai = 0 for all i.

Let (ḡ0, ω) be a multiplicative special deformation datum with |Bprim| =
4 and (X̄0; τi | i ∈ Bprim) generic, as in the beginning of Section 3.4. In
Section 4 we associate to (ḡ0, ω) a pseudo-elliptic bundle (E ,∇). We will see
that (E ,∇) corresponds to a differential equation LE(y) = y′′+δ∗1y

′+δ∗0y = 0
such that the Hasse invariant Φ∗ is a solution of LE (Section 2.3). One could
also consider the accessary parameter problem for the differential equation
LE rather then the one for L as we did here. This is approach taken by
Mochizuki ([36], [37]), in a more general context then we consider here.
This yields information on the moduli space of pseudo-elliptic bundles.

We end this section with a corollary to Proposition 3.4.3. We let f :
Y → P1 be a G-Galois cover as in the beginning of Section 3.4.

Corollary 3.4.5 There exists a G-Galois cover f ′ : Y ′ → P1 with spe-
cial multiplicative reduction and signature (σi) which is branched at x0 =
∞, x1 = 0, x2 = 1, x3 = λ with (P1;xi) generic.

Proof: This is standard argument using the auxiliary cover construction
and formal patching, see for example [51, Section 4.2]. The point is that, by
assumption on the cover f : Y → P1, there exist Gi-Galois covers f̄i : Ȳi →
P1 with ramification invariant σi for every i ∈ B. Here Gi is a subgroup of G.
Recall that f̄i is wildly branched only at the point ∞ ∈ X̄i of intersection
between X̄i and the original component X̄0. The cover f̄i is unbranched
outside ∞ if i ∈ Bnew and is tamely branched at exactly one other point
if i ∈ Bprim. We call such covers primitive (resp. new) Gi-tail covers ([51,
Definition 2.9]). Since σi ≤ 2 for i ∈ Bnew and σi ≤ 1 for i ∈ Bprim, all
Gi-tail covers with ramification invariant σi are locally isomorphic around
the unique wild branch point ∞ ∈ X̄i ([51, Lemma 2.12]).

The proof of the corollary now roughly goes as follows. Let f̄aux : Ȳ aux →
X̄ be the special fiber of the auxiliary cover of f : Y → X. By Proposition
3.4.3 there exists a locally trivial deformation f̄

′aux of f̄aux such that the
marked curve (X̄ ; τi | i ∈ Bprim) corresponding to f̄

′aux is generic. By Propo-
sition 2.4.1 we may “lift” f̄

′aux to a G0-Galois cover f
′aux
R : Y

′aux
R → XR over

R (in the sense of Proposition 2.4.1). The local triviality of the Gi-tail cover
stated above now implies that we may define a G-Galois cover f ′

R : Y ′
R → XR

which agrees with IndG
G0

f
′aux
R in a neighborhood of the original component

X̄0 and such that the restriction of the stable reduction f̄ ′ of f ′
R to a tail X̄i

is isomorphic to IndG
Gi

f̄i. Here one uses formal patching. We refer to [51,
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Section 4.2] for details. �

Let σ = h/(p−1) with p+1 ≤ h ≤ 2(p−1). It is an interesting question
for which σ there exists a group G and a new G-tail cover with ramification
invariant σ. The only positive results in this direction that I am aware of are
the following. For σ = (p + 1)/(p− 1) there exists a new PSL2(p)-tail cover.
In fact, in this range this is the only possible new PSL2(p)-tail cover ([14]).
For σ = (2p − 4)/(p − 1) there exists a new Ap-tail cover ([10]). For σ = 2
there exists a new Z/p-tail cover; this is just the Artin–Schreier cover with
conductor 2. It would be interesting to know whether all such σ’s occur. It
seems likely that a closer inspection of the explicit equations written down
by Abhyankar yields further results in this direction.

4 The pseudo-elliptic bundle corresponding to a
special deformation datum

This section is the heart of the paper. We start by recalling generalities
on flat vector bundles and define pseudo-elliptic bundles (Section 4.1). Sec-
tion 4.2 contains the notation and assumptions which hold for the whole
of Section 4. In Section 4.3 we associate to a special deformation datum
(gk : Zk → P1

k, ω) an F -crystal V ; it is a sub-F -crystal of the de Rham
cohomology of a lift of the curve Zk. We show that V̄ = V ⊗ k extends to
a pseudo-elliptic bundle (E ,∇) (Theorem 4.8.2). A key tool is an explicit
description of the differential equation corresponding to the flat vector bun-
dle (E ,∇) in terms of the Hasse invariant Φ∗ and the dual Hasse invariant
Φ in Section 4.5. Properties of the Hasse invariant are collected in Section
4.4 which also contains the definition of the supersingular points. (Essen-
tially, these are the zeros of Φ∗). We use the explicit description of V̄ to
show that the Kodaira–Spencer map is nontrivial (Section 4.7) and that the
p-curvature is nilpotent and nonzero (Section 4.8). Theorem 4.8.2 follows
from these statements.

A more subtile argument is used in Section 4.7 to show that the Kodaira–
Spencer map is an isomorphism, except possibly at the supersingular points
which ramify in the accessary parameter cover π0 : B0 → P1

λ (Theorem
4.7.5). This argument uses the deformation theory of µp-torsors as in Section
3.4. The condition on the supersingular points is used since an analogous
theory for αp-torsors is not available.

The section finishes with some quantitative results on the supersingular
points (Section 4.9) and a description of the Hurwitz deformation datum
(C0, θ) corresponding to the pseudo-elliptic bundle (E ,∇) (Section 4.10).
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This is an extension of the result of [11]. It introduces the topic of Section
5. Namely, in that section we interprete (C0, θ) as the differential Swan
conductor of a cover of Hurwitz spaces. Section 4.11 contains a concrete
example. For completeness, we give in Section 4.12 some results on the
special case of elliptic bundles.

4.1 Pseudo-elliptic bundles In this section we recall generalities on
flat vector bundles. We explain the correspondence between flat vector
bundles and differential equations. We also define pseudo-elliptic bundles.
The following notation replaces the previous notation in this section.

Let k be an algebraically closed field of characteristic p > 0, and let B0

be a smooth projective curve over k. We fix r + 1 ≥ 3 pairwise distinct
points b0, . . . , br on X, where we suppose that b0 = ∞. Denote by Ωlog

B0/k =
Ω1

B0/k(
∑

bi) the sheaf of differential 1-forms with at most simple poles in
the marked points bi, and by τ log

B0/k
∼= (Ωlog

B0/k)
−1 its dual, i.e. the sheaf of

vector fields on B0 with at least simple zeros in the marked points.
A flat vector bundle is a vector bundle E on B0 together with a connection

∇ : E → E ⊗ Ωlog

B0/k
. Recall that a connection is an additive map

∇ : E → E ⊗ Ωlog

B0/k

satisfying the Leibniz rule

∇(fm) = df ⊗ m + f∇(m),

for f ∈ k(B0) and m ∈ E . The connection ∇ has regular singularities in the
marked points bi. Since we work on a curve, the connection is automatically
integrable.

A horizontal morphism from (E1,∇1) to (E2,∇2) is a morphism ϕ : E1 →
E2 of vector bundles which is compatible with the connections. We write
MIC(B0) for the category of k(B0)-modules with (integrable) connection.

Let (E ,∇) be a flat vector bundle on B0. For i = 1, .., r, we define the
monodromy operator µi as an endomorphism of the fiber E|bi

of E at bi, as
follows. Let t be a local parameter at bi. Then ∇(t∂/∂t) defines a k-linear
endomorphism of the stalk Ebi

of E at bi which fixes the submodule mbi
· Ebi

,
where mbi

denotes the maximal ideal of the local ring OB0,bi
. Therefore,

∇(t∂/∂t) induces a k-linear endomorphism µi of the fiber E|bi
= Ebi

/mbi·Ebi
.

One checks easily that µi does not depend on the choice of the parameter t.
Let αi, βi be the two eigenvalues of µi. We call αi, βi the local exponents

of ∇ at bi. We distinguish two cases. If µi is not semisimple, i.e. αi = βi
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and

µi ∼
(

αi 1
0 αi

)
,

then we say that ∇ has logarithmic monodromy at bi. Otherwise,

µi ∼
(

αi 0
0 βi

)
,

and we say that ∇ has toric monodromy at bi.
A flat vector bundle (E ,∇) corresponds to an ordinary differential equa-

tion, as follows. Let E∗ be the K-linear dual of E . We define a connection
∇∗ on E∗ by

〈∇(D)w1, w2 〉 + 〈w1,∇∗(D)w2 〉 = D〈w1, w2 〉,

for w1 (resp. w2) a section of E (resp. E∗) over an open U ⊂ B0.
Let e1 be a section of E such that e = (e1, e2 := ∇(D)e1) forms a basis

of E , locally outside the marked points bi. We call such a basis a cyclic basis
of E .

Write

∇(D)e = Ae, with A =
(

0 −p2

1 −p1

)
. (31)

Let e∗ be the dual basis of e. Then ∇∗(D)e∗ = −Ate∗. Therefore a local
section s = g1e

∗
1 + g2e

∗
2 is horizontal if and only if{
g2 = g′1,
L(g1) := g′′1 + p1g

′
1 + p2g1 = 0.

We call L the differential operator associated to E .
Let b = bi be a marked point and suppose that t is a local parameter at

bi. Then

∇(t ∂/∂t)(e1, te2) =
(

0 −t2p2

1 1 − tp1

)
(e1, te2).

Write pi = cit
−i + t−i+1(· · · ), with ci ∈ k. The local exponents αi, βi are

the roots of the so called indicial equation:

X2 + (−1 + c1)X + c2 = 0. (32)

The reason for taking the horizontal vectors of the dual flat vector bundle
E∗ is that the concept of local exponents coincides with the classical ones
([18], Appendix).
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A filtration on a flat vector bundle (E ,∇) of rank two consists of a line
subbundle Fil E ⊂ E such that Gr E := E/Fil E is also a line bundle. For
such a filtration, the connection ∇ induces a Kodaira–Spencer map

κ : Fil E −→ Gr E ⊗ Ωlog

B0/k.

If it seems more convenient, we will regard κ as a morphism

κ : τ log

B0/k −→ (Fil E)−1 ⊗ Gr E .

Note that, written in either way, κ is OB0-linear.
We set T := (τ log

B0/k)
⊗p. This is a line bundle on B0 of degree −p(2g −

2 + r) < 0. We endow T with the unique connection ∇T : T → T ⊗ Ωlog

B0/k

such that the subsheaf T ∇ of horizontal sections consists precisely of the
‘p-th powers’, i.e. of sections of the form D⊗p, where D is a section of τ log

B0/k

([25, Theorem 5.1]).
Let (E ,∇) be a flat vector bundle on B0. The p-curvature of (E ,∇) is

an OB0-linear morphism

ΨE : T −→ EndOB0
(E),

defined as follows. Let D be a rational section of τ log

B0/k. We regard D as
a derivation of the function field k(B0). Then Dp := D ◦ · · · ◦ D is again
a derivation of k(B0) and ∇(D) and ∇(Dp) are k-linear endomorphisms of
the K-vector space V̄ := E ⊗OB0

k(B0). We define

ΨE(D⊗p) := ∇(D)p −∇(Dp).

This is a k(B0)-linear endomorphism of V̄ . One shows that the rule D⊗p �→
Ψ(D⊗p) extends in a unique way to the desired OB0-linear map ΨE ([25,
5.0.1]). One can show that V̄ is the reduction mod p of an F -crystal, compare
to Section 4.3.

It is important to notice that the p-curvature is horizontal in the sense
that it commutes with the canonical connections on T and EndOB0

(E). In-
deed, by the definitions of these connections, ΨE is horizontal if and only
if the endomorphisms ΨE(D⊗p) and ∇(D) of V̄ commute. This is easy to
check explicitly, see also [25, 5.2.2].

Definition 4.1.1 A flat vector bundle bundle (E ,∇) on B0 is called

(i) active if ΨE �= 0,
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(ii) nilpotent if the image of ΨE consists of nilpotent endomorphisms,

(iii) admissible if ΨE is nonzero at every point b ∈ B0, except possibly at
the marked points.

If (E ,∇) is active, a point b ∈ B0 where ΨE vanishes is called a spike. We
write nb := ordb(ΨE) for the order of vanishing of ΨE at b and say that b is
a spike of order nb.

Definition 4.1.2 A pseudo-elliptic bundle of B0 is a flat vector bundle
(E,∇) of rank two which satisfies the following conditions.

(i) There exists a nontrivial filtration Fil(E) ⊂ E such that the associated
Kodaira–Spencer map is nontrivial.

(ii) The flat bundle (E ,∇) is active and nilpotent.

A filtration Fil E ⊂ E as in (i) is called a Hodge filtration.

The concept of a pseudo-elliptic bundle is a generalization of Ogus’ el-
liptic crystal, see Sections 4.4 and 4.12 for a discussion of the differences. It
is also a generalization of active, nilpotent indigenous bundles as defined in
[11], [36], and [37]. The main difference is that the Kodaira–Spencer map
of an indigenous bundle is required to be an isomorphism, rather than just
nonzero. We decided to introduce this new notion here since we were not
able to show that the flat vector bundles we define are always isogenous.
Moreover, for the application to the reduction of Hurwitz spaces this is not
an essential property.

The p-curvature Ψ = ΨE is p-linear, [25, Proposition 5.2]. To check
whether Ψ is nilpotent it suffices to check the condition for one derivation
D. The notion of p-curvature coincides with the classical notion as in [16].
It is shown in [16, Section 2.1] that Ψ is nilpotent if and only if Ψ(D) is a
nilpotent matrix, for some derivation D. Moreover, Ψ is active if and only
if Ψ(D) is nonzero as element of M2(k(B0)). Note that Ψ is nilpotent if and
only if the p-curvature Ψ∗ of the dual module (M∗,∇∗) is nilpotent.

Honda ([18, Appendix]) shows that Ψ is nilpotent if and only if L has
sufficiently many solutions in a weak sense. This means that the differential
equations

• L(y) = y′′ + p1y
′ + p2y = 0,

• LW (w) := w′ + p1w = 0.
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both have an algebraic solution. The differential equation LW (w) = 0 is
called the Wronskian equation. Let g1, g2 be solutions of L(g) = 0. Then
the Wronskian W := W (g1, g2) := g1g

′
2 − g′1g2 satisfies LW (W ) = 0. We

will see in Section 4.8 that if L is the differential equation corresponding to
a deformation datum, then LW always has an algebraic solution.

Let us, from now on, assume that (E ,∇) is active and nilpotent, and
choose some rational section D of τ log

B0/k. Let M ⊂ E be the kernel of
ΨE(D⊗p), i.e. the maximal subbundle on which ΨE(D⊗p) is zero. Our as-
sumption implies that M is a saturated line bundle. Let L := E/M denote
the quotient line bundle. It follows from the fact that ΨE is horizontal that
M is invariant under the connection ∇. In other words, we obtain a short
exact sequence of flat vector bundles

0 → M −→ E −→ L → 0.

Moreover, the p-curvature of the induced connections on M and L is zero.
If (E ,∇) is a pseudo-elliptic bundle, the Kodaira–Spencer map is nonzero.
This implies that M is a complement to Fil(E).

4.2 The setup Suppose we are given a special deformation datum (gk :
Zk → P1

k, ω) with |B0| = s+1 ≥ |Bprim| = r+1 = 4. Let (σi) be the signature
of the deformation datum and (τi) the set of critical points. Recall that we
write σi = νi+ai/(p−1) with 0 ≤ ai < p−1 and νi ≥ 0. Assume that Bwild =
{i ∈ B | ai = 0} = ∅. Together with the assumption that the deformation
datum is special, this implies that ai �= 0 for i = 0, . . . , s. We suppose that
Bprim = {0, 1, 2, 3} and that τ1 = 0, τ2 = 1, τ3 = λ, τ0 = ∞, where (X̄0; τi)
is generic. We choose a subset Bns ⊂ {i ∈ Bnew |σi = (p + 1)/(p − 1)} of
nonsingular critical points.

Recall that to the deformation datum (gk, ω) we associated a curve Zk

defined as a connected component of the smooth projective curve given by
the equation

zp−1 = xa1(x − 1)a2(x − λ)a3u2. (33)

The cover gk : Zk → P1
k sends (x, z) to x. The differential ω is a certain

multiple of

ω0 =
z dx

x(x − 1)(x − λ)
. (34)

Proposition 2.3.3 implies that the deformation datum is multiplicative. This
means that ω is generically logarithmic. The polynomial u ∈ k(B0)[x] is the
solution of a certain Fuchsian differential equation (21). Here π0 : B0 → P1

λ
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is the accessary parameter cover (Section 3.4). The coefficients of u = u(x)
depend on λ and the accessary parameters β0, . . . , βs−3. We showed in
Proposition 3.4.4 that π0 : B0 → P1

λ is finite and separable. In this section,
we will mostly consider λ as “parameter” on B0. This makes sense outside
the ramification locus of B0 → P1

λ, and is mostly very convenient. However,
for doing local computations at the ramification points one may have to
change the parameter.

Recall from Section 2.3 that to a special deformation datum we may
associate the Hasse invariant Φ∗ and the dual Hasse invariant Φ. These are
elements of k(B0). We shows that Φ∗ is nonzero (Proposition 2.3.3).

In the rest of this paper we make the following assumption.

Assumption 4.2.1 (a) The deformation datum (g, ω) is special (Defini-
tion 2.3.1) and Bwild = ∅.

(b) The dual Hasse invariant Φ is nonzero as function of k(B0).

Using the results of Section 2.3, we may reformulate Assumption 4.2.1
as follows.

• The dimension of H1(Zk,O)χ as k-vector space is 1,

• Bwild = ∅,

• F : H1(Zk,O)χ → H1(Zk,O)χ is generically an isomorphism.

The following proposition determines for which values of λ the curve Zk

is singular.

Proposition 4.2.2 (a) Write u(x) =
∏

i∈Bns
(x − τi). For every b ∈ B0 −

π−1
0 ({0, 1,∞}) the zeros of u(b)(x), different from x = 0, 1, are simple.

(b) If b ∈ B0−π−1
0 ({0, 1,∞}) then τi(b) and τj(b) for i, j ∈ Bns are different

if i �= j and τi �= {0, 1,∞, λ(b)}.

Proof: Part (a) follows immediately from the fact that u is the solution to a
Fuchsian differential equation (19). Part (b) is more or less the same thing.
Suppose that for b with π0(b) �= 0, 1,∞ there exists distinct i, j such that
τi(b) = τj(b). Then u(b)(x) has a double zero at τi = τj. But by (a), this is
only possible if τi = τj ∈ {0, 1,∞, λ(b)}. �

Proposition 4.2.2 implies that the curve Zk is singular for λ = 0, 1,∞ and
for the points b ∈ B0 for which τi(b) ∈ {0, 1,∞, λ}, for some i ∈ Bnew. We
denote this set by Σ0 ⊂ B0. We will show that Σ0 is the set of singularities
of (V̄ ,∇) (Section 4.6).

68



4.3 The F -crystal associated to a deformation datum Notations
and assumptions are as in Section 4.2. The goal of this section is to associate
to the special deformation datum (gk : Zk → P1

k, ω) a 2-dimensional k(B0)-
vector space V̄ , together with an action of Frobenius F . This is the first step
in the construction of the pseudo elliptic bundle (E ,∇) corresponding to the
special deformation datum. Namely, eventually we will have V̄ := Γ(B0, E).

As in Section 2.4, we choose a lift xi ∈ P1(K0) of τi, where K0 is an
unramified extension of Qp of transcendence degree one. In Section 2.4
we defined a G0-Galois cover fK0 : YK0 → XK0 branched at the xi which
has stable reduction over a finite extension K/K0. The stable reduction
f̄ : Ȳ → X̄ defines the special deformation datum (ḡ0, ω). The cover fK0

factors through the H0-Galois cover ZK0 → XK0 which is branched at the
xi.

We assumed in Section 4.2 that (X̄0; τi | i ∈ Bprim) is generic. As in
Section 2.4, we may assume that x0 = ∞, x1 = 0, x2 = 1, and x3 = λ with
λ transcendental over Qp. Then K0 is a finite extension of Qp(λ). Therefore
K0 is the function field of a smooth projective curve B which admits a finite
cover π0 : B → P1

λ. By construction, the curve B has good reduction to
characteristic p; its special fiber is the curve B0 defined in Section 4.2.

Choose b ∈ B such that b does not reduce to a point of the singular
locus Σ0 ⊂ B0. Write gb : Zb → Xb for the fiber of g : Z → X at b, and
let ḡb : Z̄b → X̄b be it stable reduction. Then there is a unique irreducible
component Z̄0,b of Z̄b above the original component X̄0,b of X̄. The genus
of Z̄0 equals the genus of Z, and we may identify gk : Zk → P1

k with the
restriction ḡ0,b : Z̄0,b → X̄0,b of ḡb to X̄0,b.

We choose arbitrary lifts to K0 of the Hasse invariant Φ∗ and the dual
Hasse invariant Φ which we denote again by Φ∗ and Φ. Define Rord as the p-
adic completion of W (k(B0))(1/ΦΦ∗

∏
b∈Σ0

(λ − b)). Put Sord = Spec(Rord).
We choose once and for all a lift ϕ to S of the Frobenius morphism on
k(B0) = K0 ⊗Zp Fp. We obtain an inclusion of F -crystals

H1
cris(Z̄0/Sord) ⊂ H1

cris(Z̄/Sord) 	 H1
dR(ZR/Sord).

Write Mχ = H1
cris(Z̄0/Sord)χ. It is a sub-F -crystal of H1

dR(ZR/Sord)χ. Write
Fil1 for the Fil1-part of the Hodge filtration of Mχ and M̄χ = Mχ ⊗Rord

Fp.

Lemma 4.3.1 There exists a sub-F -crystal U of Mχ called the unit root
sub-F -crystal such that

Mχ = Fil1 ⊕ U.
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Proof: This follows from [26], completely analogous to the results in Section
1.3. �

Choose a basis vector η of U/Sord. Write Fη = Gη and ∇η = −Hη⊗dλ.
As in Lemma 1.3.5, we may assume that G ≡ Φ mod p. We use here that
there exists a basis vector ξ if H1(Zk,O)χ = M̄χ/Fil1 with Fξ = Φξ.

Since U is an F -crystal, the following diagram commutes

ϕ∗U F ��

ϕ∗∇
��

U

∇
��

ϕ∗U ⊗ Ω1
Sord

F⊗Id �� U ⊗ Ω1
Sord

.

(35)

This implies that
G′ − HG = −pλp−1HϕG.

In particular H ≡ G′/G ≡ Φ′/Φ mod p.

Proposition 4.3.2 (a) There exists a holomorphic differential ω0 ∈ Mχ

such that

Fϕ∗ω0 = pD0ω0 + pD1η,

for some D0,D1 ∈ Rord.

(b) The elements ω0 and η span a sub-F -crystal Vχ of Mχ of rank two.

Proof: Recall that Cω̄0 = Φ1/p
∗ ω̄0 and Φ∗ �= 0, by assumption. There-

fore there exists ω̄1, . . . , ω̄d ∈ H0(Z̄0,Ω1)χ = Fil1 ⊂ M̄χ which span a d-
dimensional complement to ω̄0 which is stable under C. Write η̄ for the
image of η in M̄χ.

In [34] it is shown that F (Fil1) ⊂ pMχ. Since the restriction of F to Fil1

is divisible by p, we may define φ1 = F/p : Fil1 → M̄χ. It follows from [21,
Proposition 3.8.c] that the composition of φ1 with the projection of M̄χ to
Fil1 is given by the inverse of the Cartier operator. Therefore, the matrix
(modulo p) of φ1 with respect to our basis is

φ1 ≡




Φ−1
∗ 0 · · · 0
0
... ψ
0
e0 e1 . . . ed


 , (36)
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for certain coefficients ei.
By approximating modulo higher and higher power of p and using that

ψ is invertible, one checks that there exists a lift ω0 of ω̄0 such that Fω0 =
pD0ω0 + pD1η, for some D0,D1 ∈ R. Moreover, we may choose lifts
ω1, . . . , ωd of ω̄1, . . . , ω̄d such that F stabilizes the subspace spanned by
ω1, . . . , ωd. In particular, this shows that Fω0 = pD0ω0 + pD1η, for some
functions D0,D1 ∈ Rord. (The argument we use here is essentially the same
as in the definition of the unit root crystal.)

Let Vχ be the subspace of Mχ spanned by ω0 and η. To show that Vχ

is a sub-F -crystal, we have to show that Vχ is stable under the Frobenius
morphism and the connection. We already know that F stabilizes Vχ. We
claim that this automatically implies that ∇ stabilizes Vχ also. Write

∇(
∂

∂λ
)ω0 = C0ω0 +

d∑
i=1

Ciωi + Cd+1η,

with Ci ∈ R. Since Mχ = Fil1 ⊕ U is an F -crystal, we have a commutative
diagram

ϕ∗Fil1
φ1

��

ϕ∗∇
��

Mχ

∇
��

ϕ∗Fil1 ⊗ Ω1
Sord

1
p
F⊗Id

�� Mχ ⊗ Ω1
Sord

.

(37)

We apply this to ω0 and compute that

∇◦φ1ϕ∗(ω0) = [(D′
0+D0C0)ω0+D0

d∑
i=1

Ciωi+(D0Cd+1+D′
1−D1H)η]⊗dλ.

Note

ϕ∗∇(ω0) = (Cϕ
0 ω0 +

d∑
i=1

Cϕ
i ωi + Cϕ

d+1η) ⊗ dλp.

This implies that

1
p
(F ⊗ Id) ◦ ϕ∗∇(ω0) ≡ λp−1Cϕ

d+1Gη ⊗ dλ (mod p).

The commutativity of (37) implies therefore that p|Ci for i = 1, . . . , d. Writ-
ing Ci = pδ1

i and repeating the argument shows that p2|Ci for all i = 1, . . . , d.
Continuing, we find that Ci = 0 for all i = 1, . . . , d. This shows that ∇ sta-
bilizes Vχ and therefore that Vχ is an F -crystal. �
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For future reference, we note that since C0 ≡ −D′
0/D0 mod p and D0 ≡

1/Φ∗ we conclude that

C0 ≡ Φ′
∗

Φ∗
(mod p).

4.4 The Hasse invariant The goal of this section is to prove some
properties of the Hasse invariant Φ∗ and the dual Hasse invariant Φ which
play an important role in the description of the differential equation corre-
sponding to (E ,∇) in Section 4.5. In Section 4.9 we will redefine the Hasse
invariant and the dual Hasse invariant in the context of filtered flat vector
bundles.

Recall that Φ∗ and Φ are defined as certain expansion coefficients of

ω0 =
z dx

x(x − 1)(x − λ)
∈ H0(Z̄0,Ω)χ, and ω0,∗ =

dx

z
∈ H0(Z̄0,Ω)χ−1 .

Write u =
∑d

i=0 uix
i. Then for i = 0, . . . , d, we have that Φ∗u

p
i is the

coefficient of xp(i+1)−1 in xp−1−a1(x − 1)p−1−a2(x − λ)p−1−a3up−2 and Φ is
the coefficient of xp−1 of xa1(x − 1)a2(x − λ)a3u2. Recall that Φ and Φ∗ are
nonzero as elements of k(B0) (Assumption 4.2.1 and Proposition 2.3.3).

We can characterize Φ and Φ∗ in terms of the action of the Cartier
operator on differential forms. Namely, we have that

Cω0 = Φ1/p
∗ ω0, Cω0,∗ = Φ1/pω0,∗.

It follows that ω = Φ1/(p−1)
∗ ω0 (resp. ω∗ := Φ/(p−1)ω0,∗) are fixed by the

Cartier operator, hence are logarithmic differentials. (Here we use Assump-
tion 4.2.1.(c).) Alternatively, one can also describe Φ,Φ∗ in terms of the
action of the Frobenius morphism on H1(Z̄0,O).

We denote by Bord
0 ⊂ B0 − Σ0 the locus where ordb(Φ∗) ≡ 0 mod p and

ordb(Φ) ≡ 0 mod p. We call Bord
0 the ordinary locus. To V̄ = V ⊗ Fp,

we may associate a flat vector bundle E on Bord
0 ⊂ B0 − Σ0. This vector

bundle together with the filtration associated by the Hodge filtration on the
sheaf H1

dR(Z/B) defines a flat vector bundle E on Bord
0 . We will show that

E extends to a flat vector bundle on B (Proposition 4.6.1).
It follows from the definition of V , that we have an exact sequence

0 → Fil1 → V̄ → H1(Z̄0,O)χ → 0,

where Fil1 is the 1-dimensional subspace of H0(Z̄0,Ω)χ spanned by ω0. Over
the ordinary locus, we have a splitting V̄ = Fil1⊕Ū , where Ū is the reduction
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mod p of the unit root crystal (Section 1.3). Since the unit root crystal U is
an F -crystal, the Frobenius morphism induces an isomorphism F : Ū → Ū .
In Section 4.3 we constructed a generator η of Ū which satisfies Fη = Φη.
On Fil1, the Frobenius morphism is divisible by p. Therefore we have a map
φ1 = F/p : Fil1 → V̄ . We computed that φ1ω = Φ−1

∗ ω0 + e0η, for some
function e0 (36).

Proposition 4.4.1 Let b ∈ B0−Σ0. If ordb(Φ∗) �≡ 0 mod p, then ordb(Φ) �≡
0 mod p as well.

Proof: This proposition is well known if u = 1, and in that case the converse
holds also. (This is the situation of Example 2.1.2. It is proved for example
in [9, Proposition 2.7].) We write H0 for the Galois group of ḡ0. Recall that
H0 has order prime to p. The argument we give here is adapted from the
proof of [50, Lemma 1.4].

We write J := J(Z̄0). For every b ∈ B0 − Σ0, we write Jb for the fiber
of J at b. Similarly, we write Jgen for the generic fiber. The group scheme
J [p] decomposes into eigenspaces for the H0-action, since Fp contains the
(p−1)th roots of unity and H0 acts on J [p] via its image χ(H0) ⊂ F×

p . Write

J [p] =
∏

i

J [p]χi

for this eigenspace decomposition.
By the comparison isomorphism between de Rham cohomology and crys-

talline cohomology, it follows that H1
dR(Z̄0)χ defines the (contravariant)

Dieudonné module of the finite flat group scheme J [p]χ ([3]). It follows
that the sub-F -crystal V̄ ⊂ H1

dR(Z̄0)χ corresponds to a finite flat group
scheme G of rank p2 which is a quotient of J [p].

We claim that for b ∈ Bord
0 we have an isomorphism G 	 Z/p × µp. It

is well known that a holomorphic logarithmic differential corresponds to a
p-torsion point. The natural isomorphism

H0(Z̄0,Ω)C → J [p]

is compatible with the H0-action. Therefore it induces an isomorphism on
the χ-eigenspaces. By Serre duality, we obtain an isomorphism

H1(Z̄0,O)Fχ → Hom(µp, J [p])χ,

where Hom should be regarded in the category of finite flat group schemes.
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Recall that ω ∈ V̄ is a holomorphic and logarithmic differential, i.e.
ω ∈ H0(Z̄0,b,Ω)Cχ for b ∈ Bord

0 . Therefore ω corresponds to a p-torsion point
P ∈ J [p]χ over Bord

0 . Similarly, via Serre Duality, ω∗ corresponds to a map
µp ↪→ J [p]χ|Bord

0
. The group scheme G ⊂ J [p]χ|Bord

0
is generated by the

image of ω and ω∗. In particular, G 	 Z/p×µp. We write GD ⊂ J [p]χ−1 |Uord

for the dual group scheme.
Since dimH1(Z̄0,O)χ = 1 and dimH0(Z̄0,Ω)χ = s + d − 2, it follows

that J [p]χ has rank ps+d−1. Choose b ∈ Bord
0 . Assumption 4.2.1 implies that

this holds for b in a dense open subset of B0. The definition of Φ implies
that F : H1(Z̄0,O)χ → H1(Z̄0,O)χ is an isomorphism, locally around b.
The above identifications imply that the étale part of Jb[p]χ−1 has rank p.
Therefore, after passing to the separable closure, we may write

Jb[p]χ−1 	 GD × (µp)
n(b) × Λ(b),

where Λ(b) is a local-local group scheme. Dualizing, we find that

Jb[p]χ 	 G × (Z/p)n(b) × Λ(b)D. (38)

There exists a canonical isomorphism

Lie(J [p]) = Lie(J) 	 H1(Z̄0,O),

([38, p. 147]), which is compatible with the H0-action. This implies that
Lie(J [p])χ 	 H1(Z̄0,O)χ is 1-dimensional. Therefore (38) implies that Λ(b)D

is trivial. This means that

Jb[p]χ 	 G × (Z/p)s+d−3 	 µp × (Z/p)s+d−2.

Now let b ∈ B0−Σ0 be such that ordb(Φ∗) �≡ 0 mod p. We want to show
that ordb(Φ) �≡ 0 mod p as well. As before, we may write

Jb[p]χ 	 (Z/p)n(b) × (µp)
m(b) × Λ(b)D,

where Λ(b) is a local-local group scheme.
We know that H1(Z̄0,O)χ is 1-dimensional, and that F : H1(Z̄0,b,O)χ →

H1(Z̄0,b, O)χ is an isomorphism if and only if ordb(Φ) = 0 mod p. Therefore
m(b) = 0 if ordb(Φ) �≡ 0 mod p and m(b) = 1 otherwise. Moreover, the
assumption ordb(Φ∗) �≡ 0 mod p implies that Λ(b)D is nonzero. In particu-
lar, dimLie(Λ(b)D) is nonzero. Therefore dim Lie(Jb[p])χ ≤ 1 implies that
m(b) = 0, and hence that ordb(Φ) �≡ 0 mod p. �
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Corollary 4.4.2 Let b ∈ B0 − Bord
0 . Then one of the following occurs:

• Gb 	 Z/p × αp,

• Gb is a local-local group scheme.

Proof: Suppose that b ∈ B0−Bord
0 . Proposition 4.4.1 implies that ordb(Φ) �≡

0 mod p. The statement of the proposition now follows immediately from the
relation between Gb and the Hasse invariants Φ and Φ∗ as explained in the
proof of Proposition 4.4.1. The two cases correspond to ordb(Φ∗) �≡ 0 mod p
and ordb(Φ∗) ≡ 0 mod p. �

Definition 4.4.3 Define Σ1 ⊂ B0 − Σ0 be be the set of points b such that
ordb(Φ∗) �≡ 0 mod p. We call these points the supersingular points of the
deformation datum.

Corollary 4.4.2 states that b ∈ B0 −Σ0 is supersingular if and only if Gb

is a local-local group scheme.
The converse to Proposition 4.4.1 does not hold. Corollary 4.7.6 de-

scribes the points b ∈ B0 for which the group scheme Gb is isomorphic to
Z/p×αp. A concrete example is given in Section 4.11. Ogus defines in [39]
elliptic crystals. These are certain 2-dimensional F -crystals very similar to
our crystal V̄ . As in our case the group scheme G corresponding to an el-
liptic crystal is generically isomorphic to Z/p×µp. However Ogus does not
allow Gb 	 Z/p × αp.

4.5 Explicit description of the crystal V̄ In this section we compute
the differential equation corresponding to the F -crystal V̄ in terms of the
Hasse invariant Φ∗ and the dual Hasse invariant Φ. In some sense, this is a
concrete version in our situation of the result of Katz [29]. The result of Katz
implies that one can extend this description to the whole F -crystal V , by
using the higher expansion coefficients. These higher expansion coefficients
are analogs of the polynomials Bn(i) of Section 1.3.

Lemma 4.5.1 Write ω′
0 := ∇(∂/∂λ)ω0. Then ξ = z/x is the image of

λ(λ − 1)ω′
0 in H1(Z̄0,O)χ.

Proof: We deduce this lemma from Lemma 1.1.3.
Write

u =
∏

i∈Bns

(x − τi), u0 =
∏

B0∩Bnew

(x − τi).
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One computes that

ω′
0 =

z dx

x(x − 1)(x − λ)u0u
·

(1 + a3)u0u

x − λ
+ u
∑

i∈B0∩Bnew

ai

x − τi

∂τi

∂λ
− 2u0

∂u

∂λ


 .

(39)

Note that ∂u/∂λ and ∂u0/∂λ have poles in the ramification points of π0 :
B0 → P1

λ. However, this makes no difference for our argument.
To be able to apply Lemma 1.1.3, we need to find a representative ω̃0 of

the class of ω′
0 in H1

dR(Z/B)χ ⊗ Fp which has no pole outside x = ∞. One
computes that

d
(

z

x − λ

)
=

z dx

x(x − 1)(x − λ)u0u
·(

−(1 + a3)λ(λ − 1)u0(x = λ)u(x = λ)
x − λ

+ holomorphic
)

.

Therefore
λ(λ − 1)ω̃0 := λ(λ − 1)ω′

0 + d
z

x − λ

is holomorphic outside x = ∞. Moreover, z/(x − λ) is regular outside
x = λ,∞. Therefore [ω̃0] = [ω′

0] ∈ H1
dR(Z/B)χ.

Claim: λ(λ−1)ω̃0−dz/x is holomorphic outside x = 0. The lemma follows
from this claim and Lemma 1.1.3.

To prove the claim, we note that the image of λ(λ− 1)ω′
0 in H1(Z̄0,O)χ

is nonzero, since ω′
0 is a differential of the second kind which is not holo-

morphic. This implies that there exists a constant e such that λ(λ− 1)ω̃0 −
ed(z/x) is holomorphic outside x = 0. Write

λ(λ − 1)ω̃0 =
z dx

x(x − 1)(x − λ)u

d+s−1∑
i=0

gix
i

and

d
z

x
=

z dx

x(x − 1)(x − λ)u

d+s−1∑
i=−∞

hix
i.

One computes that gd+s−1 = hd+s−1 = (−1−a1−a2−a3−2d). This proves
the claim, and hence the lemma. �

76



Proposition 4.5.2 Let ρ be a parameter on B0 and D = ∂/∂ρ. Write

ω′′
0 + δ∗1ω

′
0 + δ∗0ω0 = 0 ∈ V̄ . (40)

Then

δ∗1 =
Φ′

Φ
− Φ′

∗
Φ∗

+
(

1
λ

+
1

λ − 1

)
λ′ − λ′′

λ′ , and δ∗0 = −Φ′
∗

Φ∗
δ∗1 − Φ′′

∗
Φ∗

.

Here Φ′ = ∂Φ/∂ρ and ω′
0 = ∇(D)ω0, etcetera.

Proof: Let
η := E

λ(λ − 1)
λ′ ω0 +

λ(λ − 1)
λ′ ω′

0 (41)

be a generator of the unit root part of V̄ . Write ∇(D)η = −Hη and Fη =
Gη. It follows from the commutativity of the diagram (35) that H = G′/G.
Therefore Lemma 4.5.1 and the fact that Fξ = Φξ implies that G = Φ and

H =
Φ′

Φ
.

Recall from Section 4.3 that
F

p
ω0 =

1
Φ∗

ω0 + Dη,

for some D ∈ k((ρ)). Together with (37), this implies that E = −Φ′
∗/Φ∗.

One computes that

∇(∂/∂ρ)η =
[
E′λ(λ − 1)

λ′ + E(2λ − 1) − Eλ(λ − 1)
λ′′

(λ′)2

]
ω0+

+
[
E

λ(λ − 1)
λ′ + (2λ − 1) − λ(λ − 1)

λ′′

(λ′)2

]
ω′

0 +
λ(λ − 1)

λ′ ω′′
0

= −HE
λ(λ − 1)

λ′ ω0 − H
λ(λ − 1)

λ′ ω′
0.

The last equality follows from the fact that ∇(D)η = −Hη. This implies
that

δ∗1 = H +E+
(

1
λ

+
1

λ − 1

)
λ′− λ′′

λ′ =
Φ′

Φ
−Φ′

∗
Φ∗

+
(

1
λ

+
1

λ − 1

)
λ′− λ′′

λ′ (42)

and

δ∗0 = HE + E′ + E

(
1
λ

+
1

λ − 1

)
λ′ − E

λ′′

λ′

= −Φ′
∗

Φ∗

Φ′

Φ
+
(

Φ′
∗

Φ∗

)2

− Φ′′
∗

Φ∗
− Φ′

∗
Φ∗

(
1
λ

+
1

λ − 1

)
λ′ +

Φ′
∗

Φ∗

λ′′

λ′ .

(43)

�
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4.6 The singularities of the bundle E In this section we show that
the F -crystal V̄ extends to filtered flat vector bundle (E ,∇) on the whole
of B0. We determine the singularities of (E ,∇). We show that ω0 defines a
holomorphic section of (E ,∇); it is a generator of the filtration Fil1(E) ⊂ E .

Proposition 4.6.1 (a) The bundle E extends to a filtered flat vector bun-
dle on B0.

(b) The singularities of (E ,∇) are b ∈ Σ0. These are regular singularities.

Proof: We have already defined E over Bord
0 . To show that E extends to B0,

we need to show that for b ∈ B0 −Bord
0 , there exists an OB0,b-lattice Eb ⊂ V̄

with
∇(D)(Eb) ⊂ Eb. (44)

Here t is a local parameter at b and D = t∂/∂t if b is a singularity and
D = ∂/∂t otherwise.

Let b ∈ B0 −Bord
0 ∪Σ0 and let t be a local parameter at b. We define Eb

as the intersection of HdR(Z/B) ⊗ Fp with V̄ .
Suppose that b �∈ Σ0. We claim that b is not a singularity of (E ,∇). Set

D = ∂/∂t. By definition of Σ0, we know that the curve Z̄0,b is nonsingular.
Therefore b is not a singularity of (HdR(Z/B)⊗Fp,∇). It follows that ∇(D)
stabilizes HdR(Z/B) ⊗ Fp. We have seen that V̄ is generated by ω0 and
ω′

0 = ∇(∂/∂λ)ω0 as k(B0)-vector space. Since

∇(D)(ω0, ω
′
0) = (ω′

0∂λ/∂t,−δ∗0ω0∂λ/∂t − δ∗1ω′
0∂λ/∂t),

it follows that V̄ is stabilized by ∇(∂/∂t) also. This shows that b is not a
singularity of (E ,∇). We define a filtration on Eb by intersecting the Hodge
filtration of HdR(Z/B) with V̄ .

Suppose that b ∈ Σ0 and set D = t∂/∂t. Define Eb ⊂ V̄ to be the OB0,b-
lattice spanned by ω0 and ∇(t∂/∂t)ω0. It follows from Proposition 4.5.2
that ∇(D) stabilizes Eb. This shows that b ∈ Σ0 is a regular singularity of
(E ,∇). We define the Hodge filtration on Eb as the line bundle generated by
ω0. �

By definition of E , we have that Eb is generated by ω0, ω
′
0 for b sufficiently

general. The following lemma extends this partially.

Lemma 4.6.2 Let b ∈ B0. Then ω0 is nonzero as element of Eb.

Proof: Let t be a local parameter at b ∈ B0. It is no restriction to suppose
that u ∈ k(B0)[x] is monic.
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If b ∈ Σ0, then ω0 is nonzero as element of Eb, by definition of Eb (see
the proof of Proposition 4.6.1).

Suppose that b �∈ Σ0 and that b is not a zero of Φ∗. Then Cω0 =
Φ∗(b)ω0 �= 0, hence ω0 ∈ H0(Z̄0,Ω) is nonzero.

Now suppose that b �∈ Σ0 is supersingular (Definition 4.4.3). Write
Z̄0,b/k(b) for the fiber of Z̄0 at b ∈ B0. Since the Hodge to de Rham spectral
sequence degenerates at level 1 ([15]), we may describe the first de Rham
cohomology group in characteristic p by

H1
dR(Z̄0,b/k(b)) =

{ (θi, fij)i | θi − θj = fij}
(dfi, fi − fj)}

,

with respect to a suitable covering (Ui)i of Z̄0,b. Here θi (resp. fij) is a
holomorphic differential on Ui (resp. a holomorphic function on Ui ∩ Uj).

Write

ω0 =
z dx

x(x − 1)(x − λ)
=
[

z

x(x − 1)(x − λ)u0u

]p
Gdx,

with
G =
∏
i∈B′

0

(x − τi)p−1−aiup−2 =
∑

i

gix
i.

Recall that ∑
i

gpi−1x
i = Φ∗u

p
0u

p.

Since Φ∗ has a zero in b, it follows therefore that ω0 is exact. Concretely,
we have that

ω0 = df, with f =
[

z

x(x − 1)(x − λ)u0u

]p ∑
i�≡−1 mod p

gix
i+1

i + 1
dx.

We claim that ω0 is not a coboundary (dfi, fi − fj). Since ω0 is holo-
morphic on Z̄0,b, it corresponds to the cocycle (θi, 0). Therefore if we could
represent it as a coboundary (dfi, fi − fj), then fi = fj is holomorphic as
function on Z̄0,b. But it is easy to see that f has poles, for instance above
x = 1. This proves the lemma. �

4.7 The Kodaira–Spencer map In this section we investigate the
Kodaira–Spencer map. We show that it is everywhere nonzero, except possi-
bly at those supersingular points b ∈ Σ1 which are ramified in π0 : B0 → P1

λ.
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The reason for this exception is the following. Our argument showing that
the Kodaira–Spencer map is nonzero at the ramification points of π0 relies
on the deformation theory of µp-torsors ([52]). To extend this to the ram-
ification points of π0 which are supersingular, one would have to study the
deformation theory of αp-torsors which appears to be much more compli-
cated. I have not been able to find an example of a special deformation
datum such that the accessary parameter cover π0 is ramified at a supersin-
gular point, so I do not know whether this actually occurs.

Proposition 4.7.1 Let b ∈ B0 and t a local parameter of B0 at b. If b ∈ Σ1,
we suppose that b is unramified in π0 : B0 → P1

λ. Write D = t∂/∂t (resp.
D = ∂/∂t) if b ∈ Σ0 (resp. b �∈ Σ0). Then (ω0,∇(D)ω0) form a basis of Eb.

The proof of this proposition for b unramified in π0 is easy. The proof for
nonsupersingular ramification points relies on the deformation of µp-torsors,
as in Section 3.4. We first show that if b �∈ Σ0 ∪ Σ1 is a ramification point
of π0 and ∇(D)ω0 is zero at b, then the derivative of τi is zero, for all i ∈ B′

(Lemma 4.7.2). For τi = 0, 1 this always holds. For τi = λ this follows from
the assumption that b is a ramification point. Therefore we only need to show
this for the new critical points. After that, we show that the deformation
space I defined in Section 3.4 is smooth. This allows us to identify I with
B0 − Σ0 ∪ Σ1. Since I is naturally embedded in An = {(λ, τi) | i ∈ Bnew)},
the proposition follows. The statement that the Kodaira–Spencer morphism
is nonzero at these points follows easily (Theorem 4.7.5).

Suppose b �∈ Σ0 is a ramification point of π0 : B0 → P1
λ. Assume that

b is not supersingular, i.e. ordb(Φ∗) ≡ 0 mod p. After multiplying ω0 by a
nonzero element of k(B0)p, we may assume that ordb(Φ∗) = 0.

Lemma 4.7.2 Suppose that ∇(∂/∂t)ω0 is zero at b. Then ∂τi/∂t is zero at
b, for all i ∈ Bnew.

Proof: We have that ∇(∂/∂t)ω0 = (∂λ/∂t)∇(∂/∂λ)ω0 . Therefore (39)
states that

∇(∂/∂t)ω0 =
z dx

x(x − 1)(x − λ)u0u
·

(1 + a3)u0u

x − λ

∂λ

∂t
+ u
∑

i∈B0∩Bnew

ai

x − τi

∂τi

∂t
− 2u0

∂u

∂t


 .
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Since π0 : B0 → P1
λ is ramified at b it follows that ∂λ/∂t is zero at b. The

assumption that ∇(∂/∂t)ω0 is zero at b implies therefore that

∑
i∈Bnew

ai

x − τi

∂τi

∂t
= 0

at t = 0. Since b �∈ Σ0, the τi are all distinct at t = 0. Since ai �= 0, it
follows that ∂τi/∂t is zero at t = 0, for all i ∈ Bnew. This proves the lemma.

�

To deduce the proposition from Lemma 4.7.2, we consider the defor-
mation of deformation data, as in Section 3.4. We freely use the notation
introduced in that section. Recall that we have the following morphisms of
deformation functors

Def (Ȳsing,G0)loctriv �� Def (Ȳsing,G0) ��

��

∏
i∈B(Ŷi,G0)

Def (X̄0 | i ∈ B).

As in the proof of Proposition 3.4.3, let I for the image of Def (Ȳsing,G0)loctriv

in Def (X̄0; τi), i.e. I is the moduli space of auxiliary covers Z̄0 given by

zp−1 = xa1(x − 1)a2(x − λ)a3
∏

i∈Bnew

(x − τi)ai

with fixed signature (σi). Let dnew = |Bnew|. Concretely, I ⊂ Adnew+1 is the
locus of tuples λ, (τi)i∈Bnew such that

ω0 :=
z dx

x(x − 1)(x − λ)

is an eigenvector of the Cartier operator with nonzero eigenvalue.
Note that the function field k(I) of I is equal to k(B0), where π0 : B0 →

P1
λ is the accessary parameter cover, since the accessary parameters βj are

contained in k(I). This is easily seen from the definition of the accessary
parameters in terms of the Fuchsian differential equation (21). Namely, it
follows that

s−3∑
j=0

βjx
j = −P0

u′′

u
− P1

u′

u
− d(d + a0),

where the right hand side only depends on the signature and the critical
points (τi)i∈B.
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We showed in Section 3.4 that I is an affine curve. Proposition 4.7.3
below states that I is formally smooth. This implies that there exists an
open immersion I ⊂ B0.

Proposition 4.7.3 The moduli space I is formally smooth.

Proof: Write A (resp. B) for the universal deformation ring of Def (X̄0 | τi)
(resp. Def (Ȳsing,G0)) in equal characteristic. Since Def (X̄0 | τi) is formally
smooth and the morphism Def (Ȳsing,G0) → Def (X̄0 | τi) is a µp-torsor
(Lemma 3.4.1), we may choose isomorphisms

A 	 k[[xj | j ∈ B − {0, 1, 2}]], B 	 A[y | yp = f ],

with f = 1+ higher order terms. In fact, we may choose the coordinates
xj as follows. Let ȲB be the universal deformation of Ȳsing over B. The
quotient X̄B = ȲB/G0 is naturally equipped with sections τj,B, for all j ∈ B.
We may identify X̄B with P1

B in such a way that τ0,B = ∞, τ1,B = 1, and
τ2,B = 1, and regard τj,B for j �= 0 as an element of B. Set xj = τj,B − τj

Since Def (Ȳsing,G0) is formally smooth as well (Lemma 3.4.2), it follows
that the degree-one part of f is nonzero. After changing coordinates, we
may therefore suppose that f = 1 + x3. Substituting y = 1 + z, we find
therefore that B 	 A[z | zp = x3] 	 k[z, x4, . . . , xn], where n = |B| − 1. We
write mA (resp. mB) for the maximal ideal of A (resp. B)

Write J for the ideal of B such that B/J is the universal deformation
ring of the locally trivial deformations Def (Ȳsing,G0)loctriv. Put I = A ∩ J .
Then A/I corresponds to I. The proof of [52, Proposition 5.15] in our
situation shows that we may choose generators J =< t4, . . . , t4 > in such a
way that

ti = xi +
p−1∑
j=1

zjgj
i (x4, . . . , xn), (45)

where gj does not have a constant term. Write

gj =
∑
�≥1

g�
j ,

where g�
j is homogeneous in x4, . . . , xn of degree �.

Claim: J ⊂ B · mA.
We first show that the claim implies the proposition. Let i ∈ B −

{0, 1, 2} = {3, . . . , n}. For every � ≥ 1 there exist H
(�)
i and K

(�)
i with

x
(�)
i = xi + H

(�)
i + K

(�)
i ,
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such that xi+H
(�)
i ∈ A and 2 ≤ deg(H(�)

i ) ≤ � (resp. deg(K�
i ) > �). Namely,

for � = 1 take x
(1)
i = ti. One now defines the x

(�)
i inductively, by substituting

xk = tk −
∑

j zjgj
k for all k = 3, . . . n. Let

x̃i = lim
�

x
(�)
i .

Then x̃i ∈ A, and we conclude that I =< x̃3, . . . , x̃n > . This proves that
A/I is smooth, and the proposition follows.

It remains to prove the claim. Define R = B/B ·mA = k[z | zp = 0]. Let
J̄ := J/B · mA. Then J̄ =< z� >, for some � ∈ {1, . . . , p}. Put ε := z�. The
claim is equivalent to � = p.

Let ȲR → Z̄R be the pull back of the universal deformation corresponding
to B � R. Since R · mA = 0, it follows that Z̄R = Z̄0 ×k R is the trivial
deformation. We want to show that ȲR is a locally trivial deformation. This
implies that J̄ = 0.

Choose an affine covering (Ui = Spec(Ai))i of Z̄R. Since Z̄R is the trivial
deformation, we have that Ai = Ai,0 ⊗k R, where Ai,0 = Ai ⊗R k. The
restriction of ȲR to Ui is given by

ȲR|Ui = SpecAi[yi | yp
i = ui],

for certain ui ∈ A×
i . Write yi = ȳi+εwi (resp. ui = ūi+εvi) with ȳi, ūi ∈ Ai,0.

Since ε = z�, we have that εp = 0. Therefore ui = yp
i = ȳp

i = ūi. This implies
that vi = 0.

The logarithmic differential form ω0 corresponding to Ȳsing → Z̄0 is given
by

ω0 =
dūi

ūi
.

Similarly, the logarithmic differential form ωi corresponding to the µp-torsor
ȲR → Z̄R is given by

ωi =
dui

ui
.

Since ūi = ui, it follows that ωi = ω0, and hence that the deformation is
locally trivial. This implies that J̄ = 0. This proves the claim, and hence
the proposition. �

Proof of Proposition 4.7.1: If b ∈ Σ0, the proposition follows immedi-
ately from the definition of Eb in the proof of Proposition 4.6.1.
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Suppose that b �∈ Σ0 is not a ramification point of π0 : B0 → P1
λ. Then

∇(∂/∂t)ω0 = ∇(∂/∂λ)ω0. It follows therefore from Lemma 4.5.1 that the
image of ∇(∂/∂t)ω0 in H1(Z̄0,b,O)χ is nonzero.

Suppose that b �∈ Σ0 ∪ Σ1 is a ramification point of π0 : B0 → P1
λ.

Let t be a local parameter of B0 at t. Since I is an affine smooth curve
(Proposition 4.7.3) whose function field equals the function field of B0, it
follows that I = B0 − (Σ0 ∪ Σ1). This implies that we have an embedding
I = B0 − (Σ0 ∪ Σ1) ↪→ An, for n = |Bnew| + 1; this embedding is given by
sending a point of B0− (Σ0∪Σ1) to its set of critical points (λ, τi | i ∈ Bnew).

Lemma 4.7.2 implies that (∂τi/∂t)(b) = 0 for all i ∈ Bn. Moreover,
since b is a ramification point of π0, we have that (∂λ/∂t)(b) = 0. Since
b �∈ Σ0 ∪ Σ1, we obtain a contradiction. �

Let b ∈ B0 and let t be a local parameter at b.

Lemma 4.7.4 (a) The line bundle Fil1 ⊂ E is generated by ω0.

(b) The degree of Fil1 ⊂ E as line bundle on B0 is zero.

Proof: By definition of the filtration on V̄ , we have that Fil1 is generated
generically by ω0. Since ω0 defines a nonzero element in Eb for all b ∈ B0

(Lemma 4.6.2), (a) follows.
This implies that Fil1 ⊂ E , regarded as line bundle on B0, has degree

zero. �

The following theorem is an immediate corollary of Proposition 4.7.1.

Theorem 4.7.5 (a) The Kodaira–Spencer map

κ = κE : Fil1 → Gr ⊗Ωlog

B0/k

is nonzero.

(b) Suppose that π0 : B0 → P1
λ is unramified at the supersingular points.

Then the Kodaira–Spencer map κ = κE : Fil1 → Gr ⊗Ωlog

B0/k is an
isomorphism.

Proof: Part (a) follows immediately from Proposition 4.7.1. To prove (b),
we compute the degree of Gr = E/Fil as line bundle on B0. The differential
θ := ∇(∂/∂λ)ω0 is a rational section of Gr.

Let eb be the ramification index of b in π0 : B0 → P1
λ. Let t = (λ −

π0(b))1/eb (resp. t = λ−1/eb) be a local parameter at b ∈ B0, depending
on whether π0(b) �= ∞ (resp. π0(b) = ∞). Put D = Db = t∂/∂t (resp.
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D = Db = ∂/∂t) if b ∈ Σ0 (resp. b �∈ Σ0). Since ∇(D)ω0 = D(λ)θ is nonzero
at b by Proposition 4.7.1, it follows that

ordb(θ) =




−eb if b ∈ Σ0 and π0(b) �= ∞,
eb if π0(b) = ∞,
1 − eb if b �∈ Σ0.

Here we use the assumption that π0 : B0 → P1
λ is unramified at the super-

singular points.
Write R =

∑
b(eb − 1). Then

deg(θ) = −
∑
b∈Σ0

(−eb) + 2
∑

π0(b)=∞
eb +
∑
b�∈Σ0

(1 − eb)

= −R − s + 2deg(π0) = −2g(B0) + 2 − s.

Together with Lemma 4.7.4, this implies that

deg(Gr) − deg(Fil) = −2g(B0) + 2 − s = − deg(Ωlog

B0/k). (46)

Therefore κ is an isomorphism. �

Let D = t∂/∂t if b is a singularity of (V̄ ,∇) and D = ∂/∂t otherwise.
Then the Kodaira–Spencer map at b may be computed as

κ(D) : Fil → V̄
∇(D)−→ V̄ → V̄ /Fil(V̄ ), ω0 �→ ∇(D)ω0.

Corollary 4.7.6 Suppose that the cover π0 : B0 → P1
λ is unramified at the

supersingular points. Let b ∈ B0 −Σ0 and let eb the ramification index of b
in π0 : B0 → P1

λ. Then

ordb(Φ∗) ≡ 0, 1 mod p and ordb(Φ) ≡ ord(Φ∗) + eb − 1 mod p.

Proof: Let b �∈ Σ0 and let t be a local parameter at b. Write D = ∂/∂t.
Write α∗ := ordb(Φ∗) and α := ordb(Φ). Taking ρ = t in Proposition 4.5.2,
one finds that

∇(D)2ω0 + δ∗1∇(D)ω0 + δ∗0ω = 0,

with

δ∗1 =
α − α∗ − eb + 1

t
+ higher order terms,

δ∗0 =
α∗(−α + eb)

t2
+ higher order terms.
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Theorem 4.7.5 (or also Proposition 4.7.1) states that ω0,∇(D)ω0 form a basis
of Eb. Therefore δ∗1 and δ∗0 are regular in b. This implies that α ≡ α∗ +eb−1
and α ≡ eb mod p or α∗ ≡ 0 mod p. �

In Section 4.9 we give a variant which extends Corollary 4.7.6 to the
supersingular ramification points of π0 : B0 → P1

λ.

4.8 The p-curvature In this section we show that the p-curvature ΨE
of E is nonzero. We also express the order nb mod p of a spike b ∈ B0 in
terms of the ramification index and the order at b of Φ∗ and Φ.

Proposition 4.8.1 The p-curvature ΨE of E is nilpotent and nonzero.

Proof: It is well know that ΨE is nilpotent (resp. nonzero) if and only if
the p-curvature of the differential operator L := (∂/∂ρ)2 + δ∗1(∂/∂ρ) + δ∗0 is
nilpotent (resp. nonzero) ([18, Appendix]).

The nilpotence of ΨL follows from the fact that Φ′′
∗ + δ∗1Φ′

∗ + δ∗0Φ∗ = 0.
Namely, as explained in Section 4.1, it suffices to show that

w′ + δ∗1w = 0 (47)

has a solution. Proposition 4.5.2 implies that w = Φ∗(∂λ/∂ρ)/Φλ(λ − 1) is
a solution to (47).

Suppose that ΨE = 0. Then [25, Theorem 5.1] implies that V̄ = E⊗k(B0)
is generated by its horizontal sections. More precisely, this result states that

V̄
∼−→ (F ∗(V̄ ))∇can ,

where ∇can is the canonical connection on F ∗V̄ whose horizontal sections
consist precisely of the pth powers, i.e. the sections of the form e⊗p, where
e is a section of V̄ .

Choose θ1, θ2 ∈ V̄ horizontal elements which generate V̄ . It follows from
the previous discussion that we may choose θ1, θ2 to be eigenvectors of F .
We know that one of the eigenvalues of F is zero, say Fθ1 = 0. Since the
kernel of F on V̄ is Fil1(V̄ ), it follows that θ1 = vω0, for some v ∈ k(B0).
But this contradicts the assumption that θ1 is horizontal, since ∇(∂/∂λ)
does not fix Fil1(V̄ ) (Lemma 4.5.1). This proves that ΨE is nonzero. �

Theorem 4.8.2 The bundle (E ,∇) is pseudo elliptic.
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Proof: Theorem 4.7.5 implies that the Kodaira–Spencer map κ : Fil1 →
Gr⊗Ωlog

B0/k is nonzero. The statement that the p-curvature ΨE of E is nilpo-
tent but nonzero is proved in Proposition 4.8.1. �

As in Section 4.1, we let M ⊂ E be the kernel of the p-curvature
ΨE(D⊗p), where D is some rational section of τ log

B0/k. Recall from Section 4.1
that M is stabilized by ∇(D). Proposition 4.8.1 implies that M is uniquely
characterized by this property. Moreover, the restriction of M to the ordi-
nary locus Bord

0 corresponds to the unit root part of the F -crystal V̄ (Section
1.3). Recall that we have an exact sequence

0 −→ M −→ E −→ L −→ 0

of flat vector bundles, where the p-curvature of M and L is zero. The
p-curvature of E can be regarded as a nonzero, horizontal homomorphism

ΨE : T −→ M⊗L−1.

In particular, for any vector field D we may regard ΨE(D⊗p) as a horizontal
section of M⊗L−1.

Let ρ be a parameter on B0. For example, one could choose ρ = λ. In
what follows ′ denotes derivation with respect to ρ.

Let us compute the p-curvature in the singularities b ∈ Σ0. Let t be a
local parameter at the point bi, and set Di := t∂/∂t. It is easy to see that
Dp

i = Di. Therefore,

Ψbi
:= ΨE(D⊗p

i )|bi
= µp

i − µi.

Hence if E has a logarithmic singularity at bi with exponent αi then

Ψbi
∼
(

αp
i − αi −1

0 αp
i − αi

)
,

which is nonzero at b. If E has a toric singularity at b with exponents αi, βi

then

Ψbi
∼
(

αp
i − αi 0

0 βp
i − βi

)
.

Since ΨE is nilpotent, it follows that the local exponents αi, βi are elements
of Fp. Therefore Ψbi

has a zero in the toric singularities. In the terminology
of Section 4.1: the toric singularities are spikes of E . From now on we
suppose that αi is the local exponent of the subbundle M of E at b = bi.
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Remark 4.8.3 If π0 : B0 → P1
λ is unramified at the supersingular points,

then (E ,∇) is an indigenous bundle, as defined in [11]. Namely Theorem
4.7.5 states that under this assumption the Kodaira–Spencer map is an
isomorphism. To show that E is indigenous, it remains to check that the
monodromy at the marked points is nonzero. If b ∈ Σ0 has logarithmic
monodromy, this holds by definition.

Suppose that b = bi ∈ Σ0 has toric monodromy. Recall from the proof
of Lemma 4.8.4 that αi �= βi. This obviously implies that the monodromy
at bi is nonzero.

The next lemma computes the order nb of the spikes. The same result
in a somewhat different set-up is proved in [11, Prop. 2.2].

Lemma 4.8.4 (a) Let b = bi be a logarithmic singularity. Then nb = 0.

(b) Let b = bi be a toric singularity. Then nb ≡ βi − αi �≡ 0 mod p.

(c) If b is not a singularity, then nb ≡ 0 mod p.

Proof: Part (a) follows from the discussion preceeding Remark 4.8.3. Sup-
pose that b = bi has toric monodromy. Then M ⊗ L−1 has a regular sin-
gularity with local exponent αi − βi. Let D be some derivation, and regard
ΨE(D⊗p) as horizontal section of M ⊗ L−1. One checks that this implies
that ΨE has a zero whose order is congruent to βi −αi mod p. Suppose that
αi ≡ βi mod p. Then ω0 is an eigenvalue of the monodromy operator µi.
But this contradicts the fact that (ω0,∇(t∂/∂t)ω0) form a basis of Eb. (See
the proof of Proposition 4.6.1.)

Suppose that b �∈ Σ0. Then M⊗L−1 does not have a singularity at b.
Hence the same argument as above implies that nb ≡ 0 mod p. �

Let us express the local exponents αi, βi of a singularity b = bi in terms
of α := ordb(Φ), and α∗ := ordb(Φ∗), and the ramification index e of b in
π0 : B0 → P1

λ. Let t be a local parameter at bi.
Suppose that π0(b) �= 0, 1,∞. Then

δ∗1 =
α − α∗ − e + 1

t
+ higher order terms,

δ∗0 =
α∗(−α + e)

t2
+ higher order terms.

Therefore the indicial equation is X2 + (α − α∗ − e)X + α∗(−α + e) =
(X + α − e)(X − α∗). Since

η̂ = −Φ
∂Φ∗/∂t

Φ∗

λ(λ − 1)
∂λ/∂t

ω0 + Φ
λ(λ − 1)
∂λ/∂t

∇(∂/∂t)ω0
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is horizontal, we conclude as in the proof of Lemma 4.8.4 that e − α is the
local exponent corresponding of M, i.e. αi = e − α and βi = α∗.

Similarly, if π0(b) = 0, 1, we have that the indicial equation is (X −
α∗)(X + α). We have that αi = −α and βi = α∗.

If π0(b) = ∞, we find that αi = e − α and βi = α∗. This proves the
following lemma.

Lemma 4.8.5 Let b = bi ∈ Σ0. Then

nbi
≡
{

α∗ + α mod p if π0(bi) = 0, 1,
α∗ + α − ebi

mod p if π0(bi) �= 0, 1

4.9 The supersingular points In this section we investigate what hap-
pens at the supersingular points, without assuming that the supersingular
points are unramified in the cover π0 : B0 → P1

λ. The following proposition
is a generalization of Corollary 4.7.6.

Proposition 4.9.1 Let b ∈ B0 −Σ0 be a supersingular point, and write eb

for the ramification index of b in π0 : B0 → P1
λ. Then

(a) ordb(Φ∗) ≡ ordb(Φ) ≡ eb mod p,

(b) the Kodaira–Spencer map has a zero of order γb ≡ eb − 1 mod p,

(c) after tensoring with k(b), the group scheme Gb is isomorphic to E[p],
where E/Fp2 is a supersingular elliptic curve.

Proof: Let b be a supersingular point and write eb for its ramification index.
Let t be a local parameter of b ∈ B0 and put D = ∂/∂t. Lemma 4.6.2
implies that ω0 is nonzero as element of Eb. Therefore ∇(D)ω0 is regular at
b. Define γb = ordb(∇(D)ω0). Then θ := t−γb∇(D)ω0 is nonzero in Eb and
not contained in Filb ⊂ Eb. It follows that ∇(D)θ is regular at b. Therefore
(ω0, θ) is a basis of Eb.

Define α∗ = ordb(Φ∗) and α = ordb(Φ). One computes that

∇(D)θ = ω0

(
−α∗(−α + eb)

t2+γb
+ higher order terms

)
+

− θ

(
−γb + α − α∗ − eb + 1

t
+ higher order terms

)
. (48)

Since α∗ �≡ 0 mod p by definition of supersingularity, it follows that α ≡
eb mod p and γb ≡ α∗ − 1 mod p.
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Next we consider the differential equation corresponding to the dual F -
crystal V̄ ∗. Recall that ω0,∗ = dx/z ∈ H0(Z̄0,Ω)χ−1 is the basis vector dual
to ξ = z/x ∈ H1(Z̄0,O)χ under Serre duality (up to an Fp-constant which
we may ignore.) Using this, one computes as in Section 4.5 that ω0,∗ satisfies
the differential equation

∇∗(D)2ω0,∗ + δ1∇∗(D)ω0,∗ + δ0ω0,∗, (49)

where

δ1 =
D(Φ)

Φ
− D(Φ∗)

Φ∗
+
(

1
λ

+
1

λ − 1

)
D(λ) − D2(λ)

D(λ)
,

δ0 = −D(Φ∗)
Φ∗

D(Φ)
Φ

+
(

D(Φ)
Φ

)2

− D2(Φ)
D(Φ)

− D(Φ)
Φ

(
1
λ

+
1

λ − 1

)
D(λ)+

+
D(Φ)

Φ
+

D2(λ)
D(λ)

.

Note that δ0, δ1 are obtained from δ∗0 and δ∗1 by reversing the role of Φ∗
and Φ. The differential equation (49) is the dual differential equation as
defined in Section 4.1, expressed with respect to the basis vector λ(λ−1)e∗2,
where (e∗1, e

∗
2) is the basis dual to (e1 = ω0, e2 = ∇(D)ω0). The reason for the

appearance of the factor λ(λ − 1) is explained by Lemma 4.5.1. Recall that
Φ is an expansion coefficient of ω0,∗. It can be easily checked directly that
Φ is a solution of (7). This observation can be used to give an alternative
computation of the dual differential equation.

The argument of Lemma 4.6.2 also implies that ω0,∗ is nonzero as element
of HdR(Z̄0)χ−1 . Define γ∗

b = ordb(∇∗(D)ω0,∗), and let θ∗ = t−γ∗
b ∇∗(D)ω0,∗.

Proposition 4.4.1 together with the assumption that b is a supersingular
point implies that α = ordb(Φ) �≡ 0 mod p. Applying the argument of (48)
to the dual differential equation (49), we obtain that α∗ ≡ eb mod p and
γ∗

b ≡ α − 1 mod p. We conclude that α ≡ α∗ ≡ eb mod p. This proves (a)
and (b).

To finish the proof, we determine the structure of the group scheme
Gb. Recall that η defined by (41) is a rational section of M which satisfies
Fϕ∗(η) = Φη. Using that Fϕ∗(ω0) = 0, one computes that

Fϕ∗θ =
D(λ)

λ(λ − 1)tγb
Φη = −D(Φ∗)Φ

Φ∗tγb
ω0 + Φθ.

Since α > 0 and α−1−γb ≡ eb−α∗ ≡ 0 mod p, it follows that Fϕ∗(θ) =
(unit)ω0 at b. A similar argument applied to θ∗ shows that Fϕ∗(θ∗) =
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(unit)ω0,∗ at b. Dualizing and using that λ(λ − 1) is nonzero at b since
b �∈ Σ0, we find that V θ = (unit)ω0. Part (c) follows. �

Remark 4.9.2 Let b be supersingular and write Jb for the Jacobian of
Z̄0,b. Recall from Corollary 4.4.2 that Jb[p]χ 	 (Z/p)a × Λ(b), with Λ(b) an
indecomposable local-local group scheme which surjects onto Gb. It follows
easily from the description of local-local group schemes ([30]) together with
Proposition 4.9.1.(c) that such a surjection only exists if the rank of Λ(b) is
p2, i.e. if Jb[p]χ 	 (Z/p)a × G(b).

Lemma 4.9.3 (a) The degree of L as line bundle on B0 is equal to∑
b∈Σ1

γb.

(b) The degree of M as line bundle on B0 is deg(L)+
∑

b nb−p(2(g(B0)−
2 + s)).

Proof: Let b ∈ B0 and t be a local parameter at b. As usual, we write
D = t∂/∂t (resp. D = ∂/∂t) depending on whether b ∈ Σ0 or not. We write
[ω0] (resp. [∇(D)ω0]) for the (rational) section of Lb induced by ω0 (resp.
∇(D)ω0).

First suppose that b is not a supersingular point. Proposition 4.7.1
implies that

min(ordb[ω0], ordb[∇(D)ω0]) = 0.

Since −D(Φ∗)ω0 +Φ∗∇(D)ω0 is a rational section of M (cf. (41)), it follows
that

[∇(D)ω0] =
D(Φ∗)

Φ∗
[ω0].

Hence
ordb[ω0] = 0.

Now let b be a supersingular point and write eb for the ramification index
of b in π0 : B0 → P1

λ. Then Proposition 4.9.1 implies that ordb([∇(D)ω0]) =
γb ≡ eb−1 mod p. As above, it follows that ordb([ω0]) = γb +1 ≡ eb mod p.
This proves (a).

For (b), choose a derivation D and consider ΨE : T = (τ log

B0/k)
⊗p →

M⊗L−1. The definition of the order nb of a spike implies that

deg(M) − deg(L) =
∑

b

nb + deg T .

This finishes the proof since deg(T ) = −p(2(g(B0) − 2 + s)). �
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Lemma 4.8.5 computes the degree of M modulo p.
Define ψ to be the natural map

ψ : M −→ E −→ Gr0 = (E/Fil1).

The map ψ is called the Hasse invariant.
The following lemma shows that the supersingular points are the zeros

of ψ. Therefore it makes sense to call both ψ and Φ∗ the Hasse invariant.

Proposition 4.9.4 (a) A point b ∈ B0 − Σ0 is supersingular if and only
if ψ has a zero at b.

(b) The map ψ has a zero of order γb in the supersingular points and is
regular elsewhere.

Proof: Let t be a local parameter of B0 at b �∈ Σ0 and let e = eb be the
ramification index of b in π0 : B0 → P1

λ. Let D = ∂/∂t.
Let ε = 0 if b is not supersingular and ε = γb otherwise. Then for η as

in (41), the element

ηt :=
∂λ

∂t
tεη = −D(Φ∗)

Φ∗
λ(λ − 1)tεω0 + λ(λ − 1)tε∇(D)ω0

generates Mb. (This follows from Proposition 4.9.1 if b is supersingular and
Corollary 4.7.6 otherwise.) Therefore ψ(ηt) = [λ(λ − 1)tε∇(D)ω0] ∈ Grb,
and ψ has a zero of order ε.

The proof for b ∈ Σ0 is similar. �

Corollary 4.9.5 We have that∑
b

nb = (p − 1)(2g(B0) − 2 + s).

Proof: Proposition 4.9.4 implies that the degree of ψ equals
∑

b∈Σ1
γb. Since

deg(ψ) = deg(M) − deg(Gr) the corollary follows from Theorem 4.7.5 and
Lemma 4.9.3. �

Example 4.9.6 We illustrate the results of this section in an easy example.
Let p ≥ 7 be a prime and take a = (1, p − 4, p − 4, 1). It follows that d =
p−1−(a0+a1+a2+a3)/2 = 2. To find a Fuchsian deformation datum of type
a, we need to find a polynomial solution of degree 2 of P0u

′′+P1u
′+P2u = 0,

for some choice of the accessary parameter β. Here P0 = x(x − 1)(x − λ),
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P1 = −7x2 + (6λ + 1)x − 3λ and P2 = 6x + β. The recursion (24) easily
implies that β should satisfy

(β + 6λ)(10βλ + 30λ + β2 + β) = 0.

Suppose that β+6λ = 0, for simplicity. (The other case can be analyzed
analogously, compare to Section 4.11.) Then the unique monic solution of
degree 2 of P0u

′′ + P1u
′ + P2u = 0 is u = x2 − 2λx + λ. It follows that

Φ∗ = 6(λ − 1/2) and Φ = 4λ(λ − 1)(λ − 1/2).

This implies that

δ∗1 =
2
λ

+
2

λ − 1
, and δ∗0 = −2

2λ − 1
λ(λ − 1)(λ − 1/2)

=
−4

λ(λ − 1)
.

Therefore E has no logarithmic singularities and three toric singularities
λ = 0, 1,∞ with local exponents 0,−1; 0,−1; 4,−1 respectively.

4.10 The deformation datum corresponding to E In [11] it is shown
that one can associate to a pseudo-elliptic bundle (E ,∇) a deformation da-
tum (C0, θ) which we call the Hurwitz deformation datum. We make this
construction explicit in our case. This construction is not a converse to the
definition of the pseudo elliptic bundle corresponding to a special deforma-
tion datum. This is illustrated by Example 4.10.2 below. It may be helpful
for the reader to look at this example before reading the rest of this section.

The example considers a special deformation datum with |Bnew| = 0.
This is the situation of Section 1. In this case the Hurwitz deformation
datum (C0, θ) describes the reduction of the Hurwitz space parameterizing
metacyclic covers, reproving the result of [9]. This is the starting point for
the results of Section 5. Namely, in Section 5 we interprete the Hurwitz
deformation datum (C0, θ) as the differential Swan conductor (in the sense
of Kato) of a suitable Hurwitz space.

We now recall from [11, Section 3.3] the construction of the deformation
datum corresponding to E . For this construction we do not need to assume
that π0 : B0 → P1

λ is unramified at the supersingular points.
For simplicity, we suppose that there exists a parameter ρ on B0 which

has a pole in one point ∞ with π0(∞) = ∞, and that ordb(∂ρ/∂t) = 0 for
b �= ∞. Let D = ∂/∂ρ. Then Dp = 0. As before, we write

η = −D(Φ∗)
Φ∗

λ(λ − 1)
D(λ)

ω0 +
λ(λ − 1)

D(λ)
∇(D)ω0.
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It is a rational section of M which satisfies

∇(D)η = −D(Φ)
Φ

η, and Fη = Φη.

Therefore Φη is horizontal.
Define W1 ∈ k(B0) to be a rational function such that W p

1 Φη is a section
of Mb for all b �= ∞. We may choose W1 to be minimal in the sense that
0 ≤ ordb(W1) < p for all b ∈ Σ0 − {∞}. We call η̂ := W p

1 Φη the minimal
generator of M (with respect to the choice of ρ).

Define e1 := W p
1 ω0/Φ∗. One computes that

∇(D)e1 = −D(Φ∗)
Φ2
∗

W p
1 ω0 +

1
Φ∗

W p
1∇(D)ω0 =

D(λ)
ΦΦ∗λ(λ − 1)

η̂ =: vη̂. (50)

Since η̂ is horizontal, it follows that

ΨE(D⊗p)e1 = Dp−1(v)η̂.

Alternatively,
ΨE(D⊗p) = Dp−1(v)η̂ ⊗ [e1]−1,

as (horizontal) section of M⊗L−1.
Write v =

∑
i viρ

i. Then Dp−1v = −
∑

i vpi−1ρ
pi is a pth-power, say

Dp−1v =: −W p. (51)

Replacing e1 by e0 := e1/W
p = ω0W

p
1 /(Φ∗W p), we find therefore that

∇(D)e0 = (v/W p)η̂ and
ΨE(D⊗p)e0 = −η̂.

The section e0 is the analog in our situation of what is called the canon-
ical section in [11]. It is well-defined up to multiplication by an element of
k×. We refer to [11] for more details.

The Hurwitz deformation datum corresponding to E is now defined as
follows. Let C0 be a connected component of the nonsingular projective
curve with generic equation

yp−1 =
W p

v
.

Note that C0 is a cyclic cover of B0 of order dividing p − 1. Put θ := y dρ.

Lemma 4.10.1 The differential θ on C0 is logarithmic.
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Proof: Put D = ∂/∂ρ. We have that θ = y dρ = (y/W )pv dρ. Applying
the Cartier operator, we find

Cθ = C
( y

W

)p
v dρ = − y

W
(Dp−1v)1/p dρ = y dρ,

since Dp−1(v) = −W p. This shows that θ is logarithmic. �

Example 4.10.2 Let k be an algebraically closed field of characteristic p >
0, and λ a transcendental element. Choose an injective character χ : Z/(p−
1) → F×

p . Let 0 < a0, a1, a2, a3 < p − 1 be integers with a0 + a1 + a2 +
a3 = 2(p − 1), and let (gk : Zk → P1

k, ω) be the corresponding deformation
datum, i.e. Zk is the smooth projective curve corresponding to a connected
component of

zp−1 = xa1(x − 1)a2(x − λ)a3 ,

and ω = Φ1/(p−1)
∗ ω0 with

ω0 =
z dx

x(x − 1)(x − λ)
.

One computes that

Φ∗ = ±
∑

i+j=a0

(
p − 1 − a2

i

)(
p − 1 − a3

j

)
λj , Φ = ±

∑
i+j=a0

(
a2

i

)(
a3

j

)
λj .

In particular, Assumption 4.2.1 is satisfied (cf. [8, Proposition 6.7].)
Since we have no new tails, and hence also no accessary parameters, the

degree of π0 : B0 → P1
λ is 1. Let (E ,∇) be the corresponding pseudo elliptic

bundle. The singular locus Σ0 consist of 0, 1,∞, i.e. the differential equation
(52) corresponding to (E ,∇) is hypergeometric.

It is easy to compute the order of zero of Φ and Φ∗ at λ = 0, 1 and
the degree ([9, Corollary 5.5]). From this one compute that the differential
equation corresponding to (E ,∇) is

Φ′′
∗ + δ∗1Φ

′
∗ + δ0Φ∗ = 0, with (52)

δ∗1 =
−a2 − a0

λ
+

−a1 − a0

λ − 1
, δ∗0 =

a0(a3 − 1)
λ(λ − 1)

.

The expression for δ∗0 uses that the differential equation corresponding to
(E ,∇) is hypergeometric. Note that this is the same differential equation
we encountered in Lemma 1.1.4.
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The Hurwitz deformation datum associated to (E ,∇) is now (C0 → B0 =
P1

λ, θ) where C0 is the smooth projective curve given by

yp−1 =
ΦΦ∗

λp−1(λ − 1)p−1
,

and
θ = y dλ.

This deformation datum has been found also in [9]. Loc. cit. relates this
deformation datum to the reduction of the Hurwitz space parameterizing
metacyclic covers. Namely, let H = H(a) be the Hurwitz space of metacyclic
covers of type (a0, a1, a2, a3) and π : H → P1

λ the natural map, as in Section
1.4. Recall that we assumed that a0 + a1 + a2 + a3 = 2(p − 1). This means
that the deformation datum (gk, ω) is special. One can define the Hurwitz
space H(a) of course also without assuming that a0+a1 +a2 +a3 = 2(p−1).
It is shown in [9, Theorem 4.2] that the Galois closure � of π : H(a) → P1

λ

has bad reduction if and only if a0 + a1 + a2 + a3 = 2(p − 1). This suggest
a relation between specialty and bad reduction of the Hurwitz spaces cover
� which would be interesting to investigate in a more general context.

The Galois group Γ of � is either PSL2(p),SL2(p) or PGL2(p) ([9,
Corollary 3.6]). In particular, p strictly divides the order of Γ. Since
a0 + a1 + a2 + a3 = 2(p − 1), the cover � has bad reduction to charac-
teristic p, and the corresponding deformation datum is just (C, θ).

In Section 5.3 we interprete the differential form θ as a differential Swan
conductor of a certain cover � : H → P1

λ, generalizing what we explained
above in the case of the Hurwitz space of metacyclic covers. This explains
the name “Hurwitz deformation datum”. The cover � is the Galois closure
of H → P1

λ, where H is a certain Hurwitz space parameterizing G-Galois
covers of P1 branched at four points defined over a number field. The cover
� is branched at three points, but in general p2 divides the order of the
Galois group of �.

The following lemma is proved in [11]. It expresses the signature (Section
2.2) of the deformation datum in terms of the orders of the spikes.

Lemma 4.10.3 Let b ∈ B0 and write σb for the ramification invariant of
the Hurwitz deformation datum (C0, θ), as defined in Section 2.2. Then

nb =




0 if b ∈ Σ1 is unramified in π0 : B0 → P1
λ,

(p − 1)σb if b ∈ Σ0,
(p − 1)(σb − 1) otherwise.
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Note that Corollary 4.9.5 is now follows from the Riemann–Roch The-
orem applied to the differential form θ. It gives a formula for the sum of
the σi. Lemma 4.8.5 now computes the signature of the deformation datum
modulo p. Moreover we know that σi ≥ 0. Unfortunately, this information
does not determine the σi completely.

In the situation of Example 4.10.2 we know that the Hurwitz deformation
datum (C0, θ) is the deformation datum of a Γ-Galois cover � : H → P1

λ,
where p strictly divides the order of Γ. Namely, � is Galois closure of the
Hurwitz space of metacyclic covers. This implies that that σi > 1 for i ∈
Bnew ([41, Proposition 3.3.5]). The vanishing cyclic formula (Corollary 4.9.5)
implies that there are three primitive critical points. Moreover, 0 ≤ σi ≤ 1
for i ∈ Bprim and 1 < σi ≤ 2 for i ∈ Bnew. Together with the formula for
the σi modulo p, this is enough to determine the signature. (Compare to
Section 6.2.) The same holds more generally, as long as p strictly divides the
order of the Galois group Γ of �. It would be interesting to know whether
Raynaud’s estimate for the ramification invariant of the new critical points
also holds if p2 divides the order of the Galois group of �.

4.11 An example In this section we give a more involved example of a
pseudo-elliptic bundle. We focus here on the role of the accessary parameter.
Let p ≥ 7 be a prime number and consider a := (1, p− 2, p− 6, 1). It follows
that d = 2(p − 1) − (a0 + a1 + a2 + a3) = 2.

We need to find a polynomial solution u = u2x
2 + u1x + u0 of the

differential equation P0u
′′ + P1u

′ + P2u = 0 for some choice of the accessary
parameter β, where

P0 = x(x − 1)(x − λ), P1 = −4x2 + (6λ − 1)x − λ, P2 = 6x + β.

The recursion (24) implies that

u1 =
β

λ
u0, −6λ(β +1)+β−β2 = 0, u2(4λ−10λ2−λβ)−2βu0 = 0.

Therefore
λ =

−β(β − 1)
6(β + 1)

.

Choosing u0 = (β − 1)(β2 + 2β + 6), we find that

u = −18(β + 1)2x2 − 6(β + 1)(β2 + 2β + 6)x + (β − 1)(β2 + 2β + 6).

This choice is made in such a way that u does not have denominators and its
coefficients are relatively prime. We denote by π0 : B0 → P1

λ the accessary
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parameter cover. It is defined by λ = −β(β − 1)/6(β + 1)., and is ramified
at β2 + 2β − 1 = 0. We choose β as parameter on B0.

We first determine the set Σ0 ⊂ B0 of points where the curve Z̄0 given
by

zp−1 = xa1(x − 1)a2(x − λ)a3u2

is singular. Since deg(u) = 2, it follows from Proposition 4.2.2and Lemma
3.2.1 that Z̄0 is singular if and only λ = 0, 1,∞ or u(0) = 0. One computes
that this corresponds to the set β = 0, 1,−2,−3,−1,∞ and β2 +2β +6 = 0.
Therefore Σ0 has cardinality 8.

It follows from the explicit expression of Φ∗ and Φ given in Section 4.4
that

Φ∗ =
(β + 3)2

(β + 1)5
, Φ =

(β − 1)2(β2 + 2β + 6)2(β2 + 2β − 1)
β + 1

.

Note that Φ has a zero at points with β2 + 2β − 1 = 0, but Φ∗ does not.
This shows that the converse of Proposition 4.4.1 does not hold. There are
no supersingular points.

We write ∇(∂/∂β)2ω0 = −δ∗0ω0−δ∗1∇(∂/∂β)ω0. Using Proposition 4.5.2,
we find that

δ∗1 =
2 (6β6 + 40β5 + 105β4 + 156β3 + 89β2 − 54β − 18)

(β2 + 5β + 6)β (β2 + 2β + 6) (β2 − 1)

and

δ∗0 =
2 (12β6 + 92β5 + 261β4 + 408β3 + 403β2 + 198β − 78)

(β2 + 5β + 6)β (β − 1) (β2 + 2β + 6) (β + 1)2
.

The local exponents at β = 0, 1,−1,∞,−2,−3 are 0, 0; 0,−2; 2,−5; 3, 8; 0, 0;
0, 2, respectively. At the roots of β2 + 2β + 6 the local exponents are 0,−1.

One checks that indeed

∂2Φ∗
∂β2

+ δ∗1
∂Φ∗
∂β

+ δ∗0Φ∗ = 0.

Let v be as in (50), i.e.

v =
∂λ/∂β

ΦΦ∗λ(λ − 1)
=

−6(β + 1)6

(β − 1)3(β2 + 2β + 6)2(β + 3)3β(β + 2)
.

One computes that Res1v = Res0v = −Res−2v = −Res−3v = 1/324. There-
fore

Dp−1v =
(β2 + 2β − 1)p

54[β(β − 1)(β + 2)(β + 3)]p
= −(∂λ/∂β)p(β + 1)2p

324λp(λ − 1)p
=: −W p.
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The corresponding Hurwitz deformation datum is

yp−1 =
W p

v
=

(β2 + 2β − 1)p(β2 + 2β + 6)2

βp−1(β − 1)p−3(β + 2)p−1(β + 3)p−3(β + 1)6
, θ = y dβ.

The signature of this deformation datum is therefore

b 0 1 −2 −3 −1 ∞ β2 + 2β + 6 = 0 β2 + 2β − 1 = 0

σb 0 2
p−1 0 2

p−1
p−7
p−1

p−5
p−1

p+1
p−1

2p−1
p−1 .

4.12 Families of elliptic curves In this section we define elliptic bun-
dles This is a (slightly simplified) mod p version of elliptic crystals as defined
by Ogus [39, Definition 1.1]. Let R be a discrete valuation ring with residue
field k an algebraically closed field of characteristic p and fraction field K
of characteristic zero.

Definition 4.12.1 Let B0/k be a complete nonsingular curve, and let (E ,∇)
be a pseudo-elliptic bundle over B0. We say that E is an elliptic bundle if
there exists horizontal isomorphism

tr :
∧2

E −→ OB0

which is compatible with the Frobenius morphism in the following sense.
Write 〈·, ·〉 : E2 → Ob0 for the alternating bilinear form corresponding to tr.
Then the compatibility with the Frobenius morphism on E amounts to

〈Fϕ∗x, Fϕ∗y〉 = pϕ∗〈x, y〉. (53)

Here ϕ denotes the Frobenius morphism on k(B0), as usual.
Let E/B0 be the pseudo-elliptic bundle associated to some special defor-

mation datum. Let b ∈ B0 − Σ0 ∪ Σ1, and write Eb for the fiber at b. The
existence of a horizontal isomorphism tr : ∧2E → OB0 corresponds to the
choice of a horizontal vector. Choose a derivation D and write

ω′
0 = ∇(D)ω0, η = −D(Φ∗)

Φ∗
λ(λ − 1)ω0 + λ(λ − 1)ω′

0.

It follows from the results of Section 4.3 and 4.5 that

F

p
ϕ∗ω0 =

1
Φ∗

ω0 + D1η, and Fϕ∗ω′
0 =

Φ
λ(λ − 1)

η.
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This implies that

〈F
p

ϕ∗ω0, Fϕ∗ω′
0〉 =

Φ
Φ∗λ(λ − 1)

〈ω0, η〉 =
Φ
Φ∗

〈ω0, ω
′
0〉.

Therefore the condition of Definition 4.12.1 is satisfied if and only if Φ = Φ∗.

Lemma 4.12.2 Let b ∈ B0 − Σ0 ∪ Σ1. Then Eb admits a trace map if and
only if b is unramified in π0 : B0 → P1

λ.

Proof: Since b ∈ B0 − Σ0 ∪ Σ1, the curve Z̄0,b is smooth and b is not
supersingular. The lemma follows easily for the explicit expressions from e0

and η̂, together with the expression for the order of the zeros of Φ and Φ∗
(Corollary 4.7.6). �

The lemma is easy to understand in terms of the group scheme Gb (Sec-
tion 4.4). The trace map corresponds to a duality on Eb which corresponds
to Cartier duality on Gb. But we have seen that if b ∈ B0 − Σ0 ∪ Σ1 is a
ramification point of π0 : B0 → P1

λ, then Gb 	 Z/p×αp. Therefore Gb is not
isomorphic to its Cartier dual; it follows that a trace map as in Definition
4.12.1 does not exist.

Suppose that B/Spec(R) is a complete, nonsingular curve, and E → B
a semistable family of elliptic curves. We write E0 → B0 for the reduction
modulo p, and assume that it is not isotrivial.

The Gauß–Manin connection

∇ : H1
dR(E/R) −→ H1

dR(E/R) ⊗ Ωlog

B/R

makes H := H1
dR(E/R) into a flat vector bundle with logarithmic singulari-

ties ([25]). Denote by Fil1(H) the filtration induced by the Hodge filtration.
Write E0 = E ⊗R k, and Σ0 for the set of points b ∈ B0 := B ⊗R k for

which the elliptic curve E0,b is singular.

Lemma 4.12.3 The bundle H := H1
dR(E0) is an elliptic bundle.

Proof: Since we assumed that g0 : E0 → B0 is not isotrivial, the fiber
of E0 above the generic fiber of B0 is a smooth ordinary elliptic curve.
It is well known that this implies that the Kodaira–Spencer map of H is
nontrivial. The statement that the p-curvature ΨH is nilpotent is shown
in [25]. The statement that the p-curvature is nonzero follows again from
the assumption that E0 is generically ordinary, by using that the Frobenius
morphism vanishes on Fil1(H) ⊂ H.
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Let tr : ∧2H → OB0 be the natural map induced by Serre duality which
identifies Fil1(H) = H0(E0,Ω) with the dual of Gr0(H) = H/Fil1(H) =
H1(E0,O). Write V̄ = H⊗ k(B0), and

〈·, ·〉 : Fil1(V̄ ) × Gr0(V̄ ) −→ k(B0)

for the corresponding alternating pairing. It is well known that this pairing
satisfies 〈V x, y〉 = 〈x, Fy〉, where V : V̄ → V̄ is the Verschiebung. We claim
that this is a trace map as in Definition 4.12.1. Let ω0 ∈ Γ(B0,Fil1(H)) =
H0(E0,Ω1) correspond to the invariant differential form on E0, and let ξ ∈
H1(E0,O) be the dual basis vector with respect Serre duality. Write Fξ =
Φξ. As in Section 4.3 it follows that we may lift ξ to a rational section η of
H such that Fη = Φη. Since we are in characteristic p, we have V F = 0.
This implies that V ω0 = Φω0. This shows that H is an elliptic bundle. �

Write ∇(D)2ω0 + δ∗1∇(D)ω0 + δ∗0ω0 = 0 ∈ H for the Picard–Fuchs differ-
ential equation. As in Section 4.3 it follows from V ω0 = Φω0 that Φ satisfies
the same differential equation, i.e. D2(Φ) + δ∗1D(Φ) + δ∗0Φ = 0. From this
one easily deduces as in Section 4.5 that

η = −D(Φ)
Φ

wω0 + w∇(D)ω0,

where w satisfies δ∗1 = dw/w, i.e. w is essentially a solution of the Wronskian
equation, cf. Section 4.1. Moreover, one checks that

∇(D)
ω0

Φ
=

1
wΦ

η.

As in Section 4.10 this implies that

ΨE(D⊗p)
(ω0

Φ
ω0,Φη
)

=

(
0 0

Dp−1 1
wΦ2

0

)(ω0

Φ
ω0,Φη
)

We finish this section with a concrete example. We formulate this here
in the more classical terms of families of elliptic curves, but it is clearly
equivalent to the formulation in terms of deformation data as we did before.

Example 4.12.4 Consider one of the families of elliptic curves over a pro-
jective line with four singular fibers found by Beauville [2]. Picard–Fuchs
differential equations of some of these families have been computed by Stien-
stra and Beukers [45] in characteristic zero. They also consider the differen-
tial equation in mixed characteristic zero, and relate the unit root eigenvalue
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of Frobenius to solutions of the Picard–Fuchs differential equation, similar
in spirit to the discussion in Section 1. For similar computations on the
family we consider here see [47].

Let p > 2 be a prime, and B = P1
Zp

. The family of semistable elliptic
curves over B we consider is given by

Et : (x + y)(xy − z2) =
xyz

t
.

This family is the universal elliptic curve with a Γ := Γ0(8) ∩ Γ1(4)-level
structure. The elliptic curve Et is singular if t ∈ Σ0 := {0,∞,±i/4}. One
checks that the modular curve B of level Γ admits a degree two cover π0 :
B → X0(8) ramified at t = 0,∞. Denote by Σ′

0 the image of Σ0 on X0(8).
Since π0 is Galois, this set has cardinality three. Clearly, what we compute
below is only a small illustration on all what can be said here. For example,
the relation to K3-surfaces is not touched upon. We refer to [45].

It is computed in [47] that the Picard–Fuchs differential equation of
H := H1

dR(E/k(B0)) is given by

L := t(16t2 + 1)(∂/∂t)2 + (48t2 + 1)(∂/∂t) + 16t.

We may choose an isomorphism X0(8) 	 P1
s such that the Picard–Fuchs

differential equation corresponding to X0(8) is Gauß’ hypergeometric differ-
ential equation

L′ := s(s − 1)(∂/∂s)2 + (2s − 1)(∂/∂s) +
1
4
.

In particular, Σ′
0 	 {0, 1,∞}. Moreover, π0 : B → X0(8) is given by s =

π0(t) = −16t2 and L is the pull-back of L′ via π0. This gives an alternative
way of computing the Picard–Fuchs differential equation in characteristic p.

We now consider the differential equation L in characteristic p. Let

Φ′ =
(p−1)/2∑

i=0

(
(p − 1)/2

i

)2

si ∈ Fp[s]

be the classical Hasse invariant. It satisfies L′(Φ′) = 0. Therefore

Φ(t) := Φ′(−16s2) (54)

satisfies L(Φ) = 0. Since degt(Φ) = p − 1, this implies that Φ is the Hasse
invariant of E, in the notation of the proof of Lemma 4.12.3 (cf. Section 3).
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Let w = t(t2 + 1/16) be the minimal solution of ∂w/∂t = (48t2 +
1)/(16t3 + t) = δ∗1 . Put v = 1/(wΦ2). As in Section 3, it follows from
the differential equation that the residue of v at a zero of Φ (a supersingular
point) is zero. Write {b1, b2} = π−1

0 (1) = {±i/4}. Then

Rest=0v = − 1
Φ(0)2

, Rest=b1v = Rest=b2v =
1

b1(b1 − b2)Φ(b1)2

It follows from (54) and the well-known fact that Φ′(0) = 1 and Φ′(1) =
(−1)(p−1)/4 that Φ(0) = 1 and Φ(bi)2 = 1. Therefore

Rest=0v = 16, Rest=b1v = Rest=b2v = −8.

Writing D = ∂/∂s, we find that

Dp−1v = −16
tp

+
8

(t − b1)p
+

8
(t − b2)p

= − 1
tp(t2 + 1/16)p

=: −W p.

This describes the Hurwitz deformation datum corresponding to the elliptic
bundle, as in Section 4.10. We find

y(p−1)/2 = Φ2, θ =
y

t(t2 + 1/16)
dt.

5 The Swan conductor of a Hurwitz curve

Let f : Y → P1 be a G-Galois cover branched at four ordered points
x0, x1, x2, x3 in characteristic zero, and H the component of the Hurwitz
space of G-Galois covers such that f corresponds to a point of H. The goal
of this section is to relate the reduction of f to characteristic p with the
reduction of the natural map π : H → P1

λ. Assume that (P1;xi) is generic
and that f has special bad reduction to characteristic p. Let (E ,∇) be the
corresponding pseudo-elliptic bundle. The main result of this section inter-
prets (E ,∇) as a differential Swan conductor in the sense of Kato associated
to the Galois closure of π (Theorem 5.3.2). In Section 5.1 we review Kato’s
definition of the Swan conductor. In Section 5.2 we determine minimal field
over which the stable reduction f̄ of f may be lifted to characteristic zero
(Proposition 5.2.3). In Section 5.3 we use this to prove the main result.

relies on the determination of the minimal field over which the stable
reduction f̄ of f may be lifted to characteristic zero (Proposition 5.2.3).
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5.1 Review of Kato’s Swan conductors We define the Swan con-
ductor of a finite Galois extension L/K of complete discrete valued fields
whose residue field extension is purely inseparable, following Kato [23]. In
case the degree of L/K is p, this Swan conductor may be identified with the
deformation datum of the residue field extension (Example 5.1.5).

Let K be a complete discrete valuation field, with residue class field k
of characteristic p > 0. We write OK for the valuation ring of K and mK

for its maximal ideal. We denote by vK the normalized valuation, with
vK(K×) = Z. Given an element x ∈ OK , we write x̄ ∈ k for its residue
class. We make the following assumption on the residue field k.

Assumption 5.1.1 The field k has an absolute p-basis of length 1.

Equivalently, the k-vector space of absolute differentials Ωk of k has
dimension 1. A unit x ∈ O×

K such that dx̄ is a basis of Ωk is called a
generator of K. Another equivalent formulation of Assumption 5.1.1 is that

[k : kpn
] = pn,

for all n ≥ 0 ([32, p. 201ff]).
We define the group SK as the group of units of the k-algebra⊕

i,j∈Z

mi
K/mi+1

K ⊗ Ω⊗j

k .

For an element x ∈ K×, let [x] be the corresponding element of mi
K/mi+1

K ⊂
SK (with i := vK(x)). Similarly, for an element ω ∈ Ω⊗j

k , we write [ω] for the
corresponding element of SK . The group law for SK is written additively.
Thus, if we fix a generator x of K and a prime element πK , then every
element of SK can be written in the form

[f (dx̄)⊗
i
] + n · [πK ],

for unique integers i, n and a unique element f ∈ k. In other word, the
choice of x and πK yields an isomorphism SK

∼= k× ⊕ Z2.
Let K be as before, and L/K a finite Galois extension, which satisfies

the following condition.

Assumption 5.1.2 The extension of residue class fields l/k is purely in-
separable, of degree

[l : k] = [L : K] = pn,

and generated by one element, i.e. l = k(x̄).
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This assumption corresponds to Case II in Kato’s paper [23]. An ele-
ment x ∈ O×

L whose residue class x̄ generates the extension l/k is called a
generator of L/K. Such an element is automatically a generator of the field
L (in the sense we gave this term above).

Note that if K satisfies Assumption 5.1.1 and L/K satisfies Assumption
5.1.2, then L satisfies Assumption 5.1.1 as well. We have natural injections

mK/m2
K ↪→ mL/m2

L, Ωk ↪→ Ω⊗pn

l .

The last map sends f dx̄pn ∈ Ωk to f (dx̄)p
n ∈ Ω⊗pn

l , where x̄ is an arbitrary
generator of the extension l/k. Therefore, we obtain a natural injection

SK ↪→ SL.

One checks easily that the quotient group SL/SK is killed by pn = [L : K].
Fix a generator x of L/K. For σ ∈ Gal(L/K), σ �= 1, we define

sL/K(σ) := [dx̄] − [x − σ(x)] ∈ SL.

One easily checks that this definition is independent of the choice of x. We
also set

sL/K(1) := −
∑
σ �=1

sL/K(σ).

The element sL/K(1) ∈ SL is also called the different of L/K, and is denoted
by DL/K . The different is the Swan conductor of the augmentation ideal.

Let H be a normal subgroup of Gal(L/K), and M := LH . Then for all
τ ∈ Gal(M/K), τ �= 1, we have

sM/K(τ) =
∑
σ �→τ

sL/K(σ), (55)

see [23, Proposition 1.9]. In particular, the right hand side of (55) lies in
SM ⊂ SL. One easily deduces from (55) the transitivity of the different, i.e.
the formula

DL/K = DL/M + DM/K . (56)

Let L/K be a Galois extension satisfying the Assumptions 5.1.1 and
5.1.2. Set G := Gal(L/K). Note that G is a p-group. Let Z̃ denote the ring
of algebraic integers. We fix a pth root of unity ζ ∈ Z̃, and define

ε(ζ) :=
∑

a∈F
×
p

[a] ⊗ ζa ∈ SK ⊗Z Z̃.

Note that ε(ζa) = [a] + ε(ζ).
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Definition 5.1.3 Let χ : G → Z̃× be a virtual character. The Swan con-
ductor of χ (with respect to ζ ∈ Z̃) is the element

swL/K(χ) :=
∑
σ∈G

sL/K ⊗ χ(σ) + χ(1) · ε(ζ) ∈ SL ⊗ Z̃.

Proposition 5.1.4 (a) swL/K(χ) ∈ SK .

(b) Let H be a subgroup of G, M := LH , χ a virtual character of H and
χ̃ the induced virtual character on G. Then

swL/K(χ̃) = |G/H| · (swL/M (χ) + χ(1) · DM/K).

(c) Let H be a normal subgroup of G, M := LH , χ a virtual character of
G/H and χ′ the restriction of χ to G. Then

swL/K(χ′) = swM/K(χ).

Note that (a),(b) and (c) are analogies of well known properties of the
classical Swan conductor, see e.g. [42]. Here (b) and (c) are more or less
formal consequences of (55) and (56), whereas (a) corresponds to the Hasse–
Arf Theorem and is quite deep. For a proof, we refer to [23, Proposition 3.3
and Theorem 3.4].

By Proposition 5.1.4.(a) we can write

swL/K(χ) = δ(χ) · [πK ] − [ θ(χ) ],

with δ(χ) ∈ Z and θ(χ) ∈ Ω⊗n
k , n ∈ Z. Following [19], we call δ(χ) the

depth of χ and θ(χ) the differential Swan conductor of χ. The integer δ(χ)
is called the discriminant in [40]. Note that θ(χ) depends implicitly on the
choice of the prime element πL.

Example 5.1.5 Suppose G is cyclic of order p. Suppose, moreover, that K
contains a primitive pth root of unity ζ. In particular, K has characteristic 0.
(We do not distinguish ζ ∈ K from ζ ∈ Z̃.) By Kummer theory, L = K(y),
with x := yp ∈ O×

K , and we have a generator σ of G such that σ(y) = ζy.
We distinguish two cases. In the first case, we suppose that x̄ �∈ kp.

Then L/K is a µp-torsor and y is a generator of the extension L/K, and we
have

sL/K(σa) = [
dȳ

ȳ
] − [λ ] − [ a ],
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for all a ∈ F×
p , and with λ := ζ − 1. Now if χ : G → Z̃ is a character with

χ(σ) = ζb, then

swL/K(χ) =


∑

a∈F×
p

ζab − 1


 ·
(

[
dȳ

ȳ
] − [λ ]
)
− ε(ζb) + ε(ζ)

= −p ·
(

[
dȳ

ȳ
] − [λ ]
)
− [ b ]

= [λp ] − [ b
dx̄

x̄
].

Hence, the depth of χ is
δ(χ) =

p · eK

p − 1
,

where eK := vK(p) is the absolute ramification index of K. Furthermore,
if we choose a suitable root of λ as prime element πL, the differential Swan
conductor is

θ(χ) = b · dx̄

x̄
.

For the second case, we suppose that x̄ is a pth power in k. Then L/K
is an αp-torsor, and one can show that x = zp(1 + πpn

K u), with z, u ∈ O×
K ,

ū �∈ kp and 0 < n < eK/(p− 1), see for example [19]. Write y = z(1+ πn
Lw).

Then w̄p = ū, hence w is a generator of L/K. Therefore, we get

sL/K(σa) = [ dw̄ ] − [λπ−n
L ] − [ a ].

A similar calculation as above yields

swL/K(χ) = −p · ([ dw̄ ] − [λπ−n
L ]) − [ b ]

= [λpπ−pn
L ] − [ bdū ].

Hence, the depth of χ is

c(χ) =
p · eK

p − 1
− pn,

and the differential Swan conductor is

θ(χ) = b · dū.

But this implies that θ(χ) is just the differential form corresponding to the
torsor L/K ([50, Section 2.2]).
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5.2 The auxiliary cover In this section we recall Raynaud’s construc-
tion of the auxiliary cover ([41]). This is used in the next section to describe
the Swan conductor of a Hurwitz curve. The following notation is fixed in
this section.

Let R be a complete discrete valuation ring of mixed characteristic p, let
L be its fraction field and l be its residue field. Let f : Y → P1 be a G-Galois
cover branched at four points x0 = ∞, x1 = 0, x2 = 1, x3 = λ, defined over
L. After extending L, we may suppose that the stable reduction of f is
defined over L. We suppose that

(a) p strictly divides the order of G,

(b) the ramification indices of f are prime-to-p,

(c) λ is transcendental over Qp,

(d) f has special reduction (Section 2.2).

As usual, we denote the stable model of f : Y → P1 by fR : YR → XR

and the stable reduction by f̄ : Ȳ → X̄ . We choose an irreducible component
Ȳ0 of Ȳ above the original component X̄0. Write G0 ⊂ G (resp. I0) for the
decomposition group (resp. inertia group) of Ȳ0 and let ḡ0 : Z̄0 → X̄0 be the
corresponding Galois cover with Galois group H0 := G0/I0. We denote by
χ : H0 → F×

p the character describing the action by conjugation of H0 on
I0, as in Section 2.2. We fix a lift H0 ⊂ G0. Let ω be the differential form
corresponding to Ȳ0 → Z̄0. Then (ḡ0, ω) is a special deformation datum.
Assumption (c) implies that ω is a logarithmic differential form (Proposition
2.3.3). We assume furthermore that

(e) Φ is nonzero.

(Compare to Assumption 4.2.1.)
We start by recalling the definition of the auxiliary cover of f from [41,

Section 3.2]. As in Section 2.2, we write B = Bprim ∪ Bnew for the set of
tails of X̄ . Let X̄i be the irreducible component corresponding to i ∈ B.
Recall that X̄i intersects the original component X̄0 in a unique point τi.
For i ∈ Bprim, we denote by x̄i the specialization of the branch point xi of
f : Y → P1 to X̄i. For i ∈ Bnew, we choose a l-rational point x̄i ∈ X̄i −{τi}.
We also choose a lift xi of x̄i to a L-rational point of X.

It is shown in [41, Section 3.2] that there exists a G0-Galois cover faux :
Y aux → X over L with Y aux smooth which is branches at (xi)i∈B. The
cover faux : Y aux → X has special stable reduction over L, and its stable
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reduction gives rise to the deformation datum (ḡ0, ω). Informally, the stable
reduction f̄aux : Ȳ aux → X̄ looks as follows. The restriction of f̄aux to the
original component X̄0 is Ȳ0 → X̄0. Let Ȳi be an irreducible component of
Ȳ aux above the tail X̄i. We fix an intersection point ηi of Ȳi with Ȳ0. The
restriction of f̄aux to Ȳi is a separable Galois cover f̄i : Ȳi → X̄i branched only
at τi and xi whose Galois group is the decomposition group in f̄ : Ȳ → X̄ of
ηi. The ramification of f̄i above τi is “the same” as the ramification of τi in
the restriction of f̄ to X̄i. Since we assume that f̄ has special reduction, this
just means that both covers have the same ramification invariant σi ([51,
Lemma 2.12]).

In Section 4.10, we associated to (ḡ0 : Z̄0 → X̄0, ω) another deformation
datum (C0, θ). We call this the Hurwitz deformation datum. (The relevant
Hurwitz space is defined in Section 5.3.) Recall that it lives on a certain
cover B0 → P1

λ in characteristic p. The deformation datum of the Hurwitz
space defines therefore maps

D0 → C0 → B0 → P1
λ,

where π0 : B0 → P1
λ is the accessary parameter cover (Section 3.4), C0 → B0

is a cyclic cover of order dividing p − 1 (Section 4.10) and D0 → C0 is the
µp-torsor corresponding to the logarithmic differential form θ on C0. We
denote the function fields of these curves over F̄p by

k(D0) ⊃ k(C0) ⊃ k(B0) ⊃ k(λ).

For the application we have in mind, we are only interested in the wild
ramification of L, therefore it is no restriction to replace k(C0) (resp. k(D0))
by the separable closure k(λ)sep (resp. k(D0)sep) in some fixed algebraic
closure of k(λ).

We denote by K(λ) the function field of P1
λ over Cp = ˆ̄Qp. Let v0 be the

valuation of K(λ), and write K̂(λ) for the completion of K(λ) with respect
to v0. We denote by K̂1(λ) the maximal tamely ramified extention of K̂(λ);
its residue field is k(λ)sep.

Lemma 5.2.1 The G0-Galois cover faux : Y aux → X may be defined over
an extention K̂2(λ) of K̂1(λ) of degree p. The residue field of K̂2(λ) is
k(D0)sep.

Proof: Write ZR for the quotient of Y aux
R by the normal subgroup I0 of G0

and write Z̄ for its special fiber. We denote by Z̄i the image of Ȳi in Z̄.
For i ∈ B, the induced cover Z̄i → X̄i is a Galois cover of degree prime to
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p branched at at most two points, it follows that the genus of Z̄i is zero.
In other words, the cover g : Z → X has good reduction if we forget the
markings; its reduction is just ḡ0 : Z̄0 → X̄0. It follows that Z may by
defined over K̂1(λ).

It remains to consider the minimal extention of K̂1(λ) over which we can
define Y aux → Z. Let Y aux

R,∗ be the (singular) curve obtained by contracting
the tails of Y aux

R . Its special fiber has cusps as singularities ([51, Section
3]), and admits a µp-torsor Ȳ aux

∗ → Z̄0 (loc. cit.; the curve Ȳ aux
∗ was de-

noted by Ȳsing in Section 3.4). This µp-torsor corresponds to the logarithmic
differential form ω on Z̄0.

The differential form ω on Z̄0 corresponds to a line bundle L̄ which
lies in J(Z̄0)[p](k(C0))χ. Recall from Section 3.4 that the set of lifts of L̄
to an element of J(Z)[p]χ is a µp-torsor. This torsor defines an extension
K̂2(λ)/K̂1(λ) of degree p. By construction, the corresponding residue field
extention is exactly k(D0)sep/k(λ)sep. It follows that faux : Y aux → X may
be defined over K̂1(λ). This proves the lemma. �

Lemma 5.2.2 The auxiliary cover faux : Y aux → X has stable reduction
over K̂2(λ).

Proof: The proof of this lemma follows from a arguments of Raynaud on
the wild monodromy ([41, Section 4.2]), together with a more precise version
proved in [51, Lemma 2.17].

Let Lst be the minimal extension of K̂2(λ) over which faux : Y aux →
X acquires stable reduction. Let Γw = Gal(Lst, K̂2(λ)). Since K̂1 is the
maximal tamely ramified extension of K̂(λ), it follows that Γw is a p-group.
Steps 2 and 3 of the proof of [41, Proposition 4.2.4] directly carry over to
our situation, and show that Γw acts trivially on Ȳ0 and the primitive tails
(X̄i)i∈Bprim

. As in Step 1 of the proof of [41, Proposition 4.2.4]), we deduce
from the fact that σi ≥ (p+1)/(p−1) for i ∈ Bnew that Γw does not permute
the new tails.

Suppose that there exists a tail i ∈ B such that Γw act nontrivially on
Ȳi. Then [41, Lemme 4.2.6] implies that Γw ∩Gi �= ∅. Since Γw is a p-group
and p strictly divides the order of G0, it follows that Γw∩Gi = Γw∩G0 = i0.

Consider tuples (γ0γi | i ∈ B), where γ0 ∈ G0 and γi : Ȳi
∼→ Ȳi is an

(outer) automorphism of the tail Ȳi which commutes with the action of the
decomposition group Gi and fixes ηi. (Recall that ηi is a fixed intersection
point of Ȳi with Ȳ0.) Denote by A0

G0
(f̄aux) the set of tuples (γ0; γi | i ∈ B)

satisfying the following conditions.

(1) The element γ0 ∈ G0 centralizes H0 ⊂ G0.
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(2) The equality
γ−1

0 ◦ α ◦ γ0 = γi ◦ α ◦ γ−1
i

holds for all α ∈ Gi.

In [51, Section 2.2.4] this set is called the group of automorphisms of the
special G0-map f̄aux. Lemma 2.17 of [51] states that we have an inclusion

Γw −→ A0
G0

(f̄aux)/CG0 ,

where CG0 is the center of G0.
Let (γ0; γi) be nontrivial such that its class in A0

G0
(f̄aux) is contained

in the image of I0 ⊂ Γw. Since I0 ⊂ G0, we may take γi = 1 for i ∈ B.
Condition (2) implies that I0 ⊂ CGi for all i ∈ B. Since G0 is generated by
(Gi)i∈B, it follows therefore that I0 ⊂ CG0 . This implies that σi ∈ Z, for all
i ∈ B. Since the ramification of faux has prime-to-p order, it follows that
σi �= 0. But this contradicts the vanishing cycle formula (17). We conclude
that Γw is trivial, and hence that Lst = K̂2(λ). �

Proposition 5.2.3 The G-Galois cover f : Y → X = P1 may be defined
over K̂2(λ).

Proof: This follows immediately from Lemma 5.2.2 and the construction
of the auxiliary cover by formal patching ([41, Section 3.2]). Namely, it is
shown in [41, Lemme 3.2.3] that there exists an étale cover X ′ → X covering
X̄0 such that

(Y ×X X ′ −→ X ′) = IndG
G0

(Y aux ×X X ′ −→ X ′).

The cover fR : YR → XR is obtained from faux
R : Y aux

R → X by patching
IndG

G0
Y aux together with suitable lifts of f̄i|X̄i−τi

. The restriction of f̄i to the
complement of τi in X̄i is tame for all i ∈ B. Since K̂1(λ) is the maximally
unramified extention of K̂(λ), this implies that f : Y → X may be defined
over K̂2(λ). �

5.3 The Swan conductor of a Hurwitz space We use the assump-
tions and notations of Section 5.2.

Let HG/Qp be the inner Hurwitz space parameterizing G-Galois covers
of P1 branched at four ordered points x0 = ∞, x1 = 0, x2 = 1, x3 = λ.
There exists a smooth projective variety Hadm

G containing HG as an open
subset. The complement Hadm

G −HG parameterizes so-called admissible G-
Galois covers ([49]). Let H = Hf be the connected component of Hadm

G
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such that the class of f corresponds to a point of H. Then H is defined
over a finite extention of Qp which we denote by Qp(H). Let π : H → P1

λ

be the map which sends the class of a G-Galois cover to the branch point
x3 = λ. Let � : H → P1

λ be the Galois closure of �. We denote the Galois
group of � by Γ and the Galois group of H/H by Γ0. For what follows, it is
more convenient to extend the scalars to Cp = ˆ̄Qp. We write K(H) for the
function field of H over Cp and K(λ) (resp. K(H)) for the corresponding
function field of P1

λ (resp. H).
Let v0 be the valuation of K(λ) corresponding to X̄0. If v is a valuation

of K(H) above v0, we write Dv (resp. Iv) for the decomposition group (resp.
the inertia group) of v.

Theorem 5.3.1 (a) For all valuations v of K(H) above v0, the index of
Iv ∩ Γ0 in Iv is at most p.

(b) There exists a v as in (a) such that the index of Iv ∩ Γ0 in Iv is p.

Proof: Proposition 5.2.3 implies that there exists an inclusion K(H) →
K̂2(D). Since f : Y → P1 cannot be defined over K̂1(λ), it follows that

K̂2(λ) = K̂1(λ) · K(H). (57)

It follows that we may choose a valuation v of K(H) above v0 such that
K̂2(λ) is contained in the completion K(H)v of K(H) with respect to v.
Equation (57) implies that K(H)v = K̂1(λ) · K(H). We conclude that

Gal(K(H)v, K̂2(λ)) = Iv ∩ Γ0.

This implies that the index of Iv ∩ Γ0 in Iv equals the degree of K̂2(λ) →
K̂1(λ) which is p. This proves (a).

If v is a valuation of K(H) above v0 such that K̂2(λ) is not contained in
the completion K(H)v, then clearly the inertia group Iv is contained in Γ0.
This proves (b). �

Theorem 5.3.2 Let v be a valuation of K(H) above v0 such that the index
of Iv ∩ Γ0 in Iv is p. There exists a nontrivial virtual character ξ : Iv → Z̃×

with kernel Iv ∩Γ0 such that the differential Swan conductor θ(ξ) equals the
differential θ.

Proof: Let v be as in the statement of the theorem, and let ξ : Iv/Iv ∩Γ0 →
Z̃× be a nontrivial virtual character. We denote by θ(ξ) the corresponding
differential Swan conductor. Recall from Section 5.1 that θ(ξ) is a differential
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form on the cover of P1
λ corresponding to the extention of function fields

Mv/k(λ), where Mv is the residue field of K(H)Iv
v . The group Dv ∩ Γ0/Iv ∩

Γ0 leaves the differential form θ(ξ) invariant, therefore θ(ξ) descents to a
differential form on the curve with function field

MDv∩Γ0/Iv∩Γ0
v .

But this is just the field k(C0). Therefore θ(ξ) is the differential Swan con-
ductor of the µp-torsor k(D0)/k(C0). Example 5.1.5 implies that changing
the character ξ multiplies θ(ξ) by a constant b ∈ F×

p . Therefore for suitable
choice of ξ we have that θ(ξ) = θ. �

6 The existence of covers with special reduction

The goal of this section to give sufficient conditions for the existence of
covers with special reduction, satisfying Assumption 4.2.1.(b). We also give
examples illustrating the results of Section 5. We mainly consider the case
of SL2(p) and PSL2(p)-Galois covers of the projective line branched at four
points. The reason is that for these groups we know the reduction of three-
point-covers ([14]; recalled in Section 6.1). This gives us good control over
the possible signatures of the reduction (Section 6.2).

A remarkable property of SL2(p)-covers f : Y → P1
C branched at three

points is that they are rigid. This means essentially that there is a unique
cover with fixed ramification, up to isomorphism. In [14] it is shown that
this property implies that if f̃ has bad reduction, then σi = (p + 1)/(p − 1)
for all i ∈ Bnew. In other words, in the terminology of Section 3.1 all new tail
are nonsingular. More generally, one can show that the same holds for all
SL2(p)-Galois covers of P1

C with special bad reduction branched at r +1 ≥ 3
points (Proposition 6.2.4). A similar statement for the PSL2(p)-cover f can
be easily deduced from this.

6.1 Reduction of three point covers In this section we recall some re-
sults of [14] on the reduction of SL2(p)-covers of the projective line branched
at three points. We suppose that p ≥ 5. Choose primitive (p − 1)th root of
unity ζ ∈ Fp and a primitive (p + 1)th root of unity ζ̃ ∈ Fp2. Define

C(i) = {A ∈ SL2(p) | tr(A) = ζi + ζ−i }

and
C̃(i) = {A ∈ SL2(p) | tr(A) = ζ̃i + ζ̃−i }.
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These are the conjugacy classes of SL2(p) of elements of order prime to
p. We write pA and pB for the two conjugacy classes of order p. Sup-
pose C = (C0, C1, . . . Cr) is a tuple of conjugacy classes of SL2(p) and
x = (x0, x1, . . . , xr) is a tuple of pairwise distinct points of P1

C. We write
Nir+1(C,x) for the set of isomorphism classes of SL2(p)-covers Y → P1

C

branched at x with class vector C. This means that the canonical generator
of inertia of some point of Y above xi, with respect to a chosen compatible
set of roots of unity, is an element of the conjugacy class Ci. More concretely,

Nir+1(C,x) = {(g0, g1, . . . , gr) | PSL2(p) = 〈gi〉, gi ∈ Ci,
∏

i

gi = 1}/G.

Here G acts by uniform conjugation. We call two such covers fi : Yi → X
isomorphic if there exists an SL2(p)-equivariant automorphism φ : Y1 → Y2

such that f1 = f2 ◦ φ.
Now suppose that r + 1 = 3. It is no restriction to suppose that x =

{∞, 0, 1}. Let C = (C0, C1, C2) be a triple of conjugacy classes of SL2(p).
Let K/Qp be a finite extension such that the SL2(p)-covers parameterized
by Ni3(C) may be defined over K. Choose a prime ℘ of K above p, and
replace K by its completion with respect to ℘. Define

Nibad
3 (C) = { f ∈ Ni3(C) | f has bad reduction }.

For i = 0, 1, 2, we define an integer ai by

ai =




p − 1 − 2l if Ci = C(l),
p + 1 − 2l if Ci = C̃(l),
0 if Ci ∈ {pA, pB}.

The following theorem is proved in [14].

Theorem 6.1.1 (a) Suppose that Ci ∈ {pA, pB}, for some i = 0, 1, 2.
Then Nibad

3 (C) = Ni3(C) and

|Ni3(C)| =




1 if a0 + a1 + a2 < p − 1,
2 if a0 + a1 + a2 = p − 1 and Ci = C̃(l) for some i,
0 otherwise

(b) Suppose Ci �∈ {pA, pB} for i = 0, 1, 2. Then |Ni3(C)| ∈ {0, 2} and

|Nibad
3 (C)| =




2 if a1 + a2 + a3 < p − 1,
2 if a1 + a2 + a3 = p − 1 and Ci = C̃(l) for some i,
0 otherwise
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(c) Suppose that [f ] ∈ Nibad
3 (C). Then the deformation datum corre-

sponding to the stable reduction f̄ of f is special and multiplicative.
It has signature (a0/(p − 1), a1/(p − 1), a2/(p − 1)) and all new tails
are nonsingular.

Proof: It follows immediately from the definition that f has bad reduction
if Ci ∈ {pA, pB}, for some i. The second part of (a) follows from rigidity
([14, Propostion 3.1.ii]) and the proof of [14, Theorem 5.6]. Part (b) fol-
lows from [14, Proposition 3.1.i] and [14, Theorem 5.6.b]. It is shown in
[14, Corollary 5.4] that the new tails of a deformation datum corresponding
to [f ] ∈ Nibad

3 (C) are nonsingular. (Such deformation data are called hy-
pergeometric in that paper.) The rest of (c) follows from the proof of [14,
Theorem 5.6.b]. �

A consequence of the results of [14] is also a description of the SL2(p)-
covers which may occur above the tails of the stable reduction of an SL2(p)-
cover.

Definition 6.1.2 Let k be an algebraically closed field of characteristic
p > 0. Let G be a finite group. A G-tail cover over k is a (not necessarily
connected) cover fk : Yk → P1

k such that fk is wildly branched at ∞ of
order pn with n prime to p and tamely branched at no more than one other
point. We say that fk is a primitive tail cover if it is branched at two points.
Otherwise, we call fk a new tail cover.

The ramification invariant, σ, of a G-tail cover fk is the ramification
invariant of the unique wildly branched branch point.

Proposition 6.1.3 Let G = SL2(p), with p > 3.

(a) Suppose that fk : Yk → P1
k is a connected, primitive G-tail cover with

0 < σ ≤ 1. Then the canonical generator of inertia of some point of
Yk above the tame branch point is contained in C̃(l), for some l, and
σ = (p + 1 − 2l)/(p − 1). These properties determine the tail cover
uniquely, up to isomorphism.

(b) Suppose that fk : Yk → P1
k is a connected, new G-tail cover with

1 < σ ≤ 2. Then σ = (p + 1)/(p− 1) and Yk is the unique nonsingular
projective curve given by the equation

xyp+1 − xp+1y = 1. (58)
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Proof: Part (a) is proved in [14, Proposition 5.5]. Part (b) is proved in [14,
Proposition 5.3]. �

It is possible to give similar equations for the primitive tail covers of
Proposition 6.1.3.(a). A matrix A ∈ SL2(p) acts on the curve defined by
(58) by (

x y
xp+1 yp+1

)
�→ A

(
x y
xp+1 yp+1

)
.

It is straightforward to deduce from Theorem 6.1.1 a corresponding result
for PSL2(p)-covers of the projective line branched at three points, since
one can lift every such PSL2(p)-cover to an SL2(p)-cover branched at three
points.

6.2 A criterion for special reduction Suppose that r + 1 = 4 and
p ≥ 3. Let G be a group whose order is strictly divisible by p. Let f :
Y → P1

K be a G-Galois cover branched at x0 = ∞, x1 = 0, x2 = 1, x3 = λ of
order prime to p defined over a complete discrete valued field K of mixed
characteristic p. We suppose that (P1

K ;xi) is generic, i.e. λ is transcendental
over Qp. The goal of this section is to prove a criterion which ensures that
all cover with bad reduction have special reduction. We prove this only for
G = SL2(p). However the first result (Proposition 6.2.1) holds without this
assumption.

Suppose that f : Y → P1
K has bad nonspecial reduction, and write

f̄ : Ȳ → X̄ for its reduction, as usual. Choose an irreducible component
Ȳ0 of Ȳ above the original component X̄0. Let (ḡ0, ω) be the corresponding
deformation datum.

As in the beginning of Section 3.4, we let B be the set of critical points of
the deformation datum, and write σi = νi + ai/(p − 1) with 0 ≤ ai < p − 1.
We denote by Bprim = {0, 1, 2, 3} ⊂ B the set of primitive critical points
and Bnew = B − Bprim the set of new critical points. Since the reduction
f̄ : Ȳ → X̄ is not special, it follows that there is either an i ∈ Bprim such
that νi ≥ 1 or an i ∈ Bnew such that νi ≥ 2. The vanishing cycle formula
(Lemma 2.2.4.(a)) together with the assumption that Bwild = ∅ implies that

∑
i∈B

ai = p − 1; (59)

therefore there is a unique i ∈ B such that νi = 1 if i ∈ Bprim or νi = 2 if
i ∈ Bnew. Let Bram = {i ∈ B | ai �= 0}.

116



Proposition 6.2.1 Let f be as above. Suppose that f : Y → P1
K has bad

nonspecial reduction. Then there exists an i ∈ B such that σi ∈ Z.

Proof: We use the notation from Section 3.4.
Lemma 3.4.2 states that the kernel, Def (Ȳsing,G0)loctriv, of the local-

global morphism

Def (Ȳsing,G0) −→
∏

i∈Bram

Def (Ŷi,G0)

has dimension zero. Therefore the local-global morphism is an isomorphism.
Let R ∈ Ck be a local artinian k-algebra of equal characteristic p, and let

YR be a G0-equivariant deformation of Ȳsing. Denote by Z̄0,R → X̄0,R (resp.
ωR) the corresponding H0-Galois cover (resp. logarithmic differential form).
Let j ∈ Bram, and let zj ∈ Z̄0 be a point above τj ∈ X̄0. We denote by
Hj ⊂ H0 the decomposition group of zj and let mj = (p− 1)/ gcd(p− 1, aj)
be its order. There exists a local parameter t on Z̄0,R at zj such that
OZ̄0,R,zj

= R[[t]] and h∗t = ξ(h)·t for some character ξ : Hj → R×. Following
[52, Section 5.4], we say that ȲR is j-special if

ωR = t−1+(aj+p−1)/ gcd(p−1,aj)(c0 + c1t + · · · ) dt,

where ci ∈ R and c0 ∈ R×. In other words, the order at zj of ωR is equal to
the order of ω.

We consider the subfunctor

Def (Ŷj ,G0)sp ⊂ Def (Ŷj ,G0)

of j-special local deformations. Lemma 5.13 of [52] implies that if σj �∈ Z

for all j, then a deformation is locally trivial if and only if it is j-special for
all j ∈ Bram. We now give the idea of the proof of this lemma.

It is clear that local triviality implies j-specialty for all j ∈ Bram. Let
hj = mjσj the conductor of τj, and suppose that σj is not an integer. The
µp-cover Ȳsing → Z̄0 may locally be given by a Kummer equation yp = v,
where

v = 1 + xhj + higher order terms.

Let n′ = gcd(hj ,mj) and n = mj/n
′. Since σj is not an integer it follows

that n �= 1. Let σ ∈ H0 be an automorphism of order n. We may choose
the parameter x such that σ(x) = ζnx for some primitive nth root of unity
ζn ∈ Fp. This is possible since n|(p − 1). Let ȲR be an G0-equivariant
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deformation of Ȳsing which is j-special, but not locally trivial around zj .
Then the µp-torsor ȲR → Z̄0,R is given by an equation yp = vR, where

vR = c + xhj + · · · ,

for some c ∈ R×, since the deformation is j-special. The fact that σ does
not commute with the µp-action, implies that

vσ
R = vζn

R wp.

But this implies that c is a pth-power in k which contradicts the fact that the
deformation not locally trivial. Note however, that the deformation becomes
locally trivial after pull back via a purely inseparable extension. �

In the rest of this section we suppose that G = SL2(p). A similar con-
sideration holds for PSL2(p), and probably for other linear groups as well.
Let f : Y → P1

K be a G-Galois cover over K branched at x = ∞, 0, 1, λ with
class vector C = (C0, C1, C2, C3), where we suppose that Ci �= pA, pB for
all i. As in Section 6.1 we define

ai =
{

p − 1 − 2l if Ci = C(l),
p + 1 − 2l if Ci = C̃(l),

(60)

for i = 0, 1, 2, 3.
The following proposition is in some sense an analog of Theorem 6.1.1

for G-Galois cover of P1
K branched at four points. Since four-point covers

are not rigid, the statement is not as strong as for three-point covers. The
proposition gives a criterion on the class vector C which guarantees that all
G-covers with bad reduction have special reduction.

Proposition 6.2.2 Let f : Y → P1
K be an SL2(p)-Galois cover defined over

K with class vector C = (C0, C1, C2, C3). Suppose that f : Y → P1
K has

nonspecial bad reduction to characteristic p.

(a) We have
a0 + a1 + a2 + a3 ≤ p − 1.

If a0 +a1 +a2 +a3 = p−1, there exists an i ∈ Bprim = {0, 1, 2, 3} such
that Ci = C̃(l).

(b) Moreover, for all i ∈ Bprim we have σi = ai/(p − 1). For all i ∈ Bnew

except possibly one, we have σi = (p + 1)/(p− 1). For the exceptional
i (if it exists) we have σi = 2.
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Proof: Let f : Y → P1
K be a G-Galois cover with class vector C =

(C0, C1, C2, C3). Suppose that f : Y → P1
K has nonspecial bad reduction to

characteristic p, and denote the stable reduction by f̄ : Ȳ → X̄ . Proposition
6.2.1 implies that one of the following two cases occurs.

• There exists a unique i ∈ Bprim = {0, 1, 2, 3} such that σi = 1.

• There exists a unique i ∈ Bnew such that σi = 2.

Let i ∈ Bnew (resp. i ∈ Bprim). By the above, it follows that σi ≤ 2 (resp.
σi ≤ 1). Therefore there is a unique tail X̄i of X̄ which intersects X̄0 in the
critical point τi.

If i ∈ Bnew, the decomposition group Gi ⊂ G of an irreducible component
Ȳi of Ȳ above X̄i is a quasi-p group, i.e. a group which is generated by its
Sylow p-subgroup. Therefore Gi is either the full group SL2(p) or a cyclic
group of order p. Proposition 6.1.3 implies therefore that either σi = 2 and
Gi 	 Z/p or σi = (p + 1)/(p − 1) and Gi = SL2(p).

If i ∈ Bprim, Proposition 6.1.3 implies that σi = ai/(p − 1), where ai

is as defined in (60). Moreover, also in this case the tail cover is uniquely
determined up to isomorphism by the conjugacy class Ci. This proves (b).
Part (a) now follows from the vanishing cycle formula (59). If a0 +a1 +a2 +
a3 = p−1, there are no new critical points. The condition on the conjugacy
classes follows from the observation that Ȳ should be connected. �

For completeness, we state the following analog of Proposition 6.2.2 for
covers with special bad reduction.

Lemma 6.2.3 Let f : Y → P1
K be an SL2(p)-Galois cover branched at

x = ∞, 0, 1, λ with special bad reduction. Then σi = ai/(p − 1) for all
i ∈ Bprim and σi = (p + 1)/(p − 1) for all i ∈ Bnew.

Proof: This follows immediately from Proposition 6.1.3, since 0 < σi < 1
(resp. 1 < σi < 2) for all i ∈ Bprim (resp. i ∈ Bnew), by definition of special
reduction. �

Lemma 6.2.3 and Proposition 6.2.2.(b) together with Proposition 2.4.1
imply the following proposition.

Proposition 6.2.4 Let (ḡ0, ω) be a deformation datum with:

• r + 1 = |Bprim| = 4,

• 0 ≤ σi = ai/(p − 1) ≤ 1 with ai even for i ∈ Bprim = {0, 1, 2, 3},
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• σi ∈ {(p + 1)/(p − 1), 2} for i ∈ Bnew.

Then there exists an SL2(p)-cover f : Y → P1
K branched at four points

which has bad reduction which gives rise to the deformation datum (ḡ0, ω).

Proof: This follows from a standard formal-patching argument, as in the
proof of Corollary 3.4.5. �

6.3 The p-cusps In this section we give a sufficient condition for As-
sumption 4.2.1.(b) to be satisfied. Recall that this condition states that the
dual Hasse invariant Φ is nonzero.

Let G be a finite group whose order is strictly divisible by p. Let
H/Qp(H) be a connected component of the inner Hurwitz space parame-
terizing G-Galois covers of P1 branched at four points, as in Section 5.3.
Write π : H → P1

λ for the natural map. We call the points π−1({0, 1,∞})
the cusps of H. Recall that they parameterize admissible G-covers.

Let K be a complete discrete valuation field of characteristic zero whose
residue field, k, is an algebraically closed field of characteristic p > 0. Let
(Xadm;x0, x1, x2, x3) be a stably marked curve of genus zero. It consist
of two irreducible components X ′,X ′′ which meet in a unique point µ.
Let fadm : Y adm → Xadm be an admissible G-Galois cover branched at
x0, x1, x2, x3. Choose a point ρ ∈ Y adm above µ, and write Y ′, Y ′′ for the ir-
reducible components of Y adm which pass through ρ, where we suppose that
Y ′ (resp. Y ′′) maps to X ′ (resp. X ′′). Write f ′ : Y ′ → X ′ and f ′′ : Y ′′ → X ′′

for the restrictions. Then f ′ and f ′′ are branched at at most three points.

Definition 6.3.1 We say that fadm
K is a p-cusps of the Hurwitz space H if

the ramification index of µ in fadm
K is equal to p.

Proposition 6.3.2 Let f : Y → P1
K be a G-Galois cover branched at four

points x0 = ∞, x1 = 0, x2 = 1, x3 = λ of order prime to p with bad reduction.
Suppose that f specializes in equal characteristic zero to a p-cusp. The
following holds.

(a) The cover f has special reduction to characteristic p.

(b) Assumption 4.2.1.(b) is satisfied.

Proof: Let f : Y → P1
K be as in the statement of the proposition and write

f̄ : Ȳ → X̄ for its stable reduction. Our assumptions imply in particular that
(P1

K ;xi) is generic, hence (P1
K ;xi) has good reduction. Choose a component
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Ȳ0 of Ȳ above the original component X̄0 and let (ḡ0 : Z̄0 → X̄0, ω) be the
corresponding deformation datum. We write B for the set of critical points
of (ḡ0, ω).

Let fadm : Y adm → Xadm be the p-cusp to which f specializes, and write
f ′ : Y ′ → X ′ and f ′′ : Y ′′ → X ′′ for the associated three point covers. Let
G′ (resp. G′′) be the decomposition group of Y ′ (resp. Y ′′).

Since fadm is a p-cusp, the covers f ′ and f ′′ both have bad reduction.
This follows from Theorem 6.1.1, since µ is branched of order p. Denote
the stable reduction of f ′ and f ′′ by f̄ ′ : Ȳ ′ → X̄ ′ and f̄ ′′ : Ȳ ′′ → X̄ ′′.
Let (ḡ′0 : Z̄ ′

0 → X̄ ′
0, ω

′) (resp. (ḡ′′0 : Z̄ ′′
0 → X̄ ′′

0 , ω′′)) be the deformation
datum of f̄ ′ (resp. f̄ ′′). We write B′ and B′′ for the set of critical points of
(ḡ′0, ω

′) and (ḡ′′0 , ω′′). Since the ramification index of µ is p, we have that
σµ′ = σµ′′ = 0. Moreover, the point µ specializes to a point µ′ (resp. µ′′)
on the original component X̄ ′

0 (resp. X̄ ′′
0 ). This means that we may define

a G-equivariant map of semistable curve f̄adm : Ȳ adm → X̄adm by suitably
identifying points in the fiber above µ′ in IndG

G′ Ȳ ′ with points in the fiber
above µ′′ in IndG

G′′ Ȳ ′′. Comparing the genus of Ȳ adm and Y adm as in the
proof of [13, Proposition 2.5.3.(b)], we find that g(Y adm) = g(Ȳ adm), hence
f̄adm is the reduction of fadm (compare to [13, Section 2.5]).

Since f specializes to fadm, it follows that also f̄ specializes to f̄adm.
The proposition will now follow by comparing the genus of Ȳ adm with the
genus of Ȳ . The vanishing formula (Lemma 2.2.4.(a)), together with the
assumption that the ramification indices of f are prime to p, implies that∑

i∈B′
ai = p − 1,

∑
i∈B′′

ai = p − 1. (61)

Since g(Y adm) = g(Ȳ adm) = g(Y ) it follows that no new critical point of
(ḡ0, ω) specialize to the point µ in X̄adm. Therefore a new critical point τi

of (ḡ0, ω) specializes either to a new critical point τi for i ∈ B′
new ∪ B′′

new

on X̄adm or to one of the points τ0, τ1, τ2, τ3 on X̄ ′
0

∐
X̄ ′′

0 − {µ′, µ′′}. Since
σµ′ = σµ′′ = 0, it follows from (61) that∑

i∈B

ai =
∑
i∈B′

ai +
∑
i∈B′′

ai = 2(p − 1).

This implies that f has special reduction.
To prove (b), we consider the cover ḡadm

0 : Z̄adm
0 → X̄adm

0 . It is an admis-
sible cover which is the specialization of ḡ0 : Z̄0 → X̄0. Its restriction to X̄ ′

0

(resp. X̄ ′′
0 ) is induced from ḡ′0 (resp. ḡ′′0 ). Since the ramification index of µ

is p, it follows that the reduction of µ ∈ X̄adm
0 is unramified in ḡadm

0 . Equa-
tion (61) implies that dimk H1(Z̄ ′

0,O)χ = dimk H1(Z̄ ′′
0 ,O)χ = 0. Therefore
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it trivially follows that the Frobenius morphism F is an isomorphism on
H1(Z̄ ′

0,O)χ and H1(Z̄ ′′
0 ,O)χ = 0. It is well known that this implies that

F : H1(Z̄adm
0 ,O)χ → H1(Z̄adm

0 ,O)χ is an isomorphism as well ([7, Lemma
1.3]). This implies that F : H1(Z̄0,O)χ → H1(Z̄0,O)χ is an isomorphism.
Part (b) follows. �

Corollary 6.3.3 Let f : Y → P1
K be a G-Galois cover with bad reduction

which specializes to a p-cusp fadm : Y adm → Xadm. Let π0 : B0 → P1
λ be the

accessary-parameter cover defined by the deformation datum of the stable
reduction of f . Then [fadm] corresponds to a point b0 ∈ π−1

0 ({0, 1,∞}) ⊂ Σ0

with logarithmic monodromy.

We refer to Section 4.1 for the definition of logarithmic monodromy.

Proof: Let f and fadm be as in the statement of the corollary. Proposition
6.3.2 implies that f has special reduction. Let (E ,∇) be the flat vector
bundle corresponding to f . The construction of the cover f̄adm in the proof
of Proposition 6.3.2 defines a point b0 ∈ π−1

0 ({0, 1,∞} ⊂ Σ0. Moreover, the
proof implies that ordb0(Φ) ≡ ordb0(Φ∗) ≡ 0 mod p. Let αb0 , βb0 be the local
exponents of the differential equation corresponding to (E ,∇). Proposition
4.5.2 implies that αb0 = βb0 = 0. Therefore b0 has logarithmic monodromy.

�

6.4 An example In this section we consider a concrete example of
SL2(p)-covers with bad reduction and discuss what can be said about the
reduction of the corresponding Hurwitz spaces.

Let p ≥ 7 be a prime number and a = (a0, a1, a2, a3) := (p−5, p−5, 2, 2).
It follows that d = 2(p − 1) − (a0 + a1 + a2 + a3) = 2.

We start by computing the possible deformation data with signature
σ = (σi = ai/(p − 1)). We want to find a solution u of degree 2 of the
differential equation

L(u) = P0u
′′ + P1u

′ + P2u = 0, with

P0 = x(x − 1)(x − λ), P1 = 2x2 + x(λ + 1) − 4λ, P2 = −6x + β, (62)

as in Section 3.3. One checks that the accessary parameter β should satisfy

(β + 8λ)(14βλ + 56λ + β2 + β) = 0.

If p = 7 we find that β equals either 0, −1 or −λ. The corresponding
deformation datum is in all three cases essentially the same. If p ≥ 11 the
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polynomial 14βλ + 56λ + β2 + β is irreducible in Fp[β, λ], and there are two
really different possibilities for the accessary parameter.

From now on we suppose that p ≥ 11, since this is the more interesting
case. Let π2

0 : B2
0 → P1

λ be the cover defined by

λ = − β(β + 1)
14(β + 4)

. (63)

Note that it is ramified in the points with β2 + 8β + 4 = 0, and the genus of
B2

0 is zero. Then

u(x) = 7(β + 4)2x2 − 7β(β + 4)x + 2β(β + 1)

is a solution of the differential equation (62). It is the unique such solution,
up to multiplication with an element of k(B0).

Let ḡ0 : Z̄0 → P1
k be the (p − 1)/2-cyclic cover of smooth projective

curves corresponding to u and a, i.e. Z̄0 is the normalization of a connected
component of the curve given by the Kummer equation

zp−1 = xa1(x − 1)a2(x − λ)a3u2.

Denote by Σ0 = π−1
0 ({0, 1,∞}) = {0,−1,−7,−8,−4,∞} the set of β ∈ B0

for which Z̄0,b is singular. The curve Z̄0 lives over B2
0 − Σ0. Write ω0 =

z dx/x(x − 1)(x − λ) ∈ H0(Z̄0,Ω).
Up to multiplying by an element of F×

p , the Hasse invariant and the dual
Hasse invariant are given by

Φ∗ =
ψ

(β + 4)6
, Φ =

β(β + 8)(β2 + 8β + 4)ψ
(β + 4)2

,

where
ψ = β4 + 16β3 + 141β2 + 616β + 3136

is the polynomial whose zeros are the supersingular points. It follows that
assumptions (a)–(e) of Section 5.2 are satisfied for the deformation da-
tum corresponding to (ḡ0, ω0). Note that π2

0 : B2
0 → P1

λ is unramified at
the supersingular points, therefore the Kodaira–Spencer map is everywhere
nonzero (Theorem 4.7.5). Let (E2,∇2) be the corresponding pseudo elliptic
bundle. It follows from Lemma 3.2.1 and Proposition 4.2.2 that Σ0 is the
set of singularities of the differential equation corresponding to the pseudo
elliptic bundle (E2,∇2).
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Let D = ∂/∂β. One computes that the differential equation satisfied by
ω0 is given by

∇(D)2ω0 + δ∗1∇(D)ω0 + δ∗0ω0 = 0 ∈ H1
dR(Z̄0,Ω)χ,

where

δ∗1 =
4

β + 4
+

2
β

+
1

β + 7
+

1
β + 1

+
2

β + 8
,

δ∗0 =
73
28β

− 13
7(β + 7)

+
13

7(β + 1)
− 18

(β + 4)2
− 73

28(β + 8)
.

Let

v =
∂λ/∂β

Φ∗Φλ(λ − 1)
= − 14(β + 4)8

β2(β + 8)2(β + 1)(β + 7)ψ2
.

One computes that −Res0(v) = −Res−1v = Res−7v = Res−8v = 3/67228,
and that the residue of v at all other points of B2

0 is zero. It follows that

Dp−1v =
3

67228

(
1
βp

+
1

(β + 1)p
− 1

(β + 7)p
− 1

(β + 8)2

)

=
3(β2 + 8β + 4)p

4802βp(β + 1)p(β + 8)p(β + 7)p
=

−3
67228

(∂λ/∂β)p

λp(λ − 1)p
=: −W p.

The corresponding deformation datum is given by

yp−1 =
W p

v
= − 3

343
(β2 + 8β + 4)pψ2

βp−2(β + 1)p−1(β + 7)p−1(β + 8)p−2(β + 4)8
,

θ = y dβ.

The signature of the deformation datum is

b 0 −1 −7 −8 −4 ∞ β2 + 8β + 4 = 0

σb
1

p−1 0 0 1
p−1

p−9
p−1

p−5
p−1

2p−1
p−1

.

We now compute the other possibility for a special deformation datum
of signature σ. Let B1

0 = P1
λ, and β = −6λ. The corresponding solution of

(62) is u = x2 − 2λx + λ. We leave it to the reader to compute that this
defines the following deformation datum

yp−1 = −(5λ2 − 5λ + 1)2

λp−2(λ − 1)p−2
, θ = y dλ.
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Note that the singularities are Σ0 = {λ = 0, 1,∞} and the supersingular
points are Σ1 = {5λ2−5λ+1 = 0}. The signature of the deformation datum
is

b 0 1 ∞

σb
1

p−1
1

p−1
p−3
p−1

.

Our next goal is to show that both special deformation data are induced
by some SL2(p)-covers with bad reduction with a certain class vector C.
Moreover, we show that all SL2(p)-covers with class vector C have special
reduction. Let G = SL2(p). Choose a primitive (p − 1)th root of unity
ζ ∈ F×

p , and let C1 = C((p − 3)/2) and C2 = C(2) be the conjugacy classes
of SL2(p) defined in Section 6.1.

Lemma 6.4.1 Let G = SL2(p) and K a complete local field of mixed char-
acteristic p, which we suppose to be sufficiently large.

(a) Let (ḡ0, ω) be one of the two deformation data we constructed above.
There exists a G-Galois cover f : Y → P1

K over K with class vector
C = (C1, C1, C2, C2) branched at four points which has bad reduction.
Moreover, we may choose f such that the corresponding deformation
datum is (ḡ0, ω).

(b) Let f : Y → P1
K be a G-Galois cover with class vector C over K.

Suppose that f has bad reduction. Then f has special reduction.

Proof: The class vector C corresponds to the signature σ0 = σ1 = (p −
5)/(p−1) and σ2 = σ3 = 2/(p−1). For i ∈ Bnew we have σi = (p+1)/(p−1).
Proposition 6.1.3 implies that for exist tail covers with ramification invariant
σi for all i ∈ B. Proposition 6.2.4 implies now that there exists a G-Galois
cover f : Y → P1

K with class vector C = (C1, C1, C2, C2) branched at four
points x0, x1, x2, x3 which has bad reduction and whose reduction gives rise
to the deformation datum (ḡ0, ω). This proves (a).

For (b), suppose that f : Y → P1
K is any G-Galois cover with class

vector C which has bad reduction. Let (ḡ0, ω) be the deformation datum of
its reduction and write (σi) for the signature. Proposition 6.2.2 implies that
σi = ai/(p − 1) for i ∈ Bprim = {0, 1, 2, 3}, where ai are as defined in the
beginning of this section. In particular a0 + a1 + a2 + a3 = 2p − 6 > p − 1.
Therefore it follows from Proposition 6.2.2 that f has special reduction.
Lemma 6.2.3 implies that σi = (p + 1)/(p− 1) for all i ∈ Bnew. This implies
that all G-Galois cover with class vector C have special reduction. �
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Part (b) of Lemma 6.4.1 states that we constructed all possible defor-
mation data corresponding to the reduction of G-Galois covers with class
vector C.

We now describe the cusps with bad reduction, using the notation intro-
duced in Section 6.3. Let H(C)/Qp(C) be the Hurwitz space parameterizing
G-Galois covers of P1 branched at four points x0 = ∞, x1 = 0, x2 = 1, x3 = λ
with class vector C. Let fadm : Y adm → Xadm be an admissible G-
Galois cover corresponding to a cusp of H(C). As in Section 6.3, we write
f ′ : Y ′ → X ′ and f ′′ : Y ′′ → X ′′ for the corresponding three-point covers.
Suppose that at least one of f ′ and f ′′ has bad reduction. Let us consider
the cusps above λ = 0 and suppose that x1, x3 specialize to X ′ and x0, x2

specialize to X ′′. Write µ for the point of Xadm where X ′ and X ′′ intersect,
and C′ = (C1, C2, C3) for the class vector of both f ′ and f ′′. Here C3 is the
conjugacy class corresponding to the ramification of µ. We use that fadm is
admissible and g ∼ g−1 in G. Theorem 6.1.1 implies the following.

Lemma 6.4.2 Let f ′ : Y ′ → X ′ be a (possibly disconnected) G-Galois
cover with class vector (C1, C2, C3). Then f ′ has bad reduction if and only
if

C3 ∈ {pA, pB, C((p − 3)/2), C̃((p − 1)/2)}

and p divides the order of the decomposition group of a connected component
of Y ′.

This gives a concrete way of computing the number of SL2(p)-covers
with bad reduction, similar to the result of [13, Section 5]. In the rest of
this section we sketch the procedure.

Let H be a connected component of H(C) and suppose that g(H) > 1.
Write H̄ for the stable reduction of H. (Contrary to what we did so far,
we do not consider a marking on H.) The cover π : H → P1

λ extends to
a map π̄ : H̄ → P1

λ,k which will not be finite in general. The irreducible
components of H which map surjectively to P1

λ,k are called the horizontal

components. The irreducible components of H̄ which are mapped to a point
on P1

λ,k are called the vertical components. Let f : Y → P1
K be a G-Galois

cover corresponding to a point of H above the generic point of P1
λ. Suppose

that f has bad reduction, and let H̄(f) be the corresponding horizontal
component of the reduction. We call such component a bad horizontal
component. The bad degree is the the total degree of all bad components
over P1

λ,k. The deformation datum of f defines an accessary-parameter cover
π0 = π0(f) : B0(f) → P1

λ,k. Analogous to [13, Theorem 3.1.2], it may be
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shown that we obtain an isomorphism between B0(f) and the underlying
reduced subscheme of H̄(f). This relies on the deformation theory of µp-
torsors, as explained in Section 5.2 together with the arguments of Section
5.3. Therefore one may count the number of bad components, by using the
description of the cusps with bad reduction we gave above. It would be
interesting to see how much information this gives on the reduction on the
Galois closure of the Hurwitz space, as in [9].

To make the previous discussion more concrete, suppose that p = 11.
For convenience, we divide out by the center of G, i.e. we suppose that
G = PSL2(p). Let C = (C1, C1, C2, C2) be as above, and let H(C) be the
Hurwitz space parameterizing G-Galois covers with class vector C. Using
the computer program GAP, one computes that H(C) has three connected
component which we denote by H1, H2 and H3. The degree of πi : Hi → P1

λ

is 164, 110, 328, for i = 1, 2, 3. The Galois group Γi of the Galois closure of
πi is isomorphic to S82, A55, A82.

Write

Ni(C) = {(g0, g1, g2, g3) | gi ∈ Ci and G =< gi >}/G

for the set of Nielsen classes. Here G acts on the tuples (g0, g1, g2, g3) by
uniform conjugacy. By Riemann’s existence theorem, the Nielsen classes
correspond to the G-Galois covers over a fixed marked curve (P1

K ;xi). In
our special case, we write Ni(C)i for the subsets of Ni(C) corresponding to
the connected component Hi of H. These are the orbits under the pure Artin
braid group B(4) ([48]). It is well known how to describe the cusps in terms
of the action of the braid group: the cusps above λ = 0 (resp. λ = 1, resp.
λ = ∞) correspond to the orbits of Ni(C) under certain concrete elements
b0 (resp. b1, resp. b∞) of the pure Artin braid group, see for example [49].

As an example, we consider the cover π3 : H3 → P1
λ. Table 1 gives a list

of the cusps above λ = 0 ∈ P1
λ. Here |G′| (resp. |G′′|) is the order of the

decomposition of a connected component of Y ′ (resp. Y ′′) in the notation we
explained above, n is the ramification index of the singular point µ, ‘number’
is the number of such cusps and ‘ram’ its ramification index in π3. The last
entry labels the different types of cusps.

The cusps labeled 11A are p-cusps (Section 6.3). They correspond to
admissible covers fadm : Y adm → Xadm in characteristic zero; the restric-
tion of fadm to both X ′ and X ′′ is a cover with class vector (C1, C2, C3),
where C3 ∈ {pA, pB}. In particular, both f ′ and f ′′ have bad reduction and
the cusps [fadm] specializes to to a bad horizontal component. Corollary
6.3.3 implies that the reduction of the p-cusp [fadm] corresponds to a loga-
rithmic singularity on a horizontal bad component. We have seen that the
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Table 1: The cusps of π3

|G′| |G′′| n number ram label

5 660 5 4 1 5A

660 5 5 4 1 5B

55 660 5 16 5 5C

660 55 5 16 5 5D

60 60 2 10 2 2A

60 660 3 8 3 3A

660 60 3 8 3 3B

660 660 6 8 6 6A

660 660 11 4 11 11A

underlying reduced subspace of a horizontal bad component is isomorphic
to either B1

0 or B2
0 . Since the pseudo elliptic bundle (E1,∇1) corresponding

to B1
0 does not have any logarithmic singularities, it follows that a p-cusp

[fadm] specializes to a horizontal bad component whose underlying reduced
subscheme is isomorphic to B2

0 . In particular, it follows that the number
N2 of such horizontal bad components, counted with multiplicity, is 4 which
is the number of p-cusps. To compute the multiplicity, one needs a more
precise analyses of the universal deformation rings (cf. [13, Section 3]).

To compute the number N1 of horizontal bad components whose under-
lying reduced subscheme is isomorphic to B1

0 , we need to consider the other
cusps with bad reduction. Lemma 6.4.2 implies that the cusps with labels
2A, 3A, 3B have admissible reduction. It remains to consider the cusps with
label 5A, 5B, 5C, 5D, 6A. A cusp [fadm] is called a bad cusp if either f ′ or
f ′′ have bad reduction to characteristic p.

Lemma 6.4.3 (a) All cusps of label 5C and 5D are bad cusps.

(b) Half of the cusps of label 5A and 5B are bad cusps.

(c) A quarter of the cusps of label 6A are bad cusps.

Proof: Since H3 is the only connected component of H(C) whose degree over
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P1
λ is 328, it follows that H3 may be defined over Qp. Let fadm : Y adm →

Xadm correspond to a cusp of label 5C, and write f ′ : Y ′ → X ′ (resp.
f ′′ : Y ′′ → X ′′) for the corresponding three-point covers, in the notation of
Section 6.3. The table above states that the decomposition group G′ of Y ′

has order 55; it is no restriction to suppose that it is the Borel subgroup
of G consisting of upper triangular matrices. The decomposition group G′′

of Y ′′ is the full group G = PSL2(p). By assumption f ′′ : Y ′′ → X ′′ is
ramified of order 5 above µ. It can be shown that every cusp [fadm] for
which (|G′|, |G′′|, n) = (55, 660, 5) lies on the component H3. (For example,
this follows from listing all cusps corresponding to the components H1 and
H2.)

To the cusp [fadm] corresponds (noncanonically) a tuple (g0, g1, g2, g3) ∈
Ni(C)3 (more precisely, an orbit under the element b0 ∈ B(4)). We may
lift this tuple to a tuple (h0, h1, h2, h3) ∈ C1 × C1 × C2 × C2 of elements
in SL2(p), with product h0h1h2h3 = ±1. Let h̃3 = ±h3 be such that
h0h1h2h̃3 = 1. We may lift f ′′ to an SL2(p)-Galois cover branched a three
points which is branched at x0, x2, µ with class vector C′′ = (C1, C2, C3)
where C3 = C(l) for l ∈ {1, 2, 3, 4}. This cover corresponds to the Nielsen
class [(h0, h1h2h

−1
1 , h1h̃3)]. In fact, a more careful calculation of the cusps

shows that C3 ∈ {C(1), C(4)}. Lemma 6.4.2 states that f ′′ has bad reduction
if and only if C3 = C(4).

We may lift f ′ to a P̃ -Galois cover with Nielsen class [(h1, h̃3, (h1h̃3)−1)],
where P̃ ⊂ SL2(p) has order 55 if h̃3 = h3 and order 110 otherwise. Write
C′ = (C ′

1, C
′
2, C

′
3) for the class vector of f ′. It follows that C ′

1 = C(4), C ′
2 ∈

{C(2), C(3)}, C ′
3 ∈ {C(1), C(4)} in the notation of Section 6.1. The cover

f ′ : Y ′ → X ′ factors as Y ′ → Z ′ → X ′, where Gal(Y ′, Z ′) 	 Z/p and
g′ : Z ′ → X ′ is cyclic of order p − 1 = 10 or (p − 1)/2 = 5. Renormalizing
the branch points of g′ to x = 0, 1,∞, we may identify Z ′ with a connected
component of the smooth projective curve given by the Kummer equation

zp−1 = xa1(x − 1)a2 , 0 < a0, a1, a3 < p − 1, a0 + a1 + a2 ≡ 0 mod p − 1.

The statement on the class vector of f ′ implies that

a0 ∈ {1, 4, 6, 9}, a1 ∈ {1, 4, 6, 9}, a2 ∈ {2, 3, 7, 8}.

It follows that the only possibilities are

(a0, a1, a2) ∈ {(1, 1, 8), (6, 1, 3)}.

In particular, a0+a1+a2 = p−1. But this implies that f ′ has bad reduction.
This implies that all cusps of label 5C are bad cusps. By symmetry, the
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same follows for the cusps of label 5D. This proves (a). Part (b) follows by
a similar argument.

We conclude that the bad degree dbad is greater than or equal to 4 · 11+
4 · 1 + 2 · 16 · 5 = 208. Let B be a bad horizontal component. Theorem 5.3.1
implies that the map B → P1

λ is inseparable. This implies that p divides the
bad degree. Since 208 ≤ dbad ≤ 208 + 6 · 8, we conclude that dbad = 220.
This proves (c). �

It is not so easy to directly count the number of bad cusps of label 6A
as we did for the cusps of label 5∗. The reason is that there are cusps of
label 6A which occur in the component H2, and it is more difficult, though
probably not impossible, to distinguish between the two.

Since the degree of π2
0 is 2, the number N1 of bad horizontal compo-

nents, counted with multiplicities, whose underlying reduced subscheme is
isomorphic to B1

0 is equal to (220 − 4 · 2 · 11)/11 = 12.
Denote by �3 : H3 → P1

λ the Galois closure of π3. As we remarked
before, its Galois group Γ3 is isomorphic to A82. The calculation of the bad
horizontal components clearly gives some information on the reduction of
�3 : H3 → P1

λ. Since the bad degree is nonzero and strictly less than the
degree of π3, it follows that �3 : H3 → P1

λ has bad reduction. Since the
order of Γ3 is strictly less p2 = 121, the order of the inertia group I0 of an
irreducible component of H̄3 above the original component is an elementary
abelian p-group. One can limit the possibilities for the order of this inertia
group from the bad degree. It should be possible to get more information by
using a more careful analyses of the universal deformation rings and making
a more systematic study of the Swan conductors of G-Galois covers such
that the Sylow p-subgroup of G is elementary abelian.
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[41] M. Raynaud. Spécialisation des revêtements en caractéristique p > 0.
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[43] J.-P. Serre. Groupes algébriques et corps de classes. Publications de
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