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Abstract Content-only retrieval of XML documents deals with the problem of
locating the smallest XML elements that satisfy the query. In this paper, we inves-
tigate the application of a specific language model for this task, namely Amati’s
approach of divergence from randomness. First, we investigate different ways for
applying this model without modification by redefining the concept of an (atomic)
document for the XML setting. However, this approach yields a retrieval qual-
ity lower than the best method known before. We improved the retrieval quality
through extending the basic model by an additional factor that refers to the hier-
archical structure of XML documents.

1 Introduction

As XML document collections become more and more available, there is a growing
need for retrieval methods exploiting the specific features of this type of documents.
Since XML documents contain explicit information about their logical structure, XML
retrieval methods should take into account the structural properties of the documents to
be retrieved. One of the two tracks of INEX (initiative for the evaluation of XML re-
trieval [Fuhr et al. 03]) deals witbontent-only queriesvhere only the requested con-

tent is specified. Instead of retrieving whole documents, the IR system should aim at
selecting document components that fulfil the information need. Following the FERMI
model [Chiaramella et al. 96], these components should be the deepest components in
the document structure, i. e. most specific, while remaining exhaustive to the informa-
tion need.

Whereas classical IR models have treated documents as atomic units, XML markup
implies a tree-like structure of documents. Content-only queries now search for subtrees
of minimum size that are relevant to the query. In order to address this problem, most
approaches are based on the notion of the so-caildek nodegor index elements):
Given the XML markup, not every XML element should be considered as a possible
answer, e.g. because the element is too fine-grained or it is missing important elements,
like a section body without the section title. So first the set of index nodes has to be
defined in some way, e.g. based on the DTD, or document-specific by applying some
heuristics. Now there are two possible approaches for addressing the retrieval task:

1 The work presented in this paper is founded by the German Research Foundation (DFG), as
part of the CLASSIX project.
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Figure 1. Approaches for computing the indexing weights of inner nodes

Indexing subtrees: The complete text of any index node is treated like an atomic docu-
ment, and some standard indexing method is applied. Due to the hierarchical struc-
ture, index nodes may be contained within each other. In contrast, most indexing
methods assume that the collection consists of disjoint text blocks, and so care has
to be taken in order to avoid violation of this assumption. Furthermore, the over-
lapping leads to some redundancy in the index file. Piwowarski et al. propose a
Bayesian network approach, where the retrieval weight of an index node also de-
pends on the weights of those nodes in which it is contained [Piwowarski et al. 03].
Grabs and Schek apply this idea when the query also involves structural conditions,
regarding as collection only those XML elements which are fulfilling the structural
conditions [Grabs & Schek 03].

Disjoint units: The document is split into disjoint units, such that the text of each
index node is the union of one or more of these disjoint parts. Then standard in-
dexing methods can be applied to the disjoint units, by treating them like atomic
documents, where the collection is made up of the units of the documents in the col-
lection. For retrieval, indexing weights for nodes consisting of several units must
be aggregated in some way; this makes the retrieval process more complex. Ogilvie
and Callan describe a language model following this approach, where the language
models of a 'higher level’ node is computed as the weighted sum of the language
models of its units [Ogilvie & Callan 03].

Figure 1 illustrates the differences between the two approaches for an example doc-
ument: The subtree method first collects word statistics (like e.g. document length
within-document frequenadyf ) for the complete text contained in the subtree, and then
computes the indexing weight based on these statistics. In contrast, the disjoint units
method first computes indexing weights for the leaf nodes, whereas the weights for the
inner nodes are derived from the combination of the weights in the leaf nodes.

Fuhr and Grossjohann describe an augmentation model based on the disjoint units
approach [Fuhr & Grof3johann 01]. Here indexing weights of units are propagated to the
index nodes containing these units. However, when propagating from one index node
to the next comprising node, the indexing weights are downweighted by multiplying
them with a so-called augmentation factor. The experimental evaluation within INEX
[Govert et al. 03] showed that this approach leads to top performance among the par-
ticipating systems. However, the augmentation model makes no assumptions about the
underlying indexing model. For the INEX runs, we used the BM25 indexing formula.

In this paper, we present a new model for content-only retrieval which combines
the subtree approach with language models. As starting point, we chose Amati’s frame-
work of retrieval, calleddivergence from randomness (dfAmati & Rijsbergen 02,

Amati 03]. We investigate several possibilities for applying this approach to XML re-
trieval, and combine it also with ideas from the augmentation approach.

The remainder of this paper is structured as follows: First in Section 2 we give a
brief survey into Amati’'s model. Then we investigate the application of this approach
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to XML retrieval in Section 3. Finally, in Section 4, we give a summary and an outlook
on our future work.

2 Divergence From Randomness

Amati and Rijsbergen introduce a framework for deriving probabilistic models of IR

[Amati & Rijsbergen 02]. These models are non-parametric models of IR as obtained in

thelanguage modedpproach. The term weighting models are derived by measuring the

divergence of the actual term distribution from that obtained under a random process.
There are two basic assumptions underlying this approach:

1. Words which bring little information are randomly distributed on the whole set of
documents. One can provide different basic probabilistic models, with probability
distributionProby, that define the notion aandomness in the context of.IR

2. If one restrict statistics to the set of all documents in which a term occurs, the
“elite” set, then one can derive a new probabilyob, of the occurrence of the
word within a document with respect to its elite set.

Based on these ideas, the weighting formula for a term in a document is the product
of the following two factors:

1. Proby is used for measuring theformation contenof the term in a document, and
(—log, Proby) gives the corresponding amount of information.

2. Proby, is used for measuring thieformation gainof the term with respect to its
‘elite’ set (the set of all documents in which the term occurs). The less the term is
expected in a document with respect to its frequency in the elite set (measured by

the counter-probabilityl — Proly), the more the amount of information is gained
with this term.

Now the weight of a term in a document is defined as
w = (1—Proby) - (—log, Prob;) =Infa-Infy Q)

For computing the two probabilities, the following parameters are used:

N number of documents in the collection,

tf term frequency within the document (since different normalisations are applied to
the term frequency, we usé; andt f, in the following formulas),

n size of the elite set of the term,

F term frequency in elite set.

Furthermore, leh = F /N in the following.

As probability distribution for estimatingrob,, three different probabilistic mod-
els are regarded in [Amati & Rijsbergen 02]; using various approximations, this finally
leads to seven different formulas. In this paper, we use only two of them:

D The approximation of the binomial model with the divergence:

Infy =tf1-log, % + <)\ + 12tif —tfl) -log,e+0.5log,(21-tf1)  (2)
1
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G The Geometric as limiting form of the Bose-Einstein model:

3)

Infi =—lo i—tf~|o L
1= 71007y ~thrl0% 7y

For the parameteinf, = (1 — Probyp) (which is also calledirst normalisatior),
Proby, is defined as the probability of observing another occurrence of the term in the
document, given that we have seen alreaflyccurrences. For this purpose, Amati
regards two approaches:

L Based on Laplace’s law of succession, he gets

Infy = 4
nta tfo+1 ( )
B Regarding the ratio of two Bernoulli processes yields
F+1
Inf,= ——— 5
"t ©)

These parameters do not yet consider the length of the document to be indexed.
For the relationship between document length and term frequency, Amati regards two
alternative hypotheses concerning the the density fungt{bnof the term frequency
in the document (whereis a constant to be chosen):

H1 The distribution of a term is uniform in the document. The term frequency density
p(l) is constant; that ip(l) = c.

H2 The term frequency densip(l) is a decreasing function of the length; thapi) =
c/l.

In this paper, we also regard the generalisation of these two assumptions:

p()=c-IP (6)

wheref3 is a parameter to be chosen (we get H1 \iite 0 and H2 withf = —1)

In order to consider length normalisation, Amati mapstth&equency onto a nor-
malised frequencyfn computed in the following way: Ldt(d) denote the length of
documentd andavl is the average length of a document in the collection. TtHeris

defined as:
I(d)+avl
tfn:/ NOLL )

I(d)

This approach yieldsfn=tf - % for HL andtfn=tf-log,(1+ %) for H2.
For considering these normalisations, Amati $éts=tf, =tfnin formulas 2-5
and then computes the term weight according to egn 1.
For retrieval, the query term weight f is set to the number of occurrences of the

term in the query. Then a linear retrieval function is applied:

R(q,d) th gtf-Infa(tfy) - Infy(tfy) (8)
€q
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3 Applying Divergence From Randomness to XML Documents

3.1 Test Setting

For our experiments, we used the INEX test collection [Fuhr et al. 03]. The document
collection is made up of the full-texts, marked up in XML, of 12 107 articles of the
IEEE Computer Society’s publications from 12 magazines and 6 transactions, covering
the period of 1995-2002, and totalling 494 megabytes in size. Although the collection
is relatively small compared with TREC, it has a suitably complex XML structure (192
different content models in DTD) and contains scientific articles of varying length. On
average an article contains 1532 XML nodes, where the average depth of a node is 6.9
(a more detailed summary can be found in [Fuhr et al. 02]). For our experiments, we
defined four levels of index nodes for this DTD, where the following XML elements
formed the roots of index nodes: article, section, ss1, ss2 (the latter two elements denote
two levels of subsections).

As queries, we used the 24 content-only queries from INEX 2002 for which rel-
evance judgements are available. Figure 2 shows the DTD of the queries applied. As
query terms, we considered all single words from the topic title, the description and the
keywords section.

For relevance assessments, INEX uses a two-dimensional, multi-valued scale for
judging about relevance and coverage of an answer element. In our evaluations de-
scribed below, recall and precision figures are based on a mapping of this scale onto a
one-dimensional, binary scale where only the combination *fully relevant’/’exact cov-
erage’ is treated as relevant and all other combinations as non-relevant. For each query,
we considered the top ranking 1000 answer elements in evalfation.

3.2 Direct Application of Amati's Model

In Section 2, we have described the basic model along with a subset of the weighting
functions proposed by Amati. Given that we have two different formulas for computing
Inf; as well as two different ways for computingf,, we have four basic weighting
formulas which we are considering in the following.

In a first round of experiments, we tried to apply Amati’'s model without major
changes. However, whereas Amati’'s model was defined for a set of atomic documents,
CO retrieval is searching for so-call@tlex nodesi.e. XML elements that are mean-
ingful units for being returned as retrieval answer.

As starting point, we assumed that the complete collection consists of the concate-
nation of all XML documents. When we regard a single index node, we assume that the
complete collection consists of documents having the same size as our current node.
LetL denote the total length of the collection drid) the length of the current node (as
above), then we compute the number of hypothetical documems-ak/I(d).

Table 1 shows the experimental results. The first two result columns show the av-
erage precision values for this setting when applying the four different weighting func-

2 The official INEX 2002 evaluation was based on the top 100 elements only — for details of
the INEX evaluation, see [Govert & Kazai 03].
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<?xml version="1.0" encoding="IS0-8859-1" ?>

<!-- An inex_topic has 4 parts: title, description, narrative and
keywords, and 3 attributes: the official INEX topic-id, query type
(CO=content-only, CAS=content-and-structure),

and ct-no (candidate topic number) -->

<!ELEMENT inex_topic (title,description,narrative,keywords)>
<!ATTLIST inex_topic
topic_id CDATA #REQUIRED
query_type CDATA #REQUIRED
ct_no CDATA #REQUIRED
>
<!ELEMENT title (#PCDATA)>
<!ELEMENT description (#PCDATA) >
<!ELEMENT narrative (#PCDATA) >
<!ELEMENT keywords (#PCDATA) >

Figure 2. DTD of the INEX 2002 queries

Table 1. Results from direct application vs. augmentation approach

document length Dynamic Fixed

B Norm.JL Norm.||B Norm.[L Norm.
Bernoulli 0.0109 [0.0356 |{0.0640 |0.0717
Bose-Einstein [{0.0214 |0.0338 ||0.0468 |0.0606
Augmentation 0.1120

tions. We assume that the poor performance is due to the fact that the weights derived
from different document lengths are not comparable.

As an alternative method, we computed the average size of an index node. The two
last columns in Table 1 show a much better retrieval quality for this case.

In the subsequent experiments, we focused on the second approach. By referring to
the average size of an index node we were also able to apply document length normali-
sation according to Equation 5. In conformance with H1 and H2 (explained in Section 2)
we tried the values 0 and -1 f@r The two first and two last (result) columns of TaBl2
show the corresponding results. The results show that length normalisatighwithl
improves retrieval quality in most cases. These results were also in conformance with
Amati’s findings thafd = —1 gives better results thgh= 0.

Subsequently we tried some other valueg¥ofFhe four middle (result) columns of
Table?? show the corresponding results = —0.75 andp = —0.80, with which we
got better results.

Overall, using a fixed average document length, and length normalisation, gave bet-
ter results than those achieved in the first round. However, the resulting retrieval quality
was still lower than that of the augmentation approach (see Table 1). Thus, in order
to arrive at a better retrieval quality, we investigated other ways than straightforward
application of Amati's model.
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Table 2. Results from 2nd normalisation with four different valuesor

B=0 B=_0.75 B=_0.80 B=_1
B Norm.]L Norm.|[[B Norm.]L Norm.[[B Norm.]L Norm.|[[B Norm.[L Norm.
Bernoulli 0.0391 |0.0586 |{0.0799 |0.1026 ||0.0768 [0.1005 ||0.0640 [0.0900
Bose-Einstein0.0376 |0.0609 ||0.0453 |0.0653 ||{0.0448 |0.0654 ||0.0376 |0.0651

3.3 Considering the Hierarchical Structure of XML Documents

In order to consider the hierarchical structure of our documents, we investigated differ-
ent ways for incorporating structural parameters within the weighting formula. Consid-
ering the basic ideas, as described in Section 2, the most appropriate way seemed the
modification of thelnf, parameter, which refers to the ‘elite’ set. Therefore, we com-
putedinf; as above, by performing document length normalisation with respect to the
average size of an index node.

For computingn f,, we also applied document length normalisation first, thus yield-
ing a normalised term frequentyn. Then we investigated several methods for ‘nor-
malising’ this factor with respect to the hierarchical document structure; we call this
processhird normalisation For this purpose, we introduced an additional parameter
h(d) specifying the height (or level) of an index node relative to the root node (which
hash = 1).

Using the level information, we first tried several heuristic formulastlise=tfn-
h(d)® andtf, =tfn-h(d)~%, which, however, did not result in any improvements.
Finally, we came up with the following formula:

tf, =tfn-(h(d)/a) 9)
Herea is a constant to be chosen, for which we tried several values. However, the

experiments showed that the choiceno not critical.

Table 3. Average precision for the Bose-Einstein L Norm combination with various values of

a 2 4 9 16 20 32 64 96 104 | 116 | 128
prec.| 0.0726| 0.0865| 0.0989 0.1059 0.1077| 0.1083) 0.1089 0.1094| 0.1087| 0.1081] 0.1077|

Table 4 shows the results for the combination of Bose-Einstein and Laplace normal-
isation, for which we got significant improvements. This variant also gave better results
in Amati's experiments.

The significant benefits through the third normalisation are also confirmed by the
recall-precision curves shown in Figure 3, where we compare our results (dfr) with and
without third normalisation to that of the augmentation approach.

In order to explain this outcome, let us consider the weighting formuldrffy
again; we are using the Laplace version of this formula, which yields:

1

Inf, =
27 tfn+1

(10)
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Figure 3. Recall-Precision curves for the best approaches

Using third normalisation, we now have instead:

1
MY tfn+1

a

Inf, = (11)

In the latter formulap controls the influence of the level parameter; fo= 1 and
h(d) = 1, we would get the same results as before.

As described by Amatilnf, measures the ‘risk’ or (potential) gain if the term is
accepted as a descriptor of the document. In both formulas, the gain increddes as
decreases. However, there are two major differences:

1. In general, third normalisation yields a higher gain, since we got the best retrieval
performance for values of the constanthich are much higher than those of the
levelh(d).

2. The risk/gain is higher for smaller levels. This observation conforms to the general
goal of the CO queries of the INEX task, where the most specific answers (i.e.
those with higher levels) should be preferred. Thus, if the system returns a lower
level element, the risk is higher.

Figure 4. Recall-Precision curves for the INEX 2003 submissions

In INEX 2003® we used the best configuration according to our experiments results,
i.e. Bose-Einstein and L Normalisation with the parameaters96 and3 = —0.80. This
submission ranked high among all submissions. The average precision achieved was
0.0906, while we got 0.1010 through our “augmentation” method with 0.2 as "augmen-
tation factor". Figure?? shows the recall-precision curves for these two submissions.

4 Conclusions and Outlook

XML retrieval is an important new area for the application of IR methods. Whereas
little research has been performed on retrieval of structured documents in the past, the
increasing availability of XML collections offers the opportunity for developing appro-
priate retrieval methods. Content-only retrieval of XML documents corresponds to the
classic ad-hoc retrieval task of atomic documents, but with the additional constraint of
locating the smallest XML elements that satisfy the query.

In this paper, we have investigated the application of a language model approach for
content-only retrieval. We have shown that a straightforward application of language

3 http://inex.is.informatik.uni-duisburg.de:2003/
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models is possible by appropriate redefinition of the concept of an (atomic) document
for the XML setting. In this setting, the experimental results for the different weighting
formulas are in line with Amati’s findings for the TREC collection. However, the re-
trieval quality resulting from this direct application was lower than the best results from
the first round of INEX.

By adopting ideas from the successful augmentation approach, we have extended
Amati's model by a third normalisation component which takes into account the hierar-
chical structure of XML documents. This approach has improved results, thus leading
to a retrieval quality comparable to that of the augmentation approach.

We view our work as a starting point for developing appropriate language models for
XML retrieval. In this paper, we have considered only one specific model of this kind,
for which we were able to provide an extension yielding a high retrieval quality. In the
future, we will study also other language models and investigate different extensions
for coping with XML retrieval.
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