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1. Introduction

Nanoparticles have attracted the attention of an increasing number of
researchers from several disciplines in the last ten years. The term ‘nanoparticle’ came
into frequent use in the early 1990s together with the related concepts, ‘nanoscaled’ or
‘nanosized’ particle. Until then, the more general terms submicron and ultrafine
particles were used. The term nanoparticle is generally used now in materials science
community to indicate particles with diameters smaller than 100 nm (El-Shall and
Edelstein, 1996). The term nanoparticles is used here interchangeably to refer to
particles in aerosols and particles in other situations respectively. A closely related but
not identical concept, ‘cluster’, indicates smaller nanoparticles with less than 104

molecules or atoms, corresponding to a diameter of only a few nanometers.
Nanomaterials or nanostructured materials have a characteristic length scale of

less than 100 nm, and therefore also include uni-axially stacked multilayers and
coatings. A further subset can be distinguished in these nanomaterials, i.e. the
nanophase materials which have a three-dimensional structure with a domain size
smaller than 100 nm. Nanophase materials are usually produced by compaction of a
powder of nanoparticles. They are characterized by a large number of grain boundary
interfaces in which the local atomic arrangements are different from those of the
crystal lattice (Weissmüller, 1996).

The small size of nanoparticles, which is responsible for the different properties
(electronic, optical, electrical, magnetic, chemical and mechanical) of nanoparticles
and nanostructured materials with respect to the bulk material, makes them suitable for
new applications. Having a size between the molecular and bulk solid-state structures,
nanoparticles have hybrid properties which are incompletely understood today,
creating a challenge for theoreticians as well. Some examples of these properties are
lower melting temperature (Goldstein et al., 1992), increased solid-solid phase
transition pressure (Tolbert and Alivisatos, 1995), lower effective Debye temperature
(Fujita et al., 1976), decreased ferroelectric phase transition temperature (Ishikawa et
al., 1988), higher self-diffusion coefficient (Horvath et al., 1987), changed
thermophysical properties (Qin et al., 1996) and catalytic activity (Sarkas et al., 1993).

‘Nanocomposites’ consist of nanoparticles dispersed in an continuous matrix,
creating a compositional heterogeneity of the final structure. The nanocomposites
usually involve a ceramic or polymeric matrix and are not restricted only to thin films.
These materials show interesting properties such as alloying of normally immiscible
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materials (Linderoth and Moerup, 1990) and higher critical superconductor transition
temperature (Goswami et al., 1993).

The size-dependent properties of nanostructured materials make them
interesting for potential technological applications. This has led before the 1990s to
applications such as supported nanoscale catalysts and pigments, based mainly on the
large surface area to volume ratio in these systems. After 1980, a renewed interest took
place in nanomaterials research. Brus (1983) suggested quantum confinement effects
to occur specifically in semiconductor nanoparticles. Birringer et al. (1984) developed
a method for synthesizing amounts of weakly agglomerated nanoparticles for
producing nanophase materials with a large volume fraction of grain boundaries.
Improved mechanical properties of nanophase ceramics were observed in these
materials, such as increased hardness by Koch and Cho (1992). Finally, one of many
other important findings was the giant magnetoresistance in nanocomposites
discovered by Carey et al. (1992).

This Habilitation Thesis concentrates on gas-phase processes for synthesizing
nanoparticles. Methods for the synthesis of nanoparticles are also being developed in
other than gas-phase processes such as colloidal systems where stabilization is used to
prevent coagulation (Peled, 1997). However, gas-phase processing systems may prove
better in some cases because of their following inherent advantages:
•  Gas-phase processes are generally purer than liquid-based processes since even the

most ultra-pure water contains traces of minerals, detrimental for electronic grade
semiconductors. These impurities seem to be avoidable today only in vacuum and
gas phase systems. Colloid chemistry has the advantage that nanoparticle
aggregation can be avoided by the use of ligands. However, these molecules can
lead to a change of the surface properties of the nanoparticles. This was shown
clearly by Yu et al. (1997), who found that ‘naked’ SnO2 nanoparticles formed by
gas-phase synthesis showed the expected blue-shift in the absorption spectrum,
whereas for ligand-stabilized SnO2 nanoparticles an unexpected red-shift was
detected which cannot be understood by quantum confinement theories.

•  Aerosol processes have the potential to create complex chemical structures which
are useful in producing multicomponent materials, such as high-temperature
superconductors (Kodas, 1989).

•  The process and product control are usually very good in aerosol processes.
Particle size, crystallinity, degree of agglomeration, porosity, chemical
homogeneity, stoichiometry, all these properties can be controlled with relative
ease by either adjusting the process parameters or adding an extra processing step,
e.g. sintering or size fractionation.

•  Being a nonvacuum technique, aerosol synthesis provides a cheap alternative to
expensive vacuum synthesis techniques in thin or thick film synthesis (Wang et al.,
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1990). Furthermore, the much higher deposition rate as compared to vacuum
techniques may enable mass production.

•  An aerosol droplet resembles a very small reactor in which chemical segregation is
minimized, as any phases formed cannot leave the particle (Kodas, 1989).

•  Gas-phase processes for particle synthesis are usually continuous processes, while
liquid-based synthesis processes or milling processes are often performed in a
batch form. Batch processes can result in product characteristics which vary from
one batch to another.

One important field of research deals with aerosol-assisted processes used for
film synthesis in which liquid droplets dispersed in a gas are used as source and
transport vehicles to the substrate. These processes are called aerosol-assisted
chemical vapor deposition (AACVD) (Xu et al., 1994), aerosol metal-organic CVD
(A-MOCVD) (Fröhlich et al., 1995), the pyrosol process (Blandenet et al., 1981) and
aerosol CVD (Tourtin et al., 1995). Common to these processes is the evaporation of
micron-sized droplets in proximity to the substrate to produce epitaxial or
polycrystalline films (Jergel et al., 1992). Small nanocrystallites might be found in the
films but are not formed in the gas phase, therefore these processes are not considered
here.

In this Habilitation Thesis, various processes and techniques which can be
applied for the synthesis of functional nanomaterials are described. By using the word
‘functional’, the classical distinction which is made in ceramics between structural and
functional applications is applied. The structural applications are based on the
mechanical properties of the nanostructured or nanophase materials, leading to, e.g.,
superplastic ceramics or extremely hard metals, using the nanoparticles rather as
passive basic building units. Functional applications however rely on a transformation
of external signals, such as the filtering of incident light, the change of electrical
resistance in different gas concentrations and luminescent behaviour when electrically
activated. The functional applications dealt with in this work are mainly electronic and
optical.

In order to clarify the methodological approach followed here, the various
disciplines involved are shown in Fig. 1.1. The functional applications all base on the
special properties of nanoparticles, which are studied in physics, materials science and
chemistry. Essential for practical application are the synthesis and handling
techniques, here in the gas phase. The handling of nanoparticles, which is bringing the
produced nanoparticles in the desired condition for the application, is an often
underestimated but essential field. Examples of handling techniques are post-synthesis
conditioning such as controlled oxidation, crystallisation and mixing but also the
deposition onto suitable substrates. Here, the input of several other disciplines is
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essential, such as aerosol science for understanding particle behavior, materials science
for understanding materials properties, aerosol instrumentation for process monitoring
and process technology for process control and optimization.
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the mixing of charged nanoparticles, which is an example of an handling technique
and which is also studied experimentally in Chapter 7.

•  Chapter 5 reviews the various works done on the synthesis of nanoparticles in the
gas phase for functional applications, arranged so as to emphasize the application
rather than the method of preparation. The requirements for gas-phase processes
suitable for functional applications are stated.

•  Chapter 6 describes experimental techniques which are important for the
measurement and control of nanoparticle aerosols. These methods base on the
transport of charged nanoparticle in an electric field. For obtaining charged
nanoparticles, a new nanoparticle charger has been developed and characterized.
Differential mobility analysis allows to fractionate charged nanoparticles according
to their electrical mobility. This can be used for a direct particle size distribution
analysis or for producing almost equal-sized nanoparticles (‘monodispersity’). Its
potential for application at sub-atmospheric pressures will be investigated. An
electrostatic precipitator suited for investigation of the electrical properties of thin
nanoparticle films will be described.

•  Chapter 7 describes the synthesis of PbS and SnOx nanoparticles which apply with
the requirements for use in functional applications. Both materials are IV-VI
semiconductors, where PbS is mainly interesting for its quantum confinement
effects and SnOx for its application in gas sensors. The quantum confinement
effects in PbS are shown by means of a shift in the optical absorption spectrum.
Furthermore, an experimental technique which allows the creation of nanoparticle
pairs composed of two different chemical components is described. This can be
used for the controlled doping of gas sensors.

•  Chapter 8 summarizes and concludes the work.
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2. Electronic, optical and magnetic
application of nanoparticles

In this chapter, the use of nanoparticles for electronic, optical and magnetic
applications is discussed. A broad spectrum of materials including insulators,
semiconductors, superconductors, metals and alloys, optical, and artificially structured
materials can be used for these purposes. Most applications use films composed of
nanoparticles, supported by a substrate material. Part of the material presented here has
been published (Kruis et al., 1998d). In this chapter the main phenomena making
specific applications possible are reviewed, while in Chapter 5 examples of gas-phase
synthesis methods aiming at these applications are given.

2.1 Microelectronic and optoelectronic applications of zero-
dimensional structures (quantum dots)

Nanoparticles have been suggested recently for various potential applications in
electronics where quantum confinement effects may be of advantage. When electrons
are confined to a small domain such as a nanoparticle the system is called a ‘quantum
dot’ or zero-dimensional (0-D) structure. Then the electrons are behaving like
‘particles-in-a-box’ and their resulting new energy levels are determined by quantum
‘confinement’ effects. These new energy levels give rise to a modification of the
optoelectronic properties as compared to the corresponding properties determined by
the bulk material electronic structure (Brus, 1983; Yoffe, 1993). As a result, discrete
energy levels are needed to describe the electron excitation and transport in quantum
dots. Quantum confinement effects lead for example to higher energy level transitions
as compared to the bulk material observed as a shorter wavelength optical absorption
edge, indicated by a spectral ‘blue shift’. An example is given in Fig. 2.1.

Quantum dots can be used also to produce light emitters of various colors by
‘band gap tuning’ using particle size effects rather than the current complex techniques
of synthesizing compound semiconductors (Service, 1996). Another advantage of 0-D
semiconductor structures stems from the very long life time of electrons in the excited
states, which is an important requirement in laser optical applications (Weisbuch and
Vinter, 1991).
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Fig. 2.1. Band gap of PbS as function of particle diameter (Wang et al., 1987)

Alivisatos (1996) produced light-emitting diodes (LED) with high conversion
efficiencies (10 %) by using quantum dots embedded in polymer matrices. Moreover,
quantum dots were employed  in LEDs with a voltage-controlled, tunable output color
by Colvin et al. (1994), as shown in Fig. 2.2, who assembled CdSe nanoparticles on
the surface of an electroluminescent polymer (PPV). The LEDs emitted green light
from the polymer and red light from the nanoparticle layer, being also color tunable as
a function of the applied voltage. Finally, lasers based upon such structures are
expected to have a higher gain and to lase at much lower electrical threshold as
compared to current available laser technologies (Weisbuch and Vinter, 1991).

Although these applications seem very attractive, the processes for producing
quantum dots devices are very demanding technologically. The preparation of the
semiconducting nanoparticles need highly accurate steps during the production stages
such as (Salata et al., 1994): 1) good controllability of the particle size, 2)
monodispersivity, 3) passivation of the surface, 4) good control of the particle shape.
A good stability against degradation is needed, as observed in many cases where
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properties of the nanoparticles vary with time. A current technological approach to
circumvent the inherent reactivity and instability of nanoparticles is by imbedding
them in a glass (Ohtsuka et al., 1992) or in a semiconductor having a wider band gap
(Danek et al., 1994). These nanocomposite structures can then be used in real life
optical and electrooptical applications.

Fig. 2.2.
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hancement of the nonlinear optical properties by quantum size effects are
reat interest today. This effect has been applied already commercially for

g optical cut-off color filters based on CdSxSe1-x nanoparticles embedded in
lasses. It is expected also that nanoparticles such as CdS, CdSe, GaAs and Si
 in glasses will have applications in fast optical switches and optical fibers
 the nonlinear optical behavior (Yoffe, 1993). In nonlinear optical materials,
tive index can be changed either by carrier injection or by applying electrical

rus, 1991). This change in the refractive index allows electronic modulation of
bling for instance faster electro-optical switching as compared to electronical
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switching.
Another potential application of quantum dots is the fabrication of optical

memories. A 3-D array of quantum dots which are addressed optically can pack in the
same volume much larger amounts of information than current planar-based
microelectronic memory devices. This can be done for instance by spectral hole
burning (Peyghambarian et al., 1996), in which those quantum dots in resonance with
a specific laser wavelength will be excited and thus ‘bleach’. This enables thus
‘writing’ a ‘0’ or a ‘1’ memory ‘state’ with a resolution smaller than the size of the
laser spot.

For semiconductor applications other than optical, the nanoparticles should be
contacted electrically efficiently. This forms one main difficulty for producing
electronic devices based on quantum dots. Since attaching  electrical leads to an array
of quantum dots is a formidable technological task, one way of making an efficient
contact is by using a semiconductor structure consisting of an ensemble of quantum
dots. The voltage-tunable LED described earlier is a successfully implemented
example which uses a  matrix of quantum dots. Another example of efficient contacts
can be found in photovoltaics. Hodes et al. (1987) measured photocurrents arising
from a film consisting of CdSe nanoparticles on glass and reported quantum effects.
To allow conversion of significant quantities of light into an electrical current for
obtaining an efficient solar cell, a rather ‘thick’ film up to twenty monolayers of
particles had to be deposited. Increasing the contact area between nanoparticles and
electrode to increase the signals is possible by depositing the nanoparticles on a very
porous TiO2 electrode. (Weller, 1993).

In microelectronics, the need for faster switching times calls for a reduction in
the size of the electronic components. At present, one switching cycle in a transistor
gives rise to the movement of many thousands of electrons, requiring a considerable
amount of switching energy and producing excessive heat which can hardly be
dissipated in high-frequency applications. This calls for developing single-electron
devices, in which the switching occurs with the motion of only a single electron. Such
a device may be realized by a quantum dot in which the charge of an added electron
effectively blocks the flow of other electrons by the so-called ‘Coulomb blockade’.
Both switching, which performs  logic operations, and storage of information are
possible with these devices. Here again, one finds that electrical contacts are very hard
to produce (Lüth, 1995). Such contacts were nevertheless obtained by Bezryadin et al.
(1997), using an liquid-phase electrostatic trapping method of Pd nanoparticles
between nanoelectrodes with a 4 nm gap.

2.2 Luminescent nanocrystalline silicon and other materials
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Porous structures and other nanometer sized particles have found in the last
decade a very important potential application for electrolumiscent silicon based
devices. The interest in luminescent Si is due to the desire for integration of
optoelectronic devices, based now mainly on III-V semiconductors which are not yet
integrable monolithically with the dominant Si microelectronics (Kanemitsu, 1995).
Light-emitting Si hence would open the way to optical and electrical functionality on
one integrated monolithic Si chip. Silicon electroluminescence, in which the
luminescence is controlled electrically, would enable also to implement new devices
such as light-emitting diodes, with voltage tuned color, and also many other
optoelectronic integrated circuits concepts. Being an indirect-gap semiconductor in
which interband transitions need phonons (a quantum of energy associated with atomic
vibrations), Si in its bulk form is not luminescent, as radiative transitions are of very
low probability. Takagi et al. (1990) observed visible luminescence from Si
nanocrystals at room temperature although the phenomenon was first observed in
porous silicon. Until now, there is no generally accepted mechanism for visible
luminescence although there are indications that the light absorption by the
nanoparticle is influenced by quantum effects and the photoluminescence is dominated
by the electronic states of the surface (Kanemitsu, 1995, Prokes, 1996).

Seraphin et al. (1996) reported that unpassivated Si nanoparticles exhibit no
visible photoluminescence. As the particles age in air, the surface becomes passivated
gradually with SiO2 and exhibits a strong orange emission behavior. Koch and
Petrova-Koch (1996) even reported luminescence from SiO2 nanoparticles. Other
nanoparticles of indirect-gap semiconductors such as Ge (Kanemitsu et al., 1992) and
SiC (Mimura et al., 1994) showed also luminescence in the visible.

2.3 Gas sensors

Gas sensors have nowadays many established production technologies. It seems
however that this field can take advantage from the nanoparticles recent developments
as well. A gas sensor consist quite generally of a material with measurable physical
properties such as electrical or optical, which change when a gas is present. A solid
state chemical sensor selectively converts microscopic chemical interactions into a
measurable electrical signal. Sensors should possess selective and reversible sensing
properties and be compatible with the transducer device (Holtz et al., 1996). The
simplest ‘nanomaterials’ based sensor concept involves measuring the changes in the
electrical resistance of a nanocrystalline metal when exposed to hydrogen. Volkening
et al. (1995) used palladium nanoparticles (10-15 nm) for hydrogen sensing, since the
Pd-H system is well understood in terms of the dissociative reactions of H2 at the Pd
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surface and the diffusive properties of H2 into Pd. They found the response in the
nanocrystalline material to be faster as compared to palladium with conventional
micron-size particles, due to the smaller diffusion distances.

Traditionally, semiconducting oxides such as SnO2, ZnO and Fe2O3 are used
extensively in gas sensor technology (Göpel, 1996). Usually, the sensor is constructed
as a porous sintered ceramic body, heated between 300 °C and 700 °C. The sensing
behavior appears to be governed by the adsorption of oxygen in the neck regions
between the grains. A positive space charge, also called depletion layer, develops in
the oxide layer as electrons transfer to the adsorbed oxygen, and a negative charge
accumulates on the surface. Reducing gases can remove some of the O2- ions from the
surface, thereby increasing the electrical conductivity (Moulson and Herbert, 1990).

The sensitivity of gas sensors can be increased by doping, usually with noble
metal catalysts such as platinum, rhodium or palladium. Labeau et al. (1993, 1994)
investigated the sensitivity of a nanocrystalline SnO2 gas sensor doped with Pt and Pd
nanoparticles. These particles probably act as a catalyst for the adsorption of CO and
ethanol molecules, leading to a lower activation energy of the surface reactions. In the
work of Gautheron et al. (1993), the CO sensitivity was increased by a factor of 30 by
adding Pd nanoparticles.

2.4 Resistors and varistors

Nanometer particles have found new applications also in the production of
resistors and varistors. Granular films consisting of small conducting particles
embedded in an insulating matrix of ceramic or glass exhibit a great variability of the
electrical conductivity. It was also shown that by a proper control of the volume
fraction of W in Al2O3 stable, high-resistance films with a low temperature coefficient
of resistivity(TCR) can be produced (Abeles et al., 1975). When the particle size can
also be controlled, a wider range of the electrical transport properties is attainable,
making these materials suitable for thick film resistors production. The electrical
resistance is modeled here by percolation and quantum effects such as electron
tunneling (Kundu and Chakravorty, 1996). An example of thick film resistors whose
resistivities can be controlled by changing the nanoparticle size is the LaB6

nanoparticle-glass nanocomposite system, which is compatible with copper hybrid
integrated circuits (Ito et al., 1991).

Since varistors are voltage-dependent resistors, characterized by a very low
resistance at high voltage, they are used for protection of low-power circuits from
high-voltage transients. They are prepared from sintered ceramic materials such as
ZnO or SiC with some added minor constituents. The resistance is assumed to be
controlled by either direct grain-boundary contacts or by intergranular insulating layers
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between the conducting grains. The use of nanoparticles with their large volume of
grain boundaries in varistors is expected to improve their properties. Brankovic et al.
(1994) investigated ZnO based varistors. Using particles with sizes below 100 nm, a
varistor with more homogeneous phase distribution and microstructure was obtained,
resulting in good nonlinear electrical characteristics. Viswanath et al. (1995) applied
ZnO nanoparticles of 3 - 10 nm. Apart from good nonlinear characteristics, the
normalized breakdown voltage was increased by a factor of 20 in comparison to
coarse-grained ZnO varistors.

2.5 Conducting films

Nanometer structured, polycrystalline conducting thin films, have found
potential also in the production of transparent conductive electrodes for
photoconductor and solar cells applications. Polycrystalline thick films made of
closely packed crystalline grains are often used for optoelectronic films. They are used
for instance to conduct electrical charges in devices such as solar cells, displays and
other applications where a large surface area is needed and epitaxial films are not
feasible. These polycrystalline films are nowadays routinely made by spray
technologies which have substantial advantages being inexpensive, using only small
amounts of material and with high deposition rates (Service, 1996). However,
conventional spraying techniques produce a relatively rough film surface with many
gaps due to the micrometric size of the droplets. These gaps might reach from the
surface of the film down to the substrate decreasing thereby the electrical conductivity
of the films. By spraying a colloid of 3 nm nanoparticles on a heated substrate, Pehnt
et al. (1995) produced very smooth conducting thin CdTe films without gaps and with
a roughness smaller than 5 nm, for use in solar cells.

Thin films of wide optical band gap oxides such as SnO2 and In2O3 which are
transparent in the visible spectral region are applied in many areas, e.g. as electrodes
and anti-reflection coatings in solar cells, photodetectors and charge-coupled imaging
devices. Transparent conducting films require high transmission in the visible region
and a high or even metallic-like electrical conductivity (Chopra et al., 1983). For this
end, inhomogeneities in the film created by the presence of large particles, causing
detrimental light absorption and scattering in the visible region, can be minimized by
preparing films from nanoparticles. Another advantage obtained with nanomaterials is
control on the absorption characteristics by particle size variation leading to quantum
confinement effects as described previously. Zhao and Pan (1994) showed that the IR
absorption peaks of a film composed of ZnO nanoparticles can be changed by varying
the particle size.

Another potentially applicable phenomenon is the electrical bistability of a thin
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layer of Ag nanoparticles sandwiched between two layers of a conducting polymer. Up
to a certain threshold voltage, no current flows while above it the conductance
increases by a factor of 107 rendering the film conductive. These films can thus have
switching applications in electronics. (Gao et al., 1995)

2.6 Capacitive materials

Dielectric elements based on nanometer structures are of recent interest due to
the reduction in capacitance caused by the continuing scaling down of dynamic
random access memories (DRAMs). Since materials with a high dielectric constant
can store more electrical charges in capacitors, materials with ever larger dielectric
permittivities are sought for the shrinking DRAMs. One method for increasing the
dielectric permittivity is by dispersing conductive particles in a dielectric matrix.The
dissipation factor becomes, in this case however, too large. Kundu and Chakravorty
(1995) showed that 2-8 nm Ag nanoparticles in a lead zirconate titanate (PZT) matrix
has a high dielectric permittivity with low dissipation factor. The smaller particles led
to lower dielectric permittivities but on the other hand improved the dissipation factor.
Vezzoli et al. (1994) showed from the percolation theory of dielectrics that an optimal
topology for high dielectric nanocomposites consists of ellipsoidal metal particles with
a small interparticle spacing in the insulating matrix. A high dielectric constant of
5000 was obtained by embedding elongated Au nanoparticles with a length of 80 nm
and a width of 30 nm in a matrix of SiO2.

2.7 High-temperature superconductors (HTS)

Nanoparticles are currently suggested as a solution to ‘flux pinning’
improvement in HTS devices. The problem occurs if the magnetic flux entering the
HTS material is not distorted or ‘pinned’ by suitable defects. Then, the material looses
its superconducting properties. In general, non-superconducting particles can act as
flux pinning centers in a superconductive material. Nanoparticles can be used as
defects when added to the superconducting material enhancing flux pinning, and
increasing thereby the critical current density. Chadda et al. (1991) reported that small-
grained , 25-50 nm precursor particles of YBa2Cu3O7-x and CuO were necessary to
obtain YBa2Cu4O8, which upon heat treatment developed YBa2Cu3O7-x with CuO flux
pinning centers. Takao et al. (1996) added BaZrO3 nanoparticles to an HTS material,
YBa2Cu3O7, and obtained an increase of more than one order of magnitude in the
critical current density.

2.8 Thermoelectric materials
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Nanoparticles can be used also for producing thermoelectric materials. The
thermoelectric effect creates a voltage difference between two conductor junctions
kept at different temperatures. This effect is used mainly for thermocouple-type
sensors. Kizaki et al. (1993) produced thermoelectric thin films of an nanometric-
structured Fe-Si alloy. Using FeSi2+x (0<x<1) nanoparticles allowed film deposition at
low temperatures. A homogeneous film of mixed Fe and SiO nanoparticles of some 10
nm showed after thermal treatment a high Seebeck coefficient of -1400 µV K-1.

2.9 Optical materials

Inorganic pigments such as TiO2 are used to absorb and scatter UV radiation
(Parker, 1996). The particles normally used for pigments, however, impart an
unfavorable whiteness to the protected surface. Since the scattered light intensity is a
function of the wavelength of the incident light and the particle diameter, an optimal
particle size can be found which attenuates UV but only slightly attenuates the visible
light. This particle size happens to be located in the nanometer size range.
Nanoparticles in a suitable dispersion are already commercially used for solar
protection creames and in films which protect plastics against color degradation.
Another successful development  is the use of pigments as an active scattering medium
in a semiconducting polymer. Hide et al.(1996) was able thus to obtain laser emission
from a semiconducting polymer, MEH-PPV, by incorporating TiO2 nanoparticles in
the polymeric medium. The random scattering by the nanoparticles significantly
increases the path length traversed by the emitted light, and lasing occurs if gain by
multiple scattering exceeds loss by absorption.

Another optical phenomenon uses electrochromism in nanomaterials. In
electrochromic materials the optical properties can be altered reversibly by applying an
electric field. Windows made from these materials allow the control of solar energy
inflow into buildings and are used also to produce mirrors with a variable reflectance
and nonemissive displays with a high-contrast. Estrada et al. (1988) showed that the
solar transmittance of a NiOxHy film with a grain size of about 10 nm could be
changed between 29 and 74 %. Chen et al. (1995) showed that NiO films consisting of
5-10 nm sized grains have good electrochromic characteristics and that their
performance becomes poorer with increasing grain size. The large number of grain
boundaries is thought to play an important role in the transport of the alkali metal ions,
which are responsible for the coloring, into the grains.

2.10 Magnetic materials
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Magnetic nanoparticles approach the size of a single magnetic domain, in which
the magnetic spins are aligned all to produce a magnetic moment in one direction. The
particle size for single-domain formation in the ferromagnetic elements Fe, Co and Ni
is typically several tens of nanometers. For applications using  high density magnetic
recording materials a high coercivity (representing the resistance to demagnetization)
and a high magnetization are essential. It was shown that a maximum value for the
coercivity is obtained for nanocrystalline magnetic materials with crystallite in size
close to the single magnetic domain. Crystallite sizes smaller and larger than the
magnetic domain lead to a sharp decrease in the coercivity. Fe powder with a
crystallite size of 13 nm showed a coercivity of 900 Oe in comparison with 10 Oe in
bulk Fe (Gangopadhyay et al., 1992). Greatly enhanced values of the coercivity occur
in ferromagnetic nanometer-sized metal particles embedded in an insulating oxide
film. Xiao and Chien (1987) reported for a Fe-SiO2 nanocomposite magnetic
coercivities as high as 2500 Oe.

In contrast to hard magnetic materials, soft magnetic materials need the other
extreme, i.e., very low coercivities. Typical examples are FeSi and FeNi alloys, ferrites
and garnets. They are used in power transformers, magnetic recording heads and
microwave applications. Until ten years ago, relatively coarse-grained alloys were
used since smaller grain sizes caused an increase in the coercivity. It was found
however that a maximum in the coercivity vs. grain size curve occurs at about 100 nm
(Fig. 2.3). For smaller particles then the coercivity decreases steeply. An alloy with 10
- 20 nm nanocrystals embedded in an amorphous phase shows very low values for the
coercivity. Additional useful properties of these materials are very low eddy-current
losses and good high-frequency properties. (Yoshizawa et al., 1988, Yamauchi and
Yoshizawa, 1995).

Nanocomposites have also good potential in magnetic refrigeration technology
(Zachariah et al., 1995) based on the magnetocaloric effect. Bulk magnetic materials
show usually a decrease in magnetization upon temperature increase and limits the
temperature range in one refrigeration cycle. Superparamagnetic nanoparticles in a
non-magnetic host can overcome this limitation by combining the higher
magnetization of ferromagnets with the higher magnetocaloric effect of paramagnets.
Zachariah et al. (1995) found a  superparamagnetic behavior for 5-10 nm Fe2O3

particles embedded in much bigger SiO2 particles.
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Fig. 2.3. Dependence of coercivity on crystallite size for various soft magnetic alloys
(Herzer, 1990).

A novel important property found in recent years for nanocomposites is the
giant magnetoresistance (GMR) effect. This is the phenomenon of a large decrease in
the electrical resistivity of certain materials when exposed to a magnetic field. The
resistivity-temperature change can be up to 80 % as compared to only a few percent in
regular metals. Its applications are for magnetic sensors and for new storage devices
with very high density. First discovered in magnetic multilayers, it was also found in
the granular Co-Cu system, in which ferromagnetic Co nanocrystals are dispersed in a
nonmagnetic Cu matrix (Xiao et al., 1992). The magnetic field aligns the
ferromagnetic domains, and reduces the scattering of electrons, thereby decreasing the
electric resistivity. GMR is observed in immiscible metals, such as Co-Cu, Fe-Ag, Fe-
Cu, Fe-Au and Co-Ag. The smaller the particle size, the bigger the GMR effect is. The
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effect is highest near the percolation threshold (Wang and Xiao, 1994).

2.11 Conclusions: control parameters for properties of functional
applications

As shown at length in this chapter, there are many parameters influencing the
properties of functional applications based on nanoparticles. These are:
•  Mean particle size
•  Width of the particle size distribution
•  Crystalline properties, such as the crystal phase and the size of the crystallites
•  Chemical composition, e.g. deviation from stoichiometry
•  Amount of impurities present in the nanoparticles or on the surface
•  ‘Packing’ of the nanoparticles, e.g. intimately contacting (nanophase materials),

forming a porous film or with sintered connections between them (‘necks’)
•  Mixing with other material, e.g. imbedded in a matrix (glass, ceramic material or

polymer) or in close contact with other nanoparticles (e.g. SnO2 gas sensors doped
with noble metal nanoparticles)

Depending on the application, one or more of these parameters should be controllable.
It is the process which yields these properties. Gas-phase processes, although having
some drawbacks, have a high level of control. The different gas-phase synthesis
methods will be described in the next chapter.
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3. Synthesis methods of nanoparticles in the
gas phase

The synthesis methods for nanoparticles can be divided into three main groups.
The first group comprises the liquid-phase methods, which apply chemical reactions in
solvents. This leads to colloids, in which the nanoparticles formed can be stabilized
against aggregation by surfactants or ligands. The second group consists of methods
basing on surface growth under vacuum conditions. Diffusion of atoms or small
clusters on suitable substrates can lead to island formation, which can be seen as
nanoparticles. An important example is Stranski-Krastanow growth, which is used for
growing III-V quantum dots. The last group, gas-phase synthesis, is the subject of this
Chapter.

Most synthesis methods of nanoparticles in the gas phase are based on
homogeneous nucleation in the gas phase and subsequent condensation and
coagulation. The ablation of a solid source with a pulsed laser can also yield
nanoparticles, but the formation mechanism is at present not very clear. A micron-
sized aerosol droplet may also yield nanoparticles by evaporating a solute-containing
droplet. Electrospray systems are often applied as droplet generators, as they produce
very small droplets being quite monodisperse in comparison to other spray processes.
Additionally, droplet explosion due to an electrical charge which exceeds the Rayleigh
limit during evaporation may yield even smaller droplets. Finally, initiating
homogeneous nucleation inside aerosol droplets can result in many nanosized nuclei in
the droplet, which upon drying will yield nanoparticles. This is, in fact, not a formation
mechanism in the gas phase but for sake of completeness it will be shortly discussed in
this Chapter, as this so-called spray pyrolysis is a well-known aerosol synthesis route.
In the following sections these methods will be described in detail. Part of this material
has been published (Kruis et al., 1998d). A preview of the gas-phase synthesis
methods is shown in Fig. 3.1.

3.1 Processes based on homogeneous nucleation in the gas phase

Several methods with which condensable monomers are produced will be dealt
with hereby. The generation of nanoparticles from the vapor phase requires the
establishment of supersaturation. This is made possible by physical or chemical
methods. The physical methods involve some form of cooling of the monomers, by
expansion, by mixing with a cooler gas or by heat transfer to the surroundings.
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Fig. 3.1. Schematic view of different synthesis methods.
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Supersaturation can be achieved also by chemical reactions which produce a
nonvolatile condensable product. These reactions are usually decomposition reactions
initiated by a rise in temperature and used extensively in laser and flame reactors.

Various heating and evaporation methods of interest will be dealt with in the
next section. Furthermore, methods for rapidly cooling the vapor will be described
because fast cooling processes are especially important when very small particles have
to be synthesized and when the formation of hard agglomerates has to be avoided.

3.1.1 Furnace flow reactors

Oven sources are the simplest systems to produce a saturated vapor for
substances having a large vapor pressure at intermediate temperatures up to about
1700°C. A crucible containing the source material is placed in a heated flow of inert
carrier gas. This has the disadvantage that the operating temperature is limited by the
choice of crucible material and that impurities from the crucible might be incorporated
in the nanoparticles. Nanoparticles are formed by subsequent cooling, such as natural
cooling or dilution cooling. For very small particles a rapid temperature decrease is
needed which can be achieved by the free jet expansion method described later.
Another method is cooling in a turbulent jet (Bartz et al.,1987). Materials with too low
vapor pressure for obtaining appreciable particle density have to be fed in the form of
suitable precursors, such as organometallics or metal carbonyls, in the furnace. These
decompose in the oven to yield a condensable material. Using furnace flow reactors,
elemental nanoparticles such as Ag (Scheibel and Porstendorfer, 1983) and Ga
(Deppert et al., 1996) and also compounds such as PbS (Kruis et al., 1996) can be
obtained.

3.1.2 Laser reactors

In the laser pyrolysis technique, being a special class of laser processing
techniques (Peled et al, 1996), a flowing reactant gas is heated rapidly with an IR laser
such as a cw CO2 laser. The source molecules are heated selectively by absorption of
the laser beam energy, whereas the carrier gas is only indirectly heated by collisions
with the reactant molecules. A gas phase decomposition of the reactants takes place
due to the temperature increase and supersaturation is created. As an example, SiH4

pyrolysis results in Si nanoparticle formation (Kruis et al., 1998b) and Fe(CO)5

decomposition leads to Fe nanoparticles (Majima et al., 1994). The main advantage of
laser-heating in gas-flow systems is the absence of heated walls which reduces the
danger of product contamination.
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UV lasers can be used to obtain photochemical dissociation. Tamir and Berger
(1995) showed that SiH4 can be dissociated by a two-photon absorption of an ArF
excimer laser beam with a wavelength of 193 nm, forming nanoparticles.

3.1.3 Laser vaporization of solids

This technique uses a laser which evaporates a sample target in an inert gas
flow reactor (Powers et al., 1982). The source material is locally heated to a high
temperature enabling thus vaporization. The vapor is cooled by collisions with the
inert gas molecules and the resulting supersaturation induces nanoparticle formation.
Kato (1976) used a continuous-wave CO2 laser with a power of 100 W. Nanoparticles
between 6 and 100 nm of many complex refractory oxides such as Fe3O4, CaTiO3 and
Mg2SiO4 were synthesized under an inert gas pressure of 1 mbar to 5 bar from
powders, single crystals or sintered blocks. Nanocomposites can also be produced, as
shown e.g. by Chow et al. (1989). They evaporated simultaneously a metallic and a
ceramic target by a cw CO2 laser creating a composite film close to the target. The
matrix consisted of Al and the dispersed phase consisted of amorphous SiO2 fibers
with diameters between 25 and 120 nm.

3.1.4 Flame reactors

Nanoparticles are produced by employing the flame heat to initiate chemical
reactions producing condensable monomers. The flame route has the advantage of
being an inexpensive method, however usually it yields agglomerated particles. An
example is the oxidation of TiCl4, SiCl4 or SnCl4 in a CH4/O2 flame leading to TiO2,
SiO2 or SnO2 particles with primary particle sizes between 10 and 100 nm (Vemury et
al., 1997). More complex products can be also obtained. Zachariah et al. (1995) added
small amounts of Fe(CO)5 and SiO2(CH3)6 to a premixed CH4/O2 flame with
temperatures at about 2000°C, forming Fe3O4 particles of 5-10 nm embedded in larger
SiO2 host particles. The synthesis was conducted at relatively high temperatures under
oxygen-rich conditions to minimize carbon contamination.

A method to reduce the agglomeration of nanoparticles, avoiding oxidation, is
to encapsulate them within a material which can be later removed. Dufoux and
Axelbaum (1995) applied a Na coflow flame with a burner consisting of several
concentric tubes. A TiCl4 vapor was fed to the central tube while the Na vapor was fed
to the concentric surrounding tube. An inert gas acts as a sheath gas between these two
flows and shields the flame from ambient air. Ti particles with sizes of 10-30 nm were
produced and were confined within larger NaCl particles. The NaCl can be removed
by washing with water, glycerin or by sublimation.
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3.1.5 Plasma reactors

A plasma can also deliver the energy necessary to cause evaporation or initiate
chemical reactions. The plasma temperatures are in the order of 104 °C, decomposing
the reactants into ions and dissociating atoms and radicals. Solid powder feeds can also
be decomposed by the plasma. Nanoparticles are formed upon cooling while exiting
the plasma region. Main types of the thermal plasmas are dc plasma jet, dc arc plasma
and rf induction plasma (Young and Pfender, 1985). A small laboratory plasma
system, the inductively coupled plasma (ICP), is often used at atmospheric pressures in
combination with an aerosol spray system employing an ultrasonic atomizer. This
technique is called spray-ICP (Kagawa et al., 1993). As the residence time of the
droplets in the plasma is very short it is important that the droplet sizes are small in
order to obtain complete evaporation. Complex materials such as multicomponent
oxides can be obtained by using appropriate mixtures. By using a solution of Ba(NO3)2

and Fe(NO3)3 in water, Mizoguchi et al. (1994) obtained by spray-ICP BaFe12O19

nanoparticles with sizes between 10 and 50 nm. In most cases, the plasma-generated
vapors are quenched by mixing with a cold gas. This leads to high cooling rates, but
also to nonuniform cooling which deteriorates the uniformity of the produced particles.
Rao et al. (1995a,b) used a subsonic nozzle expansion after a dc arc plasma in order to
obtain more uniform cooling rates.

Another method uses a microwave-generated plasma, in which temperatures
between 300°C and 900 °C can be obtained. The plasma enhances the kinetics of the
chemical reactions leading to nanoparticle formation due to ionization and dissociation
of the reactive molecules. Since the lower temperature decreases the sinter rate, the
formation of hard agglomerates is reduced (Vollath and Sickafus, 1992).

3.1.6 Spark source and exploding wire

A high-current spark between two solid electrodes can be used to evaporate the
electrode material for creating nanoparticles. At the electrodes a plasma is formed.
This technique is used for materials with a high melting point such as Si or C, which
cannot be evaporated in a furnace. Saunders et al. (1993a) used an electric spark with
an energy between 50 mJ and 150 mJ to evaporate material from crystalline Si
electrodes. A continuous flow of Ar transports Si crystallites formed, of sizes 2 - 4 nm,
to the collection substrate. Reactive evaporation is also possible by adding a suitable
reactant gas. As an example, SiC nanoparticles were formed when an arc source
generated a discharge between two Si electrodes in 500 mbar of CH4, and Al2O3 was
obtained from Al electrodes in a mixture of 130 mbar O2 and 420 mbar Ar (Hayashi,
1987).
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A closely related technique is the exploding wire, in which the wire material is
vaporized instantaneously by a capacitor in a chamber filled with an inert gas. This
method has the disadvantage of being non-repetitive. As an example, GaAs
nanoparticles were synthesized by using a GaAs wire (Saunders et al., 1992).

3.1.7 Sputtering

Sputtering is a method of vaporizing materials from a solid surface by
bombardment with high-velocity ions of an inert gas, causing an ejection of atoms and
clusters. Sputter sources such as an ion gun or an hollow-cathode plasma sputter
source are normally used in vacuum systems, below 10-3  mbar, as a higher pressure
hinders the transportation of the sputtered material. Instead of ions, electrons from an
electron gun can be also used. Iwama et al. (1982) operated an electron gun at 10-5

mbar separated by a differential pumping system from a 1 mbar evaporation chamber
in order to evaporate Ti and Al targets in a N2 or NH3 atmosphere, producing  TiN and
AlN nanoparticles smaller than 10 nm. Günther and Kumpmann (1992) applied an
electron beam in an inert gas atmosphere with pressures up to 5 mbar in order to
produce 5 nm Al2O3 and SiO2 particles. Hahn and Averback (1990) showed that a
DC/RF magnetron sputter source can be operated in the mbar range, ejecting
nanoparticles of sizes between 5 and 20 nm. Sputtering has the advantage that it is
mainly the target material which is heated and that the composition of the sputtered
material is the same as that of the target.

3.1.8 Inert gas condensation

One of the earliest methods used to synthesize nanoparticles, is the evaporation
of a material in a cool inert gas, usually He or Ar, at low pressures conditions, of the
order of 1 mbar. It is usually called ‘inert gas evaporation’. Common vaporization
methods are resistive evaporation (Tasaki et al., 1965), laser evaporation (Chow et al.,
1989) and sputtering (Hahn and Averback, 1990). A convective flow of inert gas
passes over the evaporation source and transports the nanoparticles formed above the
evaporative source via thermophoresis towards a substrate with a liquid N2 cooled
surface (Granqvist and Buhrman, 1976). A modification which consists of a scraper
and a collection funnel allows the production of relatively large quantities of
nanoparticles, which are agglomerated but do not form hard agglomerates and which
can be compacted in the apparatus itself without exposing them to air. This method
was pioneered by the group of Birringer and Gleiter (Birringer et al., 1984). Increased
pressure or increased molecular weight of the inert gas leads to an increase in the mean
particle size. This so-called Inert Gas Condensation method is already used on a
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commercial scale for a wide range of materials. Also reactive condensation is possible,
usually by adding O2 to the inert gas in order to produce nanosized ceramic particles
(Siegel, 1994). Another method replaces the evaporation boat by a hot-wall tubular
reactor into which an organometallic precursor in a carrier gas is introduced. This
process is known as Chemical Vapor Condensation referring to the chemical reactions
taking place as opposed to the inert gas condensation method (Kear and Strutt, 1995).
Finally, the Gas Deposition Method is also used in industry. In this method,
nanoparticles are formed by evaporation in an inert gas at atmospheric pressure and
transported by a special designed transfer pipe to the spray chamber at a pressure of
about 0.3 mbar. By moving the nozzle at the end of the transfer pipe, the particles
which have a mean velocity of 300 m/s can be deposited in required places on the
substrate in the spray chamber. Using this technique writing micron-sized patterns was
demonstrated. (Oda et al., 1992).

3.1.9 Expansion-cooling

Expansion of a condensable gas through a nozzle leads to cooling of the gas and
a subsequent homogeneous nucleation and condensation. Turner et al. (1988) showed
by numerical simulations that by expanding an organometallic precursor in N2 in a
subsonic nozzle results in the formation of particles of about 100 nm with a relative
narrow size distribution. The expansion caused the pressure to decrease from 2 bar to
0.75 bar. In order to produce nanoparticles smaller than 5 nm, supersonic free jets
expanding in a vacuum chamber with pressures smaller than 10-4 mbar have been used.
(Yamada et al., 1987). In the work of Bowles et al. (1981) an inert gas containing a
metal vapor was subjected to multiple expansions. Nuclei are formed as a result of two
sonic expansions. Then a nuclei growth region in a subsonic, low-pressure reactor
produced nanoparticles with mean sizes below 2.5 nm. The separation of nucleation
and condensation processes results in a narrower size distribution than usually
achieved by supersonic expansion. Further growth is stopped by expansion in a
vacuum. Converging nozzles which create an adiabatic expansion in a low-pressure
flow have also been used to produce nanoparticles (Bayazitoglu et al., 1996).
Although the particles sizes are larger than in a vacuum expansion, particles of the
order of 100 nm were obtained with a relatively high production rate. Rao et al.
(1995a,b) produced 4-10 nm sized nanoparticles by expanding a thermal plasma
carrying vapor-phase precursors through a ceramic-lined subsonic nozzle. A special
nozzle design minimizes boundary layer effects and approaches a one-dimensional
temperature gradient in the flow direction. This leads to a highly uniform quench rate
and thus to nanoparticles with a narrow size distribution.
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3.2 Laser ablation of solids

Laser ablation is a technique in which a pulsed laser rapidly heats a very thin (<
100 nm) layer of substrate material, resulting in the formation of an energetic plasma
above the substrate. This technique should be distinguished from laser vaporization, as
apart from atoms and ions also fragments of solid or liquid material are ablated from
the substrate surface which vary in size from sub-nanometric to micrometric.
Therefore it cannot be considered as a pure homogeneous nucleation process. The
pulse duration and energy determines the relative amounts of ablated atoms and
particles. The nonequilibrium nature of the short-pulse (10-50 ns) laser heating enables
the synthesis of nanoparticles of materials which normally would decompose when
vaporized directly, such as most semiconductors and superconductive materials.
Typically used lasers are the Nd:YAG (532 nm) and excimer (191, 248 and 308 nm)
lasers. The material removal rate by laser ablation decreases with longer target
exposure times, therefore the target is usually rotated. When used for producing films,
this technique is called pulsed laser deposition (PLD). Here, the fine particles are not
desired as they deteriorate the film quality and the operating conditions are chosen so
as to minimize particle formation (Venkatesan and Green, 1996). Yamamoto and
Mazumder (1996) showed that laser ablation of NbAl3 at He pressures of 0.1 mbar did
not produce any nanoparticles while an operating pressure of 1 mbar resulted in the
formation of 6 nm nanoparticles with the same stoichiometry as the substrate. Typical
production rates are in the order of micrograms per pulse with pulse frequencies of
about 50 Hz, yielding 10-100 mg powder per hour. Reactive laser ablation in which a
reaction of the ablated material with the reactor gas occurs is also used. Johnston et al.
(1992) ablated an Al target in an O2 atmosphere, producing Al2O3 nanoparticles.

3.3 Electrospray systems

A simple way to produce nanoparticles is to evaporate micron-sized droplets of
a dilute solution. By choosing the appropriate solute concentration, nanosized particles
consisting of the solid residue can be obtained. For instance, drying a 1 µm droplet
containing a 1 ppm solution of NaCl will yield a 10 nm NaCl particle. A serious
problem here is that all the impurities present in the liquid will concentrate in the solid
residue (Rulison and Flagan, 1994). Furthermore, it is necessary to start from small
droplet sizes which are difficult to obtain in normal spray systems.

Chen and Pui et al. (1995) showed that an electrospray system operated in the
cone-jet mode could yield small droplets with a narrow size distribution. To avoid
droplet explosion during evaporation, the highly charged aerosol is first passed
through a radioactive neutralizer before the evaporation takes place. It is important
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here to avoid droplet explosion since that would deteriorate the narrowness of the size
distribution. Using a sucrose solution, particles as small as 4 nm were obtained. In
another work (Hull et al., 1997) Ag particles with a mean size of 10 nm were produced
by electrospraying a dilute AgNO3 solution in methanol onto a grounded substrate. A 1
mW He-Ne laser focused just below the capillary tip of the electrospray catalyzed the
reduction of the Ag+ ion. The droplets were not discharged before evaporation in this
case, so Rayleigh explosion is probable.

Kim and Rye (1994) developed a special charge injection technique in order to
obtain very high charge densities. It is stated that the higher the surface charge density
of the electrospray jet is, the smaller is the size of the ejected droplets. The system
consists of a spray capillary containing a sharp needle connected to a high voltage
supply. This charge injection system stabilizes the multijet-mode, in which a large
number of small droplet-emitting jets form on the wetted capillary surface. Spraying a
10 vol.-% TEOS solution in ethanol in a chamber filled with O2 resulted in 30-100 nm
sized SiO2 particles.

3.4 Spray pyrolysis

In spray pyrolysis, a droplet containing a solute is evaporated or dissociated by
a chemical reaction. During the shrinkage of the droplet, a supersaturated solution is
created, as the amount of solute remains constant, and small particles may form inside
the droplet Spray pyrolysis normally results in micron-sized particles which often have
a hollow shape. This method is intermediate between gas-phase and liquid-phase, as
the droplet are gas-carried, but the particle formation inside the droplets is in vthe
liquid phase.

In some cases, nanoparticles were obtained. Lyons et al. (1992) obtained
nanocrystalline PdO and V2O5 particles by spray pyrolysis. The droplets containing a
precursor solution were decomposed at relatively low temperatures. This method
avoids grain growth and densification, while the temperature is still high enough to
fully decompose the precursors. The product consisted of 5 to 10 nm crystallites
packed together in spheres, showing the form of the originating droplet and
demonstrating that the droplets were not fragmented. This possibility was suggested
theoretically by Leong (1987) who pointed out that formation of multiple crystals in a
droplet is possible when the solubility is low, the solute mass is high or the rate of
solvent evaporation is high. Kang et al.(1995) showed that in spray pyrolysis of
ultrasonically nebulized nitrate or acetate solutions the particle size can be reduced to
about 10 nm by using a low pressure system (80 mbar). The same phenomenon was
observed when zinc acetate droplets of 2 µm were generated by expanding a liquid
through a glass filter into a low pressure chamber and subsequently pyrolyzed,
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yielding ZnO nanoparticles (<20 nm). A mechanism was proposed in which gas
evolution, due to solute decomposition with increasing temperature, resulted in the
fragmentation of droplet containing the nanocrystals (Kang and Park, 1996a).
However, by varying the solution concentration it only changed the particle size
marginally, indicating a more complex mechanism (Kang and Park, 1996b).

3.5 Conclusions: processes suitable for functional applications

In many cases the choice of the process or precursors is based on economic
considerations (Kruis et al., 1992). For structural applications such as production of
ceramics, a process capable of producing larger quantities of nanoparticle powder is
necessary, such as flame or plasma reactors. For functional applications, however, the
quality more than the quantity of the nanoparticles is decisive, as most of the
functional applications need only thin films. The purity of the nanoparticles is also
very important, so that most processes basing on chemical reactions are not suitable
due to incorporation of byproducts in or on the nanoparticles. Processes based on pure
physical processes are, therefore, used more often.

One of the most simple methods is evaporation of a source material in a flowing
gas, followed by condensation into nanoparticles in the cooler parts of the system. A
good purity can be obtained by using a purified inert gas and high-quality source
material. It is difficult, however, to avoid some contamination of the particle surface
with residual gas impurities. These contaminations can be reduced by reducing the
process pressure, thereby reducing the number of collisions of gas collisions with the
particle surface.

The evaporation method is not always suitable for synthesizing compounds,
such as compound semiconductors. We found that direct evaporation of GaAs and InP
is not possible due to decomposition (Deppert et al., 1998). The use of chemical
reactions with synthesized metal nanoparticles is one possibility to obtain the desired
stoichiometry. Another possibility is the use of laser ablation, in which the
stoichiometry of the ablated material is more or less retained.

Another problem of the usual evaporation-condensation process is that the
particle size distributions are relatively wide. The geometrical standard deviation is at
least 1.35 due to Brownian coagulation. But the Brownian coagulation can also be
made useful for obtaining composite materials. As the evaporation-condensation
process is the process of choice in this work, important phenomena occurring in this
process will be investigated in the next Chapter.
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4. Physical phenomena in gas-phase synthesis

In synthesis in the gas phase, many phenomena play a role. The most important are:
- Homogeneous nucleation
- Condensation
- Collisions due to Brownian movement
- Coalescence due to solid state diffusion or viscous flow
- Surface reactions
These mechanisms are schematically shown in Fig. 4.1. Additionally, transport
processes, e.g. due to thermophoresis or Brownian diffusion, play a role.

Fig. 4.1. Mechanisms in gas-phase nanoparticle synthesis

In this Chapter, several mechanisms related to relevant problems in the gas-
phase synthesis of nanoparticles for functional applications are investigated. In
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Chapter 4.1, the formation of nanometer-sized particles by the evaporation-
condensation technique will be analyzed using a moment model describing nucleation,
condensation and coagulation. This allows to predict the minimum furnace
temperatures needed to form nanoparticles. The coagulation and aggregation
phenomenon is modeled by a Monte Carlo simulation technique in order to be able to
describe complex systems, such as multi-component or multidimensional systems with
several variables, e.g. particle size and charge. The contents of Chapter 4.2 have been
accepted for publication (Kruis et al., 2000a). The method is useful for describing the
mixing of charged nanoparticles for the synthesis of composite nanoparticles (Chapter
4.3).

4.1 Particle formation by nucleation, condensation and
coagulation: application to synthesis in tube furnaces

Most of synthesis methods for gas phase nanoparticle synthesis are formation
are still in the laboratory stage, and process design and product development rely
heavily on experience. Aerosol science provides a theoretical framework for
understanding particle formation processes in the gas phase, which can be used to
understand experimental results or to find favorable process conditions. Modeling of
most aerosol reactors is very complex due to the interplay of many physicochemical
phenomena and due to the problematic description of complex phenomena such as
exploding wires and laser evaporation of solid material. Therefore, a gas which is
heated and subsequently rapidly cooled down is chosen here as a model system. In this
so-called evaporation-condensation process (Scheibel and Porstendörfer, 1983), a
saturated vapor is cooled resulting in a supersaturation, thereby producing nanosized
particles. The same basic phenomena occur in the more complex systems as laser
ablation and inert-gas condensation but there the process conditions are not so easily
defined.

Several approaches for modeling particle formation in tube furnaces have been
described in the literature. Panda and Pratsinis (1995) assume a monodisperse size
distribution to describe the formation of aluminium particles in a furnace. A more
detailed model describes the changes in the first three moments of the particle size
distribution due to nucleation and condensation (Friedlander, 1983). This allows to
assume a lognormal particle size distribution. In order to close these three moments,
Pratsinis (1988) assumed a lognormal size distribution and added the coagulation
mechanism. More advanced modeling techniques do not assume a shape of the particle
size distribution but require longer computation times and more complexe numerical
methods.
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In this subchapter, particle formation in tube furnaces is analyzed using a
moment model, based on Pratsinis (1988) but modified for the non-isothermal
conditions of tube furnaces. After validation of the model, most of the chemical
elements have been screened in order to find conditions necessary for nanoparticle
synthesis using the evaporation-condensation mechanism in tube furnaces.

4.1.1 Theory

In the evaporation-condensation process, a vapor is generated by slow
evaporation or sublimation of a powder material in an evaporation boat and can form
particles by homogeneous nucleation when cooling down. In order to calculate the
supersaturation the saturation vapor pressure is described in terms of the general
equation:

log logp A
T

B T C T D T Es = + + + +2 (4.1.1)

This expression is fitted to the experimental data (Honig and Kramer, 1969) for most
of the elements. The expression proposed by Girshick and Chiu (1990) for the
homogeneous nucleation rate is used here:
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using the dimensionless surface tension group θ :

θ γ= s
k TB

1 (4.1.3)

A linearly temperature-dependent surface tension (Mezey and Giber, 1982) is used in
this work. The supersaturation S is found using:
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the number of monomers in the particles formed by homogeneous nucleation is:

k
S

*

ln
= �
�
� �

�
�

2
3

3θ (4.1.5)



32

The particle dynamics can be described in terms of the three leading moments of the
size distribution, approximating the form of the distribution as lognormal:
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The moments M0 , M1  and M2  are related to the geometric average particle volume vg

and the standard deviation σ  by:
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Following Pandas and Pratsinis (1995) the moments and the monomer concentration
are expressed per unit mass of carrier gas instead of using concentrations per unit
volume of carrier gas. This is done in order to cope with the non-isothermal conditions
in the system. We define:
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this transforms the moment equation into:
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in which the change of the moments due to a specific mechanism (nucl=nucleation,
cond=condensation, coag=coagulation) is a function of the moments themselves,
derived by Pratsinis (1986). Harmonic averaging is being applied in order to cope with
the different coagulation and condensation rates in the free-molecular and continuum
regime. The monomer mass balance, also expressed per unit mass carrier gas, is:
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The gas density, gas viscosity and mean free path of the gas are described using
temperature-dependent functions.

4.1.2 Results and discussion

Until now, no systematic study of the nucleation behaviour of the elements has
been carried out. It is, however, very useful to know which temperatures are needed to
induce particle formation. Applying the homogeneous nucleation formula, the
following screening procedure is used. At a certain maximum temperature, which can
be thought of as the furnace temperature for instance, a monomer concentration is
generated in accordance with the saturation pressure. Then the gas is cooled and
supersaturation is created. The nucleation rate has to be screened over the whole range
between maximum temperature and room temperature, as it is possible that a system
shows no nucleus formation (here defined where the nucleation rate is smaller than 1
cm-3/s, which is an often encountered criterion for particle formation) at room
temperature but it does at intermediate temperatures. B, C, W, Cr, Ge and Si e.g. show
this behaviour. This can be seen in Fig. 4.1.1 which shows the nucleation rate of
several elements when initially a temperature of 60 % of the melting point is
established and then cooled down to the indicated temperature. This maximum in the
nucleation rate is however an exception, usually a continuously increasing nucleation
rate is found when going to lower temperatures.

The moment method was applied to follow the complete particle formation
process with nucleation, condensation and coagulation. In order to validate the model,
experimental results for silver nanoparticles (Scheibel and Porstendörfer, 1983) are
modeled. In these experiments, silver powder in a boat is heated in a tube furnace,
forming nanoparticles during the cooling down. The temperature and cooling rate was
determined experimentally and the particle size distribution was measured using a
DMA. The temperature at the center of the tube was found to be 70 K lower than the
furnace temperature. In Fig. 4.1.2 it can be seen that the model describes the
experiments (which apply a cooling rate of 3300 K/s) satisfactorily, in view of the
incertainties in the surface tension and the nucleation model. The influence of the
cooling rate is also shown: the higher the cooling rate, the smaller the resulting particle
size at a given temperature. This can be explained from the competition between
nucleation at the one hand and condensation and coagulation at the other hand. A slow
cooling down results in a lower nucleation rate, so that the particles formed have more
time for interaction which each other and with condensing molecules.



Fig. 4.1.1. Nucleation rate of different elements in N2 at 1 bar as function of
temperature, after creating saturation at T=0.6 Tm (2294 K for C, 2210 K for W, 1278
K for Cr)
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The nucleation model and the moment model are now used to screen the
different elements on their ability to form nanoparticles. Here we distinguish
nucleation ability and particle formation ability. In table 1 it can be seen to what
temperatures a material has to be heated to initiate nucleus formation, indicated by Tn.
As can be seen, almost all elements show initial particle formation when heated up to
the melting point. The results are independent of system pressure or carrier gas, as the
saturation pressure is pressure-independent. It has to be pointed out that the surface
tension is a very critical parameter in calculating the nucleation rate. Small changes in
the surface tension lead to dramatic changes in the nucleation rate. Therefore the table
should be viewed with some care. The other way around, nucleation experiments could
be used to check the correctness of the applied surface tension.

The next question is to what particle size the nuclei will grow when nucleation
occurs. Using the standard submicron particle detection techniques such as
condensation nucleus counters particles as small as 3 nm can be detected. For the
elements shown in Table 4.1, the moment model was applied in order to find the
maximum temperature needed resulting in a geometric particle diameter of 3 nm. This
temperature is indicated in the table by Tp. A cooling rate of 103 K/s was chosen which
is a normal cooling rate to be expected in tube furnaces. Rates in the order of 105 K/s
are more characteristic for plasma- and laser-driven syntheses. The calculation has
been performed until the temperature reaches room temperature.

As can be seen from the table, is this temperature Tp in most cases hundreds
degrees Kelvin higher than the maximum temperature where the nucleation starts.
Thus it seems that this ‘nucleation’ criterion expressed by Tn is not a practical criterion
in order to predict the start of detectable particle formation. The table can be used in
order to get an idea of the minimum furnace temperatures needed for nanoparticle
formation of the different elements.

From this table, also the limitations of the evaporation-condensation method
using tube furnaces become clear: the temperature needed for nanoparticle formation
is for many elements above 2000 K, so that the use of tube furnaces becomes
questionable due to material problems and too elevated costs. An example of such an
element is Pt, which is potentially interesting as dopant in gas sensing applications.
For these elements, alternative methods have to be applied which are crucible-free,
such as laser ablation.
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Table 4.1. Melting temperature Tm, maximum temperatures necessary for nucleus
formation Tn (I > 1 cm-3/s) and maximum temperature Tp needed for reaching a
geometric particle diameter of 3 nm. For the calculation of Tp, a cooling rate of 103

K/s until room temperature was used with N2 at atmospheric pressure as carrier gas.

Tm/K Tn/K Tp/K Tm/K Tn/K Tp/K Tm/K Tn/K Tp/K

Ag 1235 740 1190 K 337 380 430 Ru 2583 1550 2330
Al 934 840 1310 La 1193 1120 1740 S 386 310 360
As 1267 480 560 Li 454 450 690 Sb 904 490 720
Au 1338 960 1530 Mg 922 610 660 Sc 1812 940 1410
B 2573 1440 2110 Mo 2890 1620 2490 Se 490 320 460
Be 1551 840 1300 Mn 1517 730 1120 Si 1683 1080 1620
Bi 545 530 840 Na 371 390 490 Sr 1042 480 690
C 3823 1760 2450 Nb 2741 1810 2630 Ta 3269 1900 2940
Ca 1112 530 760 Ni 1726 1210 1590 Tc 2445 1610 2450
Co 1768 1130 1660 Os 3318 1860 2850 Te 723 390 580
Cr 2130 980 1530 P 317 310 420 Ti 1933 1120 1740
Cu 1357 790 1250 Pb 601 550 870 Tl 577 590 800
Fe 1808 1010 1590 Pd 1825 950 1530 U 1406 1180 1740
Ga 303 720 1150 Po 527 360 530 V 2163 1210 1860
Ge 1211 820 1260 Pt 2045 1350 2130 W 3683 1990 3020
Hf 2500 1950 2950 Rb 312 360 390 Y 1796 1040 1620
In 430 450 560 Re 3453 1865 2900 Zn 693 570 600
Ir 2638 1790 2480 Rh 2239 1300 2060 Zr 2125 1450 2340

4.2 Coagulation and aggregation: a Monte Carlo simulation

Once particles are formed and are solid, coalescence will not any more be rapid
and aggregates consisting of primary particles develop. When the collision takes place
at room temperature, in general the primary particles will conserve their original
shape. At higher temperatures, solid state diffusion or viscous flow between the
primary particles can lead to complicated structures.

The classical way of dealing with coagulation (here defined as describing
colliding droplets) and aggregation (describing colliding solid particles) is the
Smoluchowski equation (Smoluchowski, 1917). An analytical solution to this equation
is only possible in the case of simple collision kernels, which are not relevant for the
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systems of interest discussed above. In the case of complex coagulation kernels
however, the problem has to be solved by numerical means.

This population balance problem is traditionally solved by discrete population
balances, moment methods or sectional methods. Solving the discrete particle (or
’cluster ‘) dynamic equation based on the Smoluchowski equation for the whole
submicron size spectrum implies that more than 109 differential equations have to be
solved simultaneously in order to describe the particle size distribution ),( tvn  between
1 nm and 1 µm. This is computational too expensive at the moment. It has been done,
however, for only a small part of the particle size spectrum, e.g. up to 20 basic units in
a particle whereas the larger particles are described by the sectional representation
(Landgrebe and Pratsinis, 1990). Another way of numerical simulation assumes some
form of the particle size distribution, e.g. a log-normal one, which results in a few
relatively easy to solve equations for the moments of the distribution (Pratsinis, 1988,
Otto and Fissan, 1999). Finally, the particle size distribution can be cut into sections
for which differential equations can be derived (Litster et al., 1995). It provides the
solution accurately when the number of sections is high enough with a reasonable
computational time.

All these methods have the following drawbacks:
- There is no information about the history of each particle. The particles are

described by means of their volume. It cannot be traced back which particles
collided to form a bigger particle and the information about the internal structure is
lost. Especially in case of aggregates this is a problem, as sometimes the size
distribution of the primary particles composing an aggregate has to be known. Such
cases are e.g. the mixing of solid particles with different composition and the
coating of large particles with smaller ones.

- When more-dimensional systems have to be dealt with, the sectional representation
results in very complex algorithms. Examples are additional information about the
agglomerate form (Xiong and Pratsinis, 1993) using a particle size distribution

),,( tavn  describing the particle volume and area or about the charge distribution
(Vemury et al., 1997) which requires the solution of ),,( tqvn describing volume
and charge level.
A classical method to overcome such drawbacks is to use Monte Carlo simulation

methods. A well-known example of this method is the simulation of the Brownian
movement by stochastic processes. When a sufficient number of particles is taken,
collisions will result from the random Brownian motions and a change in the particle
size distribution can be recorded. With the help of such trajectory methods based on
the Langevin equation Brownian coagulation of droplets (Pearson et al., 1984) and
agglomerate formation by Brownian coagulation (Gutsch et al., 1995) have been
described. Such methods can deliver a priori coagulation rates, but are time-consuming
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and are not suited for simulating large number of particles. The number of simulated
particles is here usually between 500 and 1000.

When the collision rates are known, a much simpler method can be used. This
method bases on choosing collision partners by a stochastic game and is known as the
Direct Simulation Monte Carlo method (DSMC, Bird, 1976). It was originally
developed for describing gas dynamics and is essentially the simulation of molecular
collisions without regarding their spatial positions. As the number of particles in real
systems is too large for the present computer memories, the simulation volume is
chosen such that a reasonable amount (104 – 105) of simulation particles results.
Advantageous is that information about the history and internal structure of the
particles is available, and that multi-dimensional systems such as charged and
multicomponent aerosols, requiring the solution of ),,,( tcqvn  describing particle
volume, charge level and composition, can be simulated. Monte Carlo (MC)
simulations are computationally expensive, computer power has reached however a
level where simulations with up to 105 particles are now possible on fast PCs.
Furthermore, more care has to be taken to ascertain that the numerical solutions, which
vary due to the use of random numbers, are representative ones. The MC algorithms
for solving particle dynamics are however easily programmed, and it can be said that
in comparison to sectional models the time spent on solving a problem is shifted from
the programmer to the computer.

The DSMC method has been used before to solve complex problems which
involved particle collisions (e.g. Shah et al., 1977, Bapat et al., 1983). There are
however few studies in which different DSMC methods for solving the coagulation
and aggregation problem are investigated and tested more in detail. In this subchapter,
these methods are briefly described and then a related method is proposed which is
computationally more efficient. The accuracy of the solutions is tested by comparing
them with (I) analytical solutions and (II) numerical results from a sectional model.
Two examples of industrial relevance are given to show the suitability of the DSMC
method for describing complex multi-dimensional particle dynamics.

4.2.1 Direct Simulation Monte Carlo methods

It is assumed that the N colliding particles with an initial distribution )(0 vn  are
contained in a fluid of volume V. This volume is chosen such that N is a reasonable
number, with the present personal computer power not more than 105. It is further
assumed that all collisions are binary, i.e. we are not dealing with concentrated
dispersions or slurries, and that the sticking coefficient is unity. The collision rate β  is
a known function which depends on the properties of the medium and on the
properties of the colliding particles.
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The particulate system considered here is usually described by the
Smoluchowski equation:
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where t is the time, nk is the number concentration of the k-fraction and ki ,β is the
collision rate of the particle pair (i,k) which defines the kinetics of the process. In the
DSMC method, particle pairs are selected by stochastic methods based on the
transformation of collisions rates into collision probabilities.

Garcia et al. (1987) describes two stochastic methods based on the simulation
procedure for a Markov process. The methods were not tested by these authors,
however. The mean time between two collisions events is τ , which can be calculated
by:
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in which Vβ  is the collision rate in a volume V. It is assumed that τ is an
exponentially distributed random variable. This time is therefore selected by means of
a random number generator. The coagulation pair (i,j) is chosen on the basis of the
probability jiPr ,  which is calculated by:
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As it is in this method necessary to calculate the collision rates of all possible
particle pairs (inverse method) which is time-consuming, Garcia et al. (1987) proposed
a second method based on the acceptance-rejection procedure (Bird, 1976). Here, a
particle pair (i,j) is selected entirely at random independent of the collision probability.
Then this pair is accepted as a collision pair if
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where R is a random number uniformly distributed between 0 and 1. When the pair is
rejected, a new random number is selected, and so on, until the condition is fulfilled.
This method is only practical when the maximum of the collision rate can easily be
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determined and might introduce an error according to Garcia et al. (1987). In order to
investigate this error, simulations are compared based on this method with the
analytical solution for the simple collision kernel )( jiA +=β  (described further in this
subchapter). The results are shown in Fig. 4.2.1. Even with 105 simulation particles,
the error in the total particle number is rather large as in comparison with the results
which will be shown further on. Furthermore, when the range of particle sizes
increases the ratio of the randomly generated collision rate and the maximum collision
rate becomes very small, the large number of rejections slows down the program
considerably. As an example, in an aerosol system with wide range of particle classes
undergoing Brownian coagulation )nm100,nm1(/)nm1,nm1( 2121 ==== dddd ββ
at standard conditions is in the order of 10-3 .

A third method is proposed by Liffman (1992) who uses a two-step method.
The mean time which  particle i experiences between two collision events is:
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Fig 4.2.1. Decrease in relative total number concentration 0/ NN : comparison
between theory (Case 2 , βi,j=A(i+j) ) and the acceptance-rejection Monte Carlo
simulation procedure of Garcia et al. (1987). Number of simulation particles: 10.000
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It is assumed that this time is an exponentially distributed function. A time step is
chosen which should be much smaller than the smallest value of all possible iτ ’s.
Then, the particle i is accepted if
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When i has been found, the collision partner j is found by computing first all collision
probabilities between the chosen particle i and any other particle j:
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and then selecting j by means of:
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As in the acceptance-rejection method of Garcia et al. (1987), selecting one particle
pair might take a large number of random numbers which is computationally
expensive. A further problem is that it is no clear criterion to select the time step.
Nevertheless, the simulation results were extensively compared with analytical
solutions and found to be correct.

4.2.2 A Fast DSMC method

A new method is proposed which is related to the inverse method. As the
collision kernel represents the probability of a binary collision in unit time, the sum
over all collision kernels will be the probability that one collision takes place in the
particle ensemble in unit time. So the mean time τ  needed for one collision taking
place in the particle ensemble is the inverse of the sum of all collision kernels:
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The factor 2 is added in order to account for the double counting of the particle
pairs. A collision pair is chosen by making a list of all pairs and accumulate the
collision rate until the sum surpasses a random number. If a random number R is
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uniformly distributed in (0,1], ��
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We can put the selection criterion as follows:
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which causes the particle pair (i,j) to form a new particle with volume ji vv +  (see Fig.
4.2.2). Only one random number is used for the selection of a particle pair and no
acceptance-rejection procedure takes place. If m steps are completed, the total time can
be simply calculated from:
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When an initial size distribution has to be modeled, it is generated by means of a
random generation method (Rubinstein, 1981). The DSMC method can be applied in a
aggregation mode, in which each aggregate is assigned an array indicating which
primary particles compose the aggregate, or in an coagulation mode, in which after
each collision the new (droplet) properties such as volume and density are stored.

Fig. 4.2.2. Illustration of the MC technique used to choose pairs of colliding particles
(i,j) by means of a random number R. In this procedure the collision rates of all
possible particle pairs are weighted.
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During the simulation the number of simulation particles N drops, which means
that the error increases as the sample error is in the order of N/σ . In order to
encounter this, the simulation volume V and the number of particles N are doubled
when the concentration has dropped by half. The properties of each ‘old’ particle are
of course copied to the ‘new’ particles in the additional volume in order to conserve
the statistical properties. This procedure is discussed by Liffman (1996).

It should be pointed out that this method necessitates the calculation of the
collision rates of all possible particle pairs. If N is large, the storage of N2 collision
rates becomes prohibitive: 105 simulation particles would mean the storage of 1010

collision rates. In order to overcome this, for each particle only the sum of possible
collision rates is stored and by means of the random number it is determined which
particle i is selected. Then the collision rates of i with the other particles is calculated
and summated until the condition 10 is met. This method implies the storage of only N
values. After each pair selection, a simple correction can be made in the summated
collision rate values to account for the change in particle properties and, consequently,
in the collision rates. The large number of calculations of the collision rate, which are
independent of each other, makes the simulation very suitable for parallel computing.

The method described here is similar to the inverse method of Garcia et al.
(1987). However, exponentially distributed time steps between collisions which would
necessitate a random number and a correction of all collision rates as in the work of
Garcia are not used, instead a calculated deterministic mean time is used. This is
possible due to the large number of simulated particles and greatly accelerates the
simulation procedure.

4.2.3 Comparison with theoretical solutions for aggregation

Obviously, the fast DSMC must be compared to known theoretical solutions to
determine if it is a valid method of analysis and to become an idea of the accuracy.
There exist only a few forms of the collision kernel for which an analytical solution of
the Smoluchovski equation exists (Spouge, 1983). βi,j=A, βi,j=A(i+j), βi,j=Aij. Here A
is a constant, i,j are the section numbers. The fast DSMC method is examined using
these collision kernels. The initial particle size distribution is monodisperse.

Case 1. βi,j=A. If we define N0 as the initial number of primary particles at 0=t , the
total number of particles N at time t is
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The probability of obtaining a particle, containing k primary particles is:
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Case 2. βi,j=A(i+j). In this case the decrease of particle number can be expressed as:
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Case 3. βi,j=Aij. In this case there exists only an analytical solution for times shorter
than a finite time t=1/N0A,
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The results of the simulations for N0=1012 m-3 and A=1/N0 are shown in Figs.
4.2.3 and 4.2.4. Fig. 4.2.3 demonstrates the high degree of accuracy of the DSMC
method in simulating the decrease in relative total number concentration. Here, using
even only 1000 simulation particles results in very accurate results for the total number
concentration. The doubling procedure is a necessity, as can be seen in Fig. 4.2.3a
where the total number concentration drops with a factor of 103. This results in some 8
doubling procedures, clearly resulting in an accurate description. Fig. 4.2.b,c show the
two other test cases. The probability distribution of aggregates with k primary particles
for the above mentioned test cases is however a more sensitive function of the number
of simulation particles. The statistical nature of Monte Carlo simulations become
evident when there are only few aggregates in the simulation volume. This can be seen
in Fig. 4.2.4a,c. where the scatter increases at large k-numbers. Fig. 4.2.4b shows
clearly the decrease of the statistical scattering when increasing the number of
simulation particles from 10.000 to 100.000.
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c)

Fig. 4.2.3. Decrease in relative total number concentration 0/ NN : comparison
between theory and the Direct Simulation Monte Carlo method for (a) Case 1, βi,j=A
(b) Case 2, βi,j=A(i+j).  and (c) Case 3, βi,j=Aij. Number of simulation particles: 1000.
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c)

Fig. 4.2.4. The probability kP  of obtaining an aggregate containing k primary
particles versus the size of the particles: comparison between theory and the DSMC
method for (a) Case 1, βi,j=A at t=7.5 s (b) Case 2, βi,j=A(i+j) at t= 3.5 s and (c) Case
3, βi,j=Aij at t= 1 s. Number of simulation particles: 100.000 (a), 10.000 and 100.000
(b) and 100.000 (c).

4.2.4 Comparison with numerical solutions for coagulation

The form of the particle size distribution is an important issue in particle
synthesis. In order to check the validity of the DSMC method in a more realistic
system than cluster aggregation, a coagulating aerosol is simulated. In Fig. 4.2.5 the
development of the geometric standard deviation gσ  in an initially polydisperse
aerosol is shown. As reference a sectional model (Landgrebe and Pratsinis, 1990) is
used with a section spacing of 1.08. It can be seen that two simulations with the same
number of simulation particles can give different results due to the stochastic nature of
the modeling. It is seen that when a sufficient number of particles is taken, the
deviations to the sectional model are in the order of 1 %. As both methods are
numerical it is difficult to say which one is the more correct one. The stochastic effect
can be reduced by repeating the simulation with different random numbers. This is
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shown in Fig. 4.2.5 for the case of 40.000 simulation particles, where the simulation
now shows a smooth curve after taking the mean of 3 different simulations.

Fig. 4.2.5. The geometric standard deviation gσ  of a coagulating aerosol system
(initially 5.53=gd  nm, 910=N cm-3 and 8.1=gσ ) as a function of time t: comparison
between a sectional model and the DSMC method. The collision kernel used is from
Dahneke (1983) and the sectional model used is by Landgrebe and Pratsinis (1990).
The number of simulation particles N is indicated in the legend.

The statistic errors can be quantified by calculating the standard deviation from
different simulations. This procedure is illustrated in Fig. 4.2.6, where the so-called
self-preserving particle size distribution (Friedlander, 1977) for the collision kernel

( ) ( )( )3/13/13/13/1, −− ++= jijiji vvvvvvβ  is shown. Ten DSMC simulations were made so

that an estimation of the statistical errors could be obtained by the standard σ  method
(corresponding to a probability of 67 %). As can be seen from the figure, the form of
the distribution is correctly described by the DSMC method and the standard σ
method generally overestimates the error in the simulations. The statistical errors can
be further reduced by increasing the number of simulations and/or the number of
simulation particles. This was not further pursued here. Curve-fitting can also be
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applied here. The most striking feature in the figure is that the left-hand side of the
curve shows much larger statistical deviations than the right-hand side. This is due to
the fact that the method is particle number-based: to the left of the maximum less
simulation particles are available for one data point due to the logarithmic axis.

Fig. 4.2.6. Self-preserving particle size distribution for the collision kernel
( ) ( )( )3/13/13/13/1, −− ++= jijiji vvvvvvβ , in which the dimensionless particle density

function Ψ  (defined as 2/),( NtvVn  where V and N are the total particle volume and
number) is a function of a dimensionless particle volume η  (defined as VNv / ). The
DSMC results are compared with results from Vemury et al. (1994) who use a
sectional model. A confidence range of σ±  is calculated from 10 simulations.

4.2.5 Case study 1: Chemical reaction in coagulating droplets (microreactors)

The standard numerical solution schemes, e.g. sectional models, for solving
coagulating particle systems are more computer time-efficient than the DSMC
simulation. They are however not very well suited for solving more complex systems
such a reacting microdroplets. In order to show the applicability of the DSMC
simulations, the reactive mixing of two sprays containing two different solutions is
chosen. A chemical reaction takes place when droplets with solution A coagulate with
droplets containing solution B, producing a new droplet acting as ‘microreactor’ in
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which the product C is formed. This kind of mixing is used to mix two liquid reactants
very fast. The chemical kinetics is given by:
[ ] [ ] [ ]BA
d
Cd k
t

= (5.2.18)

where [ ]A  denotes the concentration of A and k is a reaction constant. The problem is
analogous with that of a chemical reaction in a liquid-liquid dispersion described by
Shah et al. (1977). However, a polydisperse initial size distributions is used here. The
chemical reaction is closely related to the droplet dynamics as a collision event
changes the concentrations of the reactants and product, depending on the relative
volume of the colliding droplets. The coagulation version of the DSMC code is very
easily adapted for calculating the change in concentrations due to the chemical
reaction between two collisions by adding only a few additional program lines.

The results of the simulation are plotted in Fig. 4.2.7. As collision kernel the
collision frequency for the continuum regime (Friedlander, 1977) is taken. The results
for the volume fraction of droplets v/V having the indicated product concentration [C]
are shown in a histogram-fashion, with the values of the concentration located at the
midpoint of a section. Here also several simulations were made to get an idea of the
accuracy of the results by using the standard σ  method. It is seen that only a few
simulations are necessary to get a relative accurate result. The DSMC is an easily
programmed method to calculate complicated multi-dimensional size distributions, in
this case )],[],[],[,( tCBAvn .
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Fig. 4.2.7. Distribution of product concentration [C] resulting from the chemical
reaction A+B→C with a reaction rate k=2.067 10-3 l/(mol s) between an A-containing
spray (initially 310][ −=A mol/l, 1=gd  µm, 2105=N cm-3 and 5.1=gσ ) and a B-
containing spray (initially 310][ −=B mol/l, 1=gd  µm, 2105=N cm-3 and 6.1=gσ ).

v/V is the volume fraction of droplets having a concentration [C]. The time elapsed is
4.37 105 s. The initial number of simulation particles is 30.000 particles for each
spray. The error bars ( σ± ) result from repeating the simulation 4 times.

4.2.6 Case study 2: Coating of particles with smaller particles by aggregation

A second example of a problem which is very difficult to solve with standard
particle dynamical models is the coating of solid particles with nanoparticles with both
particle fractions having an initially polydisperse size distribution. Particle coating is
applied in industry to apply a functional, protective or wear-resistive layer and is often
carried out in a fluidized bed reactor (Li and Hua, 1997). The problem is to determine
how much of the surface of the larger particles (1 µm) is covered with the smaller
particles (100 nm). This is expressed in the surface coverage, which is defined as the
ratio of the sum of the area of all nanoparticles deposited on a large particle and the
surface area of the large particle. Due to the polydisperse size distribution and the
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random nature of the collision process, the surface coverage of the large solid particles
will be a distributed variable.

For the DSMC simulation, it means that the aggregation mode has to be used
where information on the primary particles composing an aggregate is stored. As an
approximation, the collision kernel for the continuum regime (Friedlander, 1977) is
used. The results are shown in Fig. 4.2.8 as a cumulative distribution of the surface
coverage for different coating times indicated in the legend. As can be seen from the
slopes of the curve, there is a rather broad distribution of surface coverage of the large
particles. The results of the DSMC method are in fact a solution of the multi-
dimensional size distribution ),,...,,( 21 tvvvn

pn  in which np is the number of particles in
the aggregate.

Fig. 4.2.8. Cumulative distribution of the surface coverage as a result of coating large
particles ( 1=gd  µm, 310=N cm-3 and 2.1=gσ ) with nanoparticles ( 100=gd  nm,

610=N cm-3 and 5.1=gσ ) for different coating times indicated in the legend. The
initial number of simulation particles is 20.000 for the nanoparticles, the simulation
was repeated 5 times.
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4.3 Mixing by means of aggregation of charged particles

A special case of nanomaterials is formed by composite particles, here defined
as aggregates composed of two different particle classes. The technological use of
such particles is manyfold, e.g.:
- improve the functional properties of semiconductor nanoparticles by adding a

second semiconductor particle which provides a charge transfer, thereby improving
the quantum yield,

- improve the functional properties of nanoparticles by adding another nanoparticle
which has catalytic properties, such as Pt or Pd which enhances the sensitivity of
SnO2 nanoparticles used for gas sensors,

- improve the superconductive properties of YBCO particles by adding smaller
particle which act as flux pinning enhancement (Takao et al., 1997),

- improve the mixing characteristics when two ultrafine powders have to be mixed:
when the powders are mixed in aerosol form, the occurance of large aggregates of
one component, which is detrimental for the mixing, can be suppressed.

When mixing of primary particles of different chemical composition (e.g., component
A and B) takes place by Brownian coagulation, the mixing is a stochastic process in
which as many aggregates composed of two A particles will occur as composite
particles A-B when both particle components have the same size. The mixing quality
can be enhanced by applying electrical forces. When the two particle components are
oppositely charged, it is clear that more well-mixed A-B composite particles will be
obtained than unmixed doublets of A or B (Fig. 4.3.1).

F

4

ig. 4.3.1. Principle of influencing aggregate formation by charges on particles.

Brownian aggregation

Electrical bipolar aggregation

+ -
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The dynamic behavior of such systems is complicated, because the aggregates
formed may consist of particles dissimilar with respect to size, electrical charge and
composition. Numerical techniques have to be applied in order to simulate the
dynamical behavior when no assumptions about the form of the particle size
distribution are made. These techniques, such as the sectional model (Gelbard et al.,
1980), require complicated programs. The addition of charges further complicates
these models. Oron and Seinfeld (1989) developed a detailed but very elaborate
sectional model for the dynamics of charged particles, necessitating the solution of the
two-dimensional distribution ),( qvn  as a function of time. Vemury et al. (1997) used
the simpler sectionalization technique developed by Litster et al. (1995). Even when
simplifying assumptions such as a log-normal shape of the size distribution and a fixed
charge distribution are made (Otto, 1997), the mathematical description remains very
cumbersome. Models involving charge and size have mainly been applied for
describing the charging of particles by ions and the increase in mean particle size by
bipolarly charging an aerosol which has to be precipitated (Otto et. al., 1996).

Several studies considered the coagulation of two- or multi-component
aerosols. Lushnikov (1976) was the first to consider the coagulation of two-component
mixtures, deriving an analytical solution for a size-independent coagulation kernel.
Gelbard and Seinfeld (1980) developed a sectional technique for dynamic behavior of
particle size and chemical composition. However, both the setting up of the kinetic
equations and their numerical solution are very time-consuming. Another numerical
technique for dealing with two-component coagulation was independently developed
by Piskunov et al. (1997). These models have mainly been applied to atmospheric
aerosols, e.g. to account for chemical reactions in water droplets or to describe
accidental release of radioactive species and their deposition onto aerosols. At present,
however, no models exist for simultaneously solving the size, electrical charge and
composition of an aerosol.

In this subchapter, we investigate what are optimal conditions for obtaining
composite particles containing the same number of primary particles of the different
components. When a large fraction of such agglomerates is present, the primary
particles can be considered as well mixed. We consider several possible methods: the
mixing of bipolarly charged aerosols, the mixing of unipolarly charged aerosols and
the laboratory method of mixing size-selected and oppositely charged nanoparticles.
The use of the newly developed DSMC technique (Chapter 4.2.) allows us to obtain
insight in the behavior of these complicated processes, in which the formed particles
are in the form ji BA  (with i,j≥0) and where the primary particles have a size and
charge distribution.
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4.3.1 Theory of bipolar aggregation

For the case of spherical uncharged particles, Fuchs (1964) proposed an
interpolation formula for the coagulation coefficient valid in the whole particle size
range:
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where m is the particle mass, kB is the Boltzmann constant, T is the fluid temperature,
η is the dynamic gas viscosity, d is the particle diameter, C is the slip correction factor,
and the indexes i and j refer to the colliding particles. Different particle densities of the
colliding particles are taken into account by this formula. If the particles are charged,
the Coulomb forces have to be considered and the coagulation coefficient has to be
corrected into:
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elji W .
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β
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where qp
jiW ,

, is the Fuchs stability function (Fuchs, 1964):
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where p and q are the numbers of elementary charges on particles i and j, respectively.
This correction factor qpW ,

2,1/1  is shown in Fig. 4.3.2 for singly charged nanoparticles. It
can be seen that this correction becomes important for smaller particles.

Fig. 4.3.2. Correction factor qpW ,
2,1/1  for the influence of opposite charges (p= -1,

q= 1) on two coagulating particles

Furthermore, it is important to take into account in the calculation of the
coagulation coefficient that the aggregates formed are not any more spherical, in
contrast to the primary particles. This leads to a higher coagulation coefficient in
comparison to the case when the new particle has again a spherical shape (Katzer et.
al., 1998). A commonly used correction method is to describe the effective aggregate
diameter d by means of a fractal dimension fD  (Matsoukas and Friedlander, 1991):
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in which Np is the number of primary particles with diameter d0. This method is,
however, only applicable for equal-sized primary particles. To overcome this problem
the effective diameter of an aggregate composed of primary particles of any size is
estimated by calculating the projected outer diameter and taking the mean over all
possible orientations. By comparing the results with the expression of Matsoukas and
Friedlander for the effective aggregate diameter d (1991), eq. (5.3.3), the methods are
found to be equivalent for fD =1.43. Smaller fractal dimensions are encountered only
for magnetic particles which tend to align. In order to be able to describe the
aggregation process for higher fractal dimensions, we simply interpolate between this
lower boundary and the densest possible aggregate with a fD =3.

4.3.2 Simulation of aggregation of charged aerosols for mixing purposes

With the coagulation coefficient for charged particles and aggregates composed
of unequal-sized primary particles now being known, the dynamics of the aggregation
process can be studied by means of the DSMC method described in Chapter 4.2. . The
simulations are performed for a bicomponent mixture with equal number
concentrations of both components ( BA NN = ). The number of simulation particles is
20000. Each simulation was repeated five times with different random numbers to
reduce the influence of the stochastic nature of the simulation process. Mean values
were computed from these five simulations. Each component has an initial lognormal
size distribution, which is also generated by means of random numbers (Rubinstein,
1981). The initial charge distribution can be based on any formula for the charging
method used, such as bipolar charging or unipolar charging. The bipolar charge
equilibrium for particles larger than 50 nm can be described by the Boltzmann charge
distribution, where the concentration ratio of particles carrying q elementary charges is
(Fuchs, 1964):
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where 0N  is the total particle number and with

22e
TdkB=σ (4.3.5)

As the Boltzmann theory underestimates the number of charged particles with
diameters smaller as 50 nm, the following approximation formula is used
(Wiedensohler, 1988):
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where F(q) is the distribution function and ai(q) are coefficients as determined by
Wiedensohler.

The aerosols investigated have initial geometric mean diameters gd in the 10 to
100 nm range. For smaller nanoparticles it is more difficult to reach sufficiently high
charge levels for influencing the aggregation process, and they were therefore not
considered. The aggregates which were formed were assumed to have a fractal
dimension fD =1.43. The same initial number concentrations are used in all the cases,

5
0,0, 105×== == tBtA NN  cm-3 in order to be able to compare the results for different

cases. Higher or lower values of these values only influence the kinetics of the mixing
process, not its qualitative behavior. Particle densities were taken to be 7500 kg/m3

and 9600 kg/m3 for aerosols A and B, respectively. As carrier gas N2 at 20°C was
taken.

The simulation results in a complex mixture which consist of the number
concentrations of ji BA  aggregates containing primary particles with different sizes
and charges. The mixing quality can be shown by means of the distribution function.
The distribution function of primary particles ( ) NN jii +  is based on the ratio of the
number of primary particles of one component to the total number of primary particles
in the aggregate, ( )jii + . Here, i corresponds to the number of primary particles of
component A and j refers to the primary particles of component B. In Fig. 4.3.3 an
example is given of the time evolution of the distribution function of primary particles
in the case of two bipolarly charged aerosols with mean particle diameters of 10 nm.

The initial unmixed situation shows two peaks, indicating the unaggregated
primary particles. At the half time 5.0t (689 s) maximum values at ( )jii +  = 33, 50 and
66 % develop, representative for A2nBn, AnBn and AnB2n aggregates. At longer times
larger and more complex aggregates develop, but there is still a maximum around
symmetric aggregates.

In order to simplify the representation of the results, another definition is used
here. The number fraction of symmetric aggregates NNsym  represents the fraction of
symmetric iji BA =  aggregates, which corresponds to perfectly mixed aggregates. In
some way NNsym  is an indication of the mixing selectivity.
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Fig. 4.3.3. Time-dependent distribution function of primary particles in aggregates.
Initial conditions are =Agd ,  10 nm, =Bgd ,  10 nm, Ag ,σ =1.8 and Bg ,σ =1.6. Both

aerosols are initially bipolarly charged

4.3.3 Results

In order to assess different methods which can be used to obtain composite
particles, we investigated three cases. These are: the mixing of bipolarly charged
aerosols, the mixing of unipolarly charged aerosols and the laboratory method of
mixing size-selected and oppositely charged nanoparticles.

The mixing of bipolarly charged particles is representative of the mixing of
aerosols which are in charge equilibrium. The charge equilibrium is obtained after
conducting the aerosol through a radioactive source, often used to obtain a known
charge distribution or to minimize the charge level of charged aerosols. Consequently,
both aerosols contain neutral particles and charged particles of both polarities.
Aerosols with broad size distributions were used in the simulation, with gσ =1.8 and

gσ =1.6 for the aerosol with component A and B, respectively. The time evolution of
the number fraction of symmetric aggregates NNsym  is important to find the optimal
conditions for such mixing processes. From Fig. 4.3.4a it becomes clear that NNsym

becomes larger with increasing particle size difference, but does not exceed 0.25. The
decrease after some longer time can be explained by the formation of a wide range of
aggregate which are not exactly symmetric.

Charging of aerosols in radioactive neutralizers has some drawbacks: the
charging efficiency is relatively low and the bipolar nature of the charge distribution
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decreases the selectivity of the aggregation process. Unipolar chargers applying an
alternating electric field (Büscher et al., 1994, Kruis et al., 1998) allow to solve these
problems. They possess a higher charging efficiency than radioactive neutralizers as
they are not limited by the bipolar charge equilibrium, and all charges are of one sign.
Therefore, mixing unipolar aerosols can be more suitable for industrial application.
For our simulations, aerosols with the same particle size distribution function as for
bipolar charged particles ( Ag ,σ =1.8, Bg ,σ =1.6) were used, but this time one of them
contains only positively charged particles (A), and the other (B) contains only negative
charges with some amount of uncharged particles in both aerosols. Charging
efficiencies in both aerosols are taken similar to those described by Büscher et al.
(1994) for positively charged particles. The increased fraction of charged particles as
compared to the bipolar case and the fact that particles of different kinds carry only
charges of opposite signs have a positive influence on the fraction of symmetric
aggregates, as can be seen from Fig. 4.3.4b. Remarkable is not only an increase of

NNsym  of roughly a factor 2 with respect to bipolarly charged aerosols, but also
different conditions leading to a maximum of selectivity. It was found that the
maximum of NNsym  is for both aerosols having the largest diameters. This is due to
the competition of two effects: on the one hand the coagulation coefficient increases
with increasing difference in particle sizes, on the other hand for larger particles the
correction factor due to electric charge strongly increases due to the multiple charges.
Clearly, the first effect dominates in case of bipolarly charged aerosols due to a low
fraction of multiple charged particles while in case of unipolarly charged aerosols the
second effect prevails.

Comparison of the results for the bipolar and unipolar cases leads to recognition
of the importance of the number and sign of charges on particles for the aggregation
process. For further study a bicomponent mixture of particles with a narrow size
distribution ( gσ =1.1) carrying an equal charge number but of opposite sign (qA=-qB)
was taken. These aerosols can be obtained using the standard equipment for particle
fractionation consisting of an aerosol charger and a Differential Mobility Analyzer.
For applications, however, it has one main disadvantage: the maximum particle
number concentration which can be obtained is relatively low. The evolution of

NNsym , representing the selectivity, is presented in Fig.4.3.4c for Agd ,  = Bgd , = 30
nm. The maximum charge level is taken to be three elementary charges, as this is the
limit for the diffusion charging for 30 nm sized particles according to Fuchs (1963). It
can be seen that only multiply charged particles result in high selectivity, over 80 %
for triply charged particles. It was found in simulations not shown here that the highest
selectivity is obtained for the smallest particle sizes and the highest charge levels
taken. This is due to the fact that all particles are charged and to the higher mobility of
smaller particles.
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igure 4.3.4. Fraction of "symmetric" aggregates as function of time:
) in the case of initially polydisperse bipolarly charged (according to Wiedensohler,
988) primary particles for different mean geometric diameters of component A with
g,B=90 nm, b) in the case of initially polydisperse unipolarly charged (according to
üscher et al., 1994) primary particles for different mean geometric diameters of
omponent A with dg,B=90 and c) in the case of initially quasi monodisperse
dg,B=dg,A=30 nm) oppositely charged (qA=-qB) primary particles for different charge
evels.

.4 Conclusions: mechanisms relevant for gas-phase synthesis

The formation of nanoparticles by the evaporation-condensation technique was
nalyzed using a moment model describing nucleation, condensation and coagulation.
sing the model, it was shown that the temperature in the evaporation furnace and the

ooling rate determines the mean particle size and that an aerosoldynamical model
llows the prediction of the temperatures needed for nanoparticle formation. For
btaining particle in the nanometer size-range, a temperature range of some 200-300 K
an be found for each element. In the Chapters 7.1 and 7.2 the evaporation-
ondensation technique is experimentally applied.
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For more complicated systems having more degrees of freedom, such as
distribution of particle sizes, different chemical compositions, distribution of charges
and distribution of number of primary in an aggregate, a newly developed Direct
Simulation Monte Carlo method showed to be suitable. Two examples of practical
relevance containing multi-dimensional particle dynamics were given: coagulation
with chemical reaction in droplets (microreactors) and the coating of solid particles
with nanoparticles.

Aggregation of mixtures of charged nanoparticles is useful for obtaining
composites. This was studied by means of the Direct Simulation Monte Carlo method.
The selectivity of mixing is characterized by means of the fraction of symmetric
aggregates. It was shown that for each charge distribution different conditions lead to a
highest possible selectivity. Chapter 7.4 will describe an experiment designed for
obtaining very well-defined composite nanoparticles, based on charges on
nanoparticles.



     5. A review of synthesis of nanoparticles in the gas phase for electronic, optical and
                                                                                                        magnetic applications

65

5. A review of synthesis of nanoparticles in
the gas phase for electronic, optical and
magnetic applications
In the preceding chapters the applications of nanoparticles, the synthesis methods and
the relevant mechanisms were described. In this chapter most of the relevant works are
described which are done using gas-phase methods to obtain nanoparticles or
nanoparticle-based films and powders for electronic, optical and magnetic
applications. Parts of this review have been published (Kruis et al., 1998d). This
background allows to choose two interesting functional applications. The requirements
for a process suitable for complying with the requirements for these applications will
be discussed, finally leading to the selection of a synthesis process.

5.1. Synthesis for microelectronic and optoelectronic applications
of zero-dimensional structures (quantum dots)

Synthesis of semiconducting nanoparticles was pioneered by Kaito et al.
(1976), who evaporated CdS powder from a boat heated at 1100°C in a low-pressure
inert gas. The particles, ranging from 10 to 100 nm, were collected on TEM grids at
various positions in the produced aerosol. The same procedure was also applied by
Kaito et al. (1983) to CdTe. Agata et al. (1990) synthesized CdS nanoparticles of 20-
150 nm by evaporating CdS powder in low-pressure Ar. However, quantum effects
were not detected in the photoluminescent spectra due to the relatively large size of the
particles. Nevertheless the photoluminescence intensities increased with decreasing
particle size, probably related to the appearance of new electronic states on the free
surface. Hayashi et al. (1989) detected quantum effects in gas-evaporated ZnTe
nanoparticles with sizes between 20 and 80 nm by measuring the Raman spectrum.
The change in the relative intensities of the different Raman lines indicated a blue shift
of the ground-state energy. In order to avoid problems due to incongruent evaporation,
Kaito and Saito (1990) co-evaporated the metals (Zn, Cd) and the chalcogenides (S,
Se, Te) from two boats kept at different temperatures. Thus the vapor pressures of both
elements could be matched and several II-VI semiconductor nanoparticles compounds
were obtained.

Saunders et al. (1992) synthesized semiconductor nanoparticles from the gas
phase in order to obtain quantum confinement effects. GaAs nanoparticles in the 5-10
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nm size range were formed from the nonequilibrium vapor created by the exploding
wire method. Optical extinction measurements of the nanoparticles when collected in a
liquid were suggestive of quantum size effects, especially due to the fact that a distinct
absorption edge at the bulk material band gap was absent. Sercel et al. (1992) obtained
GaAs nanoparticles by using an organometallic precursor. (CH3)3Ga was mixed in a
furnace flow reactor with AsH3 gas yielding crystalline GaAs particles with sizes
between 10 and 20 nm. Saunders et al. (1993b) showed that when (CH3)3Ga was
pyrolyzed to form Ga nanoparticles, the GaAs nanoparticles obtained after the addition
of AsH3 had a different morphology as compared to the case where (CH3)3Ga and
AsH3 were premixed. In the premixed case, homogeneous nucleation of GaAs clusters
was probably the dominant mechanism. The optical absorption spectrum showed in
this case quantum confinement effects.

As the quantum confinement effect is a sensitive function of particle size
(Yoffe, 1993), a narrow size distribution is required to observe it experimentally
otherwise the size effect will be averaged out. To this end, a differential mobility
analyzer (DMA) can be used to ‘size-select’ an aerosol at atmospheric pressure (Fissan
et al., 1996). An indirect way to obtain quantum dot structures is by depositing size-
selected metallic aerosol particles onto InP wafers. After etching away the uncovered
surface of the wafer, free-standing columns of semiconducting material result
(Wiedensohler et al., 1992; Stratmann et al., 1993; Deppert et al., 1994). The diameter
of these columns, between 20 and 50 nm, was defined by the size of the masking
aerosol particles. The height of these columns, typically 150 nm, is dependent on the
etching time. Maximov et al. (1993) measured cathodoluminesence of the created
quantum dot structures and obtained a blue shift in the luminescence peak, although
this effect could not be explained by confinement effects alone. A similar etching
method was used by Kim and Rye (1994) to obtain GaAs quantum dots by reactive ion
etching of a GaAs wafer covered with SiO2 nanoparticles. These particles were
synthesized by electrospraying  a TEOS solution in ethanol in an O2 atmosphere.

Size-selected quantum dots can also be produced directly. Deppert et al. (1996)
evaporated Ga in a furnace flow reactor and then size-selected the formed Ga
nanoparticles. Finally, by adding AsH3 gas in a second furnace, the Ga nanoparticles
were reacted to obtain GaAs nanoparticles. This complicated route was used because
GaAs does not evaporate stoichiometrically. Kruis et al. (1996) on the other hand
showed that PbS, which belongs to the group of IV-VI semiconductors, can be directly
sublimated in a furnace flow reactor without decomposition. This yielded amorphous
PbS nanoparticles which were then size-selected. Control over particle deposition was
obtained by creating a lateral electric field between the electrodes, resulting in the
particles depositing preferentially on one electrode. Another method uses photoresist
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patterns on the substrate. The particles deposit preferentially on the areas without
photoresist, probably due to charging of the photoresist. The photoresist is removed
afterwards without visible loss of particles. As a first device application metal-
semiconductor-metal photodetectors with multifinger interdigitated electrodes were
produced. After nanoparticles deposition the detectors show a higher sensitivity, 4x on
a GaAs substrate and 60x on a Si substrate (Prost et al., 1998).

Koyama et al. (1992) used laser ablation to obtain CdS and CdTe nanoparticles
with stoichiometric composition. Substrates placed in a low-pressure chamber were
ablated using a pulsed Nd:YAG laser. The nanoparticles formed were transported
through a pipe into a vacuum collection chamber where they deposited onto a cold
finger and were covered with frozen methanol. The nanoparticle diameter could be
controlled between 4 and 10 nm by changing the laser power and the inert gas
pressure. Absorption spectra indicated quantum size effects. Using the same
experimental setup, a glass doped with CdTe microcrystallites was produced by
ablating alternatively a CdTe target and a SiO target in an O2 atmosphere (Ohtsuka et
al., 1992). In this case, nanoparticles with nonlinear optical properties were obtained.

Danek et al. (1994) prepared quantum dot nanocomposites consisting of CdSe
nanoparticles embedded in  ZnSe thin films, which is a larger band gap semiconductor.
The semiconductor matrix was expected to stabilize the quantum dots and protect them
against oxidation. The CdSe nanoparticles were brought in the aerosol phase by using
the electrospray method. The aerosol was transported into an organometallic CVD
reactor where the ZnSe film was being deposited. It was observed that the optical
properties of these quantum dots were preserved during this process. Another kind of
nanocomposite quantum dot was synthesized by Salata et al. (1994a), who imbedded
PbS nanoparticles in a polymer film. An aerosol of a liquid containing Pb(NO3)2 and a
polymer precursor was obtained by an electrospray system and then reacted with H2S
from the gas phase producing PbS nanoparticles. The PbS nanoparticles covered with
a polymer layer were then driven by the electrical field towards the substrate. The
optical absorption spectrum showed a large blue shift, corresponding to a theoretical
mean particle diameter of 4.6 nm. Using a Cd(NO3)2 solution, CdS nanoparticles were
also obtained with an average diameter smaller than 5 nm claimed to have a narrow
size distribution (Salata et al., 1994b).

5.2 Synthesis of luminescent nanocrystalline silicon

Littau et al. (1993) synthesized Si nanoparticles with sizes between 3 and 8 nm
by pyrolysis of 3-30 ppm Si2H6 at 865 °C in a furnace flow reactor operated at 1.4 bar
He. The aerosol was then diluted with He and reacted with O2 in a second furnace at
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700°C, yielding a passivating layer of SiO2. The shell thickness of the nanoparticles
was 1.2 nm. The aerosol was collected as colloid in ethylene glycol and size-selected
using a liquid phase method. The luminescence of the colloid obtained was weak but
could be improved through chemical treatment to reach a quantum yield of 5 % at
room temperature and 50 % quantum yield below 50 K (Wilson et al., 1993). The
luminescence shifted to higher energy with decreasing particle size, indicating thereby
quantum confinement effects (Brus et al., 1995).

Both Kanemitsu et al. (1993) and Kawaguchi and Miyazima (1993)
decomposited SiH4 with a Nd:YAG laser at 10-20 mbar and obtained Si nanoparticles
with sizes between 3 and 20 nm. The samples were oxidized at room temperatures for
several weeks in a clean air box, resulting in a thin amorphous SiO2 layer around the
particles. These particles exhibited a strong visible photoluminescence at room
temperature, the maximum-intensity wavelength being however independent of the Si
core size. Takagi et al. (1990) applied a microwave plasma  to decompose SiH4. The
diameter of the Si nanocrystals could be varied in this case from 2.5 to 20 nm. They
were blown through a transfer pipe onto a substrate in a vacuum chamber and
oxidized. Here, the luminescence peak showed a weak dependence on the particle
diameter. Saunders et al. (1993) produced 2 - 4 nm sized Si crystallites by a spark
source. Immediately after synthesis, the sample consisting of a 10 nm thick particulate
film showed little or no visible photoluminescence. After exposure to air however, the
luminescence increased dramatically. Werwa et al. (1994) used pulsed laser ablation
combined with supersonic expansion and obtained 2-3 nm Si nanoparticles, which then
showed visible photoluminescence after surface passivation by chemical means. More
detailed studies (Seraphin et al., 1996) showed that the maximum-intensity wavelength
is determined by the particle size, while the luminescence intensity is determined by
the degree of surface passivation.

The first report on size classification in the gas phase originates from Camata et
al. (1996). They obtained Si nanoparticles with a high-voltage electric spark discharge
in an inert gas at atmospheric pressure and then size-selected them by a DMA. The
nanoparticles, with sizes selected between 2.8 and 11 nm, were collected on a substrate
by an electrostatic precipitator or hypersonic impactor. The standard deviation of the
classified aerosol was 1.2 - 1.3. The size distribution of the smallest particles selected,
i.e.,  2.8 nm, showed however also the presence of a significant amount of larger
particles. This was due to the omission of the neutralizer at this size resulting in
multiply charged particles.
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5.3 Fabrication of gas sensors

Ogawa et al. (1981a, b) produced a thick film consisting of SnO2 nanoparticles
with mean sizes between 3 and 15 nm. A heated boat containing Sn was placed
underneath an RF-induced plasma in a low-pressure O2 gas. The SnO2 nanoparticles
were deposited on a substrate placed above the O2 plasma. The macrostructure of the
films, which ranged from porous columnar to spongy, was found to be dependent on
the O2 pressure. The porous columnar structure had the highest selectivities, and was
used to detect water, ethanol and isobutane vapor. A similar reactive plasma system
was used by Zhu et al. (1993), who replaced the RF coil by the more economic d.c.
gas discharge ring electrode. The nanoparticles in the film had a mean size of 40 nm
and exhibited a good sensitivity to ethanol vapor.

The results obtained by Ogawa will be analyzed here more in detail, as they
provide a good insight in the mechanisms of gas sensing. A 10 -50 µm thick porous
film composed of 15 nm SnO2 particles showed a high gas sensitivity and an improved
gas selectivity in comparison to sensors consisting of micron-size grains (Ogawa et al.,
1981b). From mobility measurement results it was postulated that due to the small
dimensions of the conduction channels in the nanoparticles the depletion layer has a
large influence on the conductivity (Ogawa et al., 1982).

Gas sensors based on semiconducting metaloxides are applied for the detection
of explosive or toxic gases. The measurement signal bases on the conductivity, σ, of
the material. In the temperature range normally used (400-700 K) the chemical sensing
mechanism is a result of a surface reaction between chemically adsorbed oxygen and
reducing gases. The oxygen is chemically adsorbed in the form of O2

-, O- or O2- and
induces a depletion zone at the surface which has a lower conductivity in comparison
with the bulk because electrons are bounded to the adsorbed oxygen. A reducing gas
will reduce the concentration of chemically adsorbed oxygen so that the conductivity
increases. Chemical reactions at the surface were investigated by means of mass-
spectrometric measurements of the desorption products when the film is heated (Kohl,
1989). The following reaction was found when ethanol reacts with O- at the surface of
SnO2:

C2H5OH + O- ↔ CH3CHO + H2O + e (5.1)

The adsorbed C2H5OH molecules oxidize at 250°C to CH3CHO. The electron which is
freed by this reaction effectively increases the conductivity of the SnO2.

Gas sensors based on ultrafine thin films of metal oxides are known since
several decades. A porous film composed of particles with diameters between 6 and 20
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nm showed an improved sensitivity and a high gas selectivity due to the increased
surface area to volume ratio (Ogawa et al., 1981b). The increased sensitivity was
investigated by means of Hall measurements (Ogawa et al., 1982). Contrary to the
simple measurement of the conductivity σ , which is equal to the product qnµH, allow
these to measure separately the concentration of carriers, n, and the mobility, µH. The
charge number on the carrier is indicated by q.

The carrier concentration n was found to change with gas concentration. It was
shown that for normal thin films the mobility µH was independent of the gas
concentration but that the thin films composed of nanoparticles showed a strong
dependence of the gas concentration (Fig. 5.1). This is the reason for the increased
sensitivity of these films.

The largest effects were found for the films with the smallest particles. The
changed mobility can be understood by the following schematic model visualized in
Fig.5.2. Fig 5.2a shows several SnO2 nanoparticles before C2H5OH is adsorbed. The
O-  species which are chemisorbed at the surface act as scattering centers and hinder
the movement of the charge carriers. The area where this hindering occurs is given by
the Debye length DL :
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where ε  is the dielectric constant, Bk  is Boltzmann constant T is the absolute
temperature. When the size of the particles approaches that of the Debye length, a
clear decrease in the mobility of the charge carriers results. The adsorption of ethanol
results in the decrease or elimination of these scattering centers, as can be seen in Fig
5.2b. This effective increase in the size of the conduction channel leads to an increase
in the mobility. The Debye length for the ultrafine particle films was found to be
around 3 nm. Other investigations showed also a large increase in sensitivity when the
particle size drops below 10 nm (Xu et al., 1991). But also film thickness,
stoichiometry and morphology of the film have influence on the electrical properties of
the film (Sanjines et al., 1990).

The combined effects of particle size distribution, the nature of the contacts
between the particles and the chemical composition of the surface are so complex that
the production of semiconducting oxide gas sensors is at present mainly an empirical
technology. Grain size control and size homogeneity remain hence a fundamental issue
of investigation (Dieguez et al., 1996).
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Fig. 5.1. Hall measurements for nanoparticle film (a) and thin film (b) (from
Ogawa et al., 1982)
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Fig. 5.2. Schematic model for the modification of the conductivity channel by gas
adsorption a) before gas adsorption and b) after gas adsorption (from Ogawa et al,
1982)

Adachi et al. (1988) applied an evaporation-reaction type aerosol generator to
produce SnO2 particles. Sn was vaporized in a furnace and reacted with O2, yielding
upon cooling SnO2 particles with mean sizes between 10 and 100 nm. The particle size
distribution was measured using a DMA-CNC combination. Thin nanoparticle films
on a glass substrate were produced by accelerating the particles through a critical
orifice into a low-pressure chamber. The electrical properties of the films were
sensitive to H2 especially at room temperature.
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Spray pyrolysis of a SnSO4 solution yielded a SnO2 powder consisting of 1 µm
sized agglomerates composed from nanocrystals of 9 nm mean size. This is a result of
multiple nucleation in the drying aerosol droplet. The powder was sintered at several
temperatures, which led to a slight increase in the size of the nanocrystals. The
resulting sensor characteristics for ethanol and CO vapor were measured. It appears
that the electrical resistance was mainly due to the contacts between the agglomerates
(Schmatz et al., 1994). A Sn-precursor, dibutyltindiacetate, in a solution was spray-
pyrolysed unto a heated substrate by using a ultra-high frequency nebulizer. This led to
a polycrystalline SnO2 film with crystallite sizes between 8 and 25 nm. When a Pt-
precursor, platinumacetylacetonate, was added to the solution, 3-5 nm sized Pt
nanoparticles were dispersed on the SnO2 grains (Labeau et al., 1993). A similar
procedure was adopted to produce SnO2 sensors doped up to 10 vol% with Pd
nanoparticles, showing an increased sensitivity for CO and ethanol vapor (Gautheron
et al., 1993).

The inert gas condensation method has also been used for synthesis of gas-
sensing materials. Volkening et al. (1995) produced Pd nanoparticles with a size of 10
- 15 nm using inert gas condensation with a DC/RF magnetron sputter source. The
gas-sensing properties of the compacted powder for H2 gas were analyzed using a
contactless method. Lin et al. (1995) produced a thin film gas sensor by depositing
TiO2 nanoparticles on a thin film of TiO2 to obtain good adherence. The nanoparticles
were synthesized by evaporation of Ti in a low-pressure mixture of O2 and He. By
carefully heating  the film, a porous structure was obtained showing a good sensitivity
for H2S gas. In order to increase the sensitivity further, a dopant in the form of Pt
nanoparticles with sizes less than 10 nm was added on top of the nanocrystalline film.
This increased the sensitivity and decreased the operating temperature by some 200°C
below that of a regular TiO2-based gas sensor.

Hu et al. (1997) applied reactive laser ablation in order to produce very thin
granular SnO2 films. An excimer laser with a wavelength of 248 nm and pulse width
of 20-30 ns at 3 Hz repetition rate ablated a rotating Sn target. Nanoparticles were
deposited on a substrate heated above the melting point of Sn and placed several
centimeters below the target. Although the ablation was carried out at a pressure of 1
mbar O2, the oxidation of  Sn nanoparticles took place mainly on the substrate. TEM
micrographs and X-ray diffraction showed grain sizes of 10-30 nm. The thinnest films
produced were 24 nm and showed a high sensitivity to ethanol vapor.
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5.4 Fabrication of conducting films

Lee et al. (1996) applied a RF plasma reactor operating at atmospheric pressure
to produce thin ITO films based on nanoparticles. A precursor solution containing
SnCl4 and In(NO3)3 was ultrasonically nebulized and introduced into the plasma
region. The film on the substrate located underneath the plasma consisted of particles
with sizes between 50 and 150 nm and was optically transparent. The resistivity was
found too high for practical applications except for using these films in transparent
electrical heaters. Zhao and Pan (1994) obtained ZnO nanoparticle films by
evaporating Zn in a dc arc jet using O2 as the plasma forming gas in a low pressure
environment (0.1-10 mbar). The optical properties of the films which were composed
of particles with mean sizes between 20 and 80 nm showed a transmission between 20
and 80 % in the visible spectrum. The IR spectra showed size effects and the electrical
properties were found to depend on the amount of O2 absorption.

5.5 Synthesis of high-temperature superconductors (HTS)

Aerosols have been used extensively in the preparation of HTS films, but
mainly as a means of transport of the precursors to the reaction zone where they
evaporate (Wang et al., 1990, Salazar et al., 1992). The HTS material can also be
produced as a powder, which can be sintered into larger HTS units. This has been done
mainly by spray pyrolysis yielding particles in the size range of 0.1-5 µm. Okuyama et
al. (1993) obtained particles of about 50 nm of a bismuth oxide superconductor
(Bi2CaSr2Cu2Ox) by evaporating volatile organometallic precursors and reacting the
gas mixture of the different precursors with O2 in a furnace reactor. The particles were
then collected with an electrostatic precipitator. The presence of the 80 K phase was
found by X-ray diffraction, and it was shown that a precise control of the reactor
temperature and residence time could avoid the undesirable formation of the 10 K
phase.

Chadda et al. (1991) obtained an YBa2Cu3O7-y /CuO composite powder
consisting of 25-50 nm crystallites by spray pyrolysis of a nitrate solution. This
powder could be converted into YBa2Cu4O8 by heating it in an O2 atmosphere.
However, this conversion was not successful when using a larger grained powder of
100-250 nm. YBa2Cu4O8 has certain advantages over YBa2Cu3O7-y with respect to the
flux pinning requirement, see section 2.7. Takao et al. (1996) used an electrostatic
aerosol mixing process  to produce composite BaZrO3/YBa2Cu3O7-y particles. Here,
after a separate synthesis of the two compounds the BaZrO3 aerosol particles smaller
than 100 nm were electropositively charged while the YBa2Cu3O7-y particles with a



     5. A review of synthesis of nanoparticles in the gas phase for electronic, optical and
                                                                                                        magnetic applications

75

size of 500 nm were electronegatively charged. By imparting a multiple charge to the
superconducting particles and singly charging the nanoparticles, a coating of BaZrO3

nanoparticles on the YBa2Cu3O7-y particles resulted after mixing. After sintering the
powder to a superconducting composite body, the critical current density increased by
a factor of ten as compared to the same superconducting material without BaZrO3

nanoparticles.

5.6 Synthesis of magnetic materials

Inert gas evaporation using a low-pressure, between 1 and 10 mbar, is used
routinely to produce magnetic nanoparticles for research purposes. It stems from the
pioneering work in the group of Uyeda who produced Fe, Co and Ni particles from 8
to 200 nm by evaporating the metal in low-pressure Ar (Tasaki et al. ,1965). As an
example of a more recent work, Gangopadhyay et al. (1992) evaporated Fe from a
heated crucible and obtained nanoparticles on a cooled substrate by thermophoresis.
The Fe nanoparticles with sizes between 5 and 20 nm were subjected to a slow
oxidation in a Ar-air mixture to passivate the surface. The resulting Fe-oxides layers
were 1-2 nm thick. The highest coercivity at room temperature was 1050 Oe for
nanoparticles with a diameter of 13 nm. Particles smaller than 9 nm were
superparamagnetic.

Alloy nanoparticles have also been obtained using inert gas evaporation. They
have magnetic properties of technological importance when composed of a magnetic
material imbedded in a nonmagnetic material. Li et al. (1994) obtained by evaporating
the alloy in Ar gas FeCr particles having mean sizes between 8 and 36 nm. Some Fe
and Fe-oxide was also detected in the particles, making the interpretation of the
magnetic properties difficult.

A method better suited for large scale synthesis is inert gas condensation.
Balachandran et al. (1995) evaporated Cr in low pressure He and collected the Cr
nanoparticles on a cold finger. The powder could be compacted in-situ after an
oxidation step with O2 to form Cr2O3. The nanophase powder with a mean particle size
of 10 nm exhibited superparamagnetic behavior. Sintering led to an increase in particle
size, up to 80 nm at the highest sintering temperature, with the superparamagnetic
properties partly retained.

Pyrolysis in a oxyhydrogen flame of Fe(CO)5 or iron acetylacetonate dissolved
in toluene led to γ-Fe2O3 powders with particle sizes as small as 5 nm (Grimm et al.,
1997). Laser pyrolysis of Fe(CO)5 using a pulsed CO2 laser has been applied by
Majima et al. (1994), who obtained nanoparticles with a mean size of 13 nm. The
particles contained a large percentage of γ-Fe which is normally stable at high
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temperatures and which is paramagnetic up to room temperatures. Vollath et al. (1995)
synthesized γ-Fe2O3 particles in the size range 4-5 nm by heating FeCl3 in a
microwave plasma. The particles were found to be superparamagnetic. A
superparamagnetic nanocomposite was synthesized by Zachariah et al. (1995), who
used a CH4/O2 flame as the reaction environment to which Fe and Si-bearing
precursors such as Fe(CO)5 and SiO2(CH3)6, were added. The magnetic Fe2O3

nanoparticles of 5-10 nm were encapsulated in SiO2 particles ranging from 30 to 100
nm. The samples showed evidence for superparamagnetism over a wide temperature
range. Hwang et al. (1997) synthesized 18 nm Ni nanoparticles encapsulated by a
graphite layer several nanometers thick, to protect them against oxidation. This was
done by an arc discharge plasma in a He environment with Ni contained in a graphite
anode. The encapsulated Ni nanocrystals showed a significant lowering of the
magnetic coercivity and saturation magnetization , as compared with bulk Ni.

Spray pyrolysis has been used to produce nanoparticles of magnetic materials
such as ferrites and garnets. Tang et al. (1989) atomized a solution of Fe(NO3)3 and
Ba(NO3)2 in water, and obtained after pyrolysis in a furnace spherical particles of
BaFe12O19 with sizes between 40 and 80 nm. Post-annealing was necessary to obtain a
crystalline phase and achieve high coercivity values, up to 5360 Oe at room
temperature.

Mizuguchi et al. (1994) introduced aqueous metal nitrate solutions in aerosol
form into an ICP and obtained BaFe12O19 nanoparticles with sizes between 10 and 50
nm. Film formation, obtained by an electrostatic precipitator at elevated temperatures
using a H2-O2 flame, proved problematic due to deviations from stoichiometry. De
Marco et al.(1993) used a R.F. plasma suited for large scale nanoparticle production.
Ni0.5Zn0.5Fe2O4 and NiFe2O4 nanoparticles with a mean size of about 55 nm were
produced, containing Fe3O4 as an impurity. The nanoparticle powders had higher
coercivities than the bulk material.

5.7 Conclusions: special process requirements for selected
functional applications

Two chemical compounds are selected for the remaining of this work. One
component is selected for its potential quantum confinement effects. PbS is a narrow-
gap IV-VI semiconductor with a cubic rock salt structure and is an attractive candidate
for the study of quantum confinement effects as its hole Bohr radius is 9 nm. This
results in strong confinement effects as compared to the II-VI semiconductors such as
CdS and CdSe with Bohr radii of about 1 nm (Machol et al., 1994). The confinement
results in a blue shift in the optical absorption spectrum (Brus, 1984). The other
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material, SnO2, is selected for its gas-sensing properties, which were described
extensively in Chapter 5.3.

A size uniformity is important in order to study or make use of quantum size
effects, as a distribution of particle sizes will decrease or smear out these effects. In
view of the high specific surface and activity of SnO2 nanoparticles, considerable
improvement in sensing properties is expected. In order to understand the relationship
between gas-sensing behaviour and particle size better it is necessary to generate
monodisperse nanoparticles, because a distribution of particle sizes will decrease the
special properties and complicates the interpretation of the experimental results. This
was also emphasized by Göpel and Schierbaum (1995) in their review article on future
prospects of SnO2 gas sensors: ‘Particular emphasis is put on preparing thin films of
SnO2 with homogeneous particle sizes in the nanometre range’. At the moment no gas
sensors based on almost equal-sized nanoparticles are available. As shown in the
preceding chapter, Brownian coagulation rules out the synthesis of monosized
particles by gas-phase synthesis. Therefore, a size-fractionation technique will be
applied in this work in which a narrow fraction is taken from the original wide
distribution.

Apart from the size homogeneity, the chemical composition is important. In
case of PbS, it should be investigated if it is possible to retain the stoichiometry when
sublimating the source material directly. Furthermore, the particles should be
crystalline as amorphous material does not show semiconducting properties. In case of
the SnO2, some deviation of stoichiometry is desirable, as in substoichiometric SnO2,
denoted by SnOx, the electrical transport properties are more suitable for gas sensing
applications. Furthermore, some special handling techniques are necessary. The
nanoparticles have to be brought onto a suitable substrate for use in functional
applications. For some applications, e.g. doped gas sensors, a control over the mixing
of two different nanoparticle flows is needed. It will be shown in the next chapter that
the use of electrical effects allows size-fractionation, nanoparticle deposition and
controlled mixing.





                                   6. Controlling nanoparticle behaviour by use of electrical effects

79

6. Controlling nanoparticle behaviour by use of
electrical effects

A control of gas-phase nanoparticle synthesis is possible on the basis of the movement
of charged particles in an electric field. This allows size fractionation, direct particle
size measurement, deposition of nanoparticles onto suitable substrates and controlled
mixing.

This requires nanoparticles which are charged. Therefore, a charger especially
suited for nanoparticles is needed. In the newly developed twin Hewitt charger two
corona discharge zones are connected by a charging zone where the nanoparticle
aerosol flows. Ions move into the charging zone alternating from each corona
discharging zone by means of a square-wave voltage. The operation parameters of the
device are experimentally characterized and described in Chapter 6.1 with the goal to
optimize the charging efficiency in N2 carrier gas. The contents of this subchapter has
been published (Kruis and Fissan, 2001).

Most nanoparticle formation paths in the gas phase involve particle growth
induced by particle collision due to the Brownian motion. This leads to a minimum
geometric standard deviation of 1.4 (see Fig. 4.2.5), which is further increased by
turbulence and variations in residence time. Narrowing the size distribution is possible
by use of a DMA at the cost of decreased particle number concentration. The standard
DMA design is, however, not suitable for use at sub-atmospheric pressures. Lower
pressures are desirable for the synthesis because it will lead to a smaller mean particle
size and to a reduction of gas-phase impurities. Therefore, a new DMA has been
designed to operate at lower pressures. Theoretical and practical considerations for the
design will be shown in Chapter 6.2.

The application of the so-called electrical mobility analysis allows the direct
measurement of particle size distributions. For this goal, a DMA is connected to a
particle counter such as a condensation nucleus counter or an electrometer. An
inversion technique combined with the transfer function of the DMA and the charging
efficiency of the charging device allows to calculate the particle size distribution. This
technique will also benefit from an increased charging efficiency, as this increases the
sensitivity in the nanoparticle size range. Furthermore, a DMA capable for operating at
lower processes enables size measurements in low pressure reactors, which are used in
industry for TiO2 , SiO2 and soot particle synthesis.

The characterization of the electrical properties of thin nanoparticle films was
hampered by problems of contamination of the samples by air as the sample was
transported from the reactor to measurement set-up. A nanoparticle film formation
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device, basing on electrostatic deposition, which enables measurement under clean
conditions will be described in Chapter 6.3.

6.1 Nanoparticle charging using a twin Hewitt charger

One important way of obtaining control over their movement is manipulation of
charged nanoparticles in an electric field. This can be used for the generation of
monodisperse particles by means of a Differential Mobility Analyzer at atmospheric
conditions, as will be shown in chapter 7, or by means of a time of flight Mass
Spectrometer in a high vacuum (Ehbrecht et al., 1997). It is also essential when using
electrostatic deposition.

Nanoparticle charging at standard temperature and pressure is possible by
means of unipolar or bipolar diffusion charging. Unipolar ions are commonly
generated by means of a corona discharge whereas bipolar ions are generated by
means of radioactive sources, either α or β sources such as 85Kr or 241Am. Bipolar
charging leads to a charge equilibrium which has however low charging efficiencies,
e.g. 3.3 % for positively charged 10 nm particles and 5.7 % for negatively charged
particles (Wiedensohler, 1988). Unipolar diffusion charging has advantages over
bipolar diffusion charging as it does not reach an equilibrium charge distribution,
therefore potentially enabling the attainment of a higher charging efficiency. However,
considerable difficulties arise because of large losses due to electrostatic effects as
soon as the particles are charged.

In unipolar chargers using a corona discharge the particle-laden carrier gas is
passed along a wire mesh around a corona wire, either over some part of it (Hewitt,
1957) or over the whole circumference (Büscher et al , 1994). Already in the first
unipolar charging device described in 1957 by Hewitt a square wave voltage was
applied between the wire mesh and the other side of the charging zone in order to
reduce particle losses of charged particles in the electric field. A steady electric field
would lead to large losses of charged particles. However, during only 50 % of the time
ions fill the charging zone, during the other period they are expelled by the reversed
field. In another diffusion charger (Wiedensohler et al., 1994) in which ions are
produced by a radioactive source, the charging zone is filled from two sides with ions,
in each square-wave period from a different side. The most recent developed
nanoparticle charger (Chen and Pui, 1999) uses a radioactive source, a charging zone
with a longitudinal electric field and a large sheath gas flow in order to minimize
losses to the walls.

Here, the advantages of the different chargers are combined into one new
charger, which might be called a twin Hewitt charger. In this device, two corona
discharge zones are connected by a charging zone. The particle-carrying gas flow is
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parallel to the corona wires and the wire mesh. Ions move into the charging zone
alternating from each corona discharging zone by means of a square-wave voltage
between the two wire meshes.

6.1.1 Experimental setup

6.1.1.1 The twin Hewitt charger

Fig. 6.1.1 shows the schematic diagram of the newly developed twin Hewitt
charger. The particle-laden gas is introduced via a short inlet section into a square
charging zone with a width of 16 mm and a height of 10 mm. The charging zone is
separated from the two ion production zones by means of metal wire meshes, and the
bottom and top are composed of isolating material. The wire screens are connected to
two square-wave generators with opposite phase and a maximal voltage difference V∆
of 600 V. The use of the square wave with a frequency f allows the use of a relatively
large potential between both grids which results in a high ion concentration in the
charging zone. The use of a non-alternating field would lead to a continuous
movement of the charged particles toward the wire mesh.

Positive ions are produced by corona discharge of a 25 µm thick Au wire placed
in the center of in a metal cylinder, which has at one side a slit of a length 15 cm and a
height 1 cm. This slit is placed towards the charging zone and is covered with the wire
mesh. The careful handling of the thin Au wire is critical for obtaining a long life time
of the wire. The wire attached by glue to a needle is inserted through the openings at
the end of the cylinder, and immobilized by means of a isolation strip and a drop of
glue. Its’ electrical contact is made by means of a drop of silver paste.

The length of the charging zone L with a maximum length of 15 cm can be
adjusted by covering part of the wire meshes with thin Al sheets. The exposed wire
meshes are always as close to the exit as possible.

Initial measurements using a constant high voltage connected to the coronas
showed problems with stability and reproducibility. This problem was solved by using
two different high voltage sources which were so regulated that a constant current   in
the range 10 to 100 µA was obtained. The largest part of this current will flow via the
cylinder and the square-wave generators, which are electrically connected, towards
ground potential. This did not affect the functioning of the square-wave generators,
which was checked by means of an oscilloscope.



82

A

HVHV

A

outlet

∆V

ion 
production
zone  1

ion 
production
zone  2

charging 
zone

34 mm16 mm

15 cm

inlet

Fig. 6.1.1. Schematic diagram of the twin Hewitt charger. Ions are produced in two
cylindrical sections with a central Au wire with a diameter of 25 µm and move through
a slit covered with wire mesh into the charging zone. A square wave electric potential
is established between both wire meshes.

6.1.1.2 Setup  for measuring charging efficiencies

Fig. 6.1.2 shows the schematic diagram of the experimental setup used in
measuring the charging efficiency. It consists of four parts: a generator of
monodisperse particles, a device used for discharging the particles, the twin Hewitt
charger and the measurement section for distinguishing charged and uncharged
particles.
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Fig. 6.1.2. Experimental setup for measuring the charging efficiency of a unipolar
charger. A nanoparticle aerosol is generated by means of evaporation-condensation,
size-classified by means of a Differential Mobility Analyzer (DMA) and subsequently
discharged. After being charged in the twin-Hewitt charger, the particles pass an
electrostatic precipitator after which the number concentration is monitored by means
of a particle counter.

The aerosol generator consists of a furnace in which Ag is evaporated, followed by
condensation in the cooler parts of the tube. The nanoparticles thus formed are
partially charged using a radioactive source and are then classified according to their
electric mobility by means of a Nano-DMA (Chen et al., 1998) to obtain a well-
defined test aerosol. When using a carrier gas flow of 1.5 slm (standard liters per
minute) and an additional flow of 15 slm through the Nano-DMA (TSI, Minneapolis,
USA), a theoretical GSD of 1.1 is attained for the classified aerosol and can therefore
be called monodisperse. The experiments are performed with N2 as carrier gas at
standard conditions (1 bar, 293 K). The flow through the tube furnace and DMA was
fixed at 1.5 slm. The use of dilution gas allowed the gas flow rate through the charger
to be adjusted between 1.5 slm and 6 slm.

The particles leaving the DMA are charged which is undesirable for the
charging measurements. Therefore, they are led through a radioactive neutralizer
which partially neutralizes the particles. The fraction which is still charged is removed
in an electrostatic precipitator, which consists of a annular tube with a high electric



84

field intensity (2 kV/cm). The discharging section can also be bypassed in order to
produce monodisperse charged particles for the measurement of electric losses in the
charger.
After being charged in the twin-Hewitt charger, the particles pass a second
electrostatic precipitator before being counted in a particle counter (UCPC 3025, TSI,
Minneapolis, USA) which has a detection threshold of about 3 nm. The number
concentration of charged particles +n  is determined by taking the difference between
particles counted without an electric field (giving 0nn ++ ) applied in the electrostatic
precipitator and particles counted with an electric field applied field (giving the
number concentration of uncharged particles 0n ) applied. The extrinsic charging
efficiency   can be calculated by the following equation:

in
e n

nE +=  (6.1.1)

where inn  is the number concentration of particle entering the charger. The charging
thus defined is called extrinsic because the charging efficiency is actually higher, but
charged particles are lost more easily than uncharged particles. In the remainder of this
article, when referring to charging efficiency the extrinsic charging efficiency is
meant. The intrinsic charging efficiency iE  is defined as the fraction of particles which
are charged inside the charger, but which also can be lost there.

6.1.2 Ion concentration in the charging zone

In this section, the ion concentration in the charging section is estimated. The
charging zone is in between 0=x  and ax = , a  is the width of the charging channel.
We calculate the electrical field )(xE  and the ion concentration )(xn  for the case of
constant grid voltage. On the basis of Maxwell’s theory, the electrical field between
the two grids can described by:

0

)(div
ε

ρ xE = (6.1.2)

where )(xρ  is the space charge density and 0ε  the dielectric constant of vacuum. As
the upper and lower end of the charging channel is an isolator, we assume that the field
lines do only have a component in x -direction:

0

)()(
ε

ρ x
dx

xdE = (6.1.3)
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The ion current density j  is given by:

vj ρ=  (6.1.4)

The ion velocity ionv  is determined by:

)()( xEZxv ionion =  (6.1.5)

where ionZ  is the electric mobility of the ions. The current density can be expressed on
the basis of the ion current I  through the grid, which has an effective area of wL , as:

wL
IxEZx ion =)()(ρ (6.1.6)

The space charge defines the ion concentration:

enion=ρ  (6.1.7)

so that the space charge can be eliminated, leading to a differential equation for )(xE :

c
wLZ

IxxE
ion

+=
0

2)(
ε

(6.1.8)

In order to determine I  and ionn  from experiments, we have to solve:

� ∆=
a

VdxxE
0

)( (6.1.9)
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(6.1.10)

For each pair ( )IV ,∆  we can determine c  by solving this equation iteratively and determine

the ion concentration in the charging zone:
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The ion current per unit area of wire mesh wLI / , measured with constant electric field
applied over the charging zone, showed little dependence on the length of the charging
zone, as expected. Using the model the ion concentration can be calculated based on
the experimental values of the ion current. The product of ion concentration and time

tnion , an important parameter in the charging process, is shown in Fig. 6.1.3. The ion
concentration varies over the width of the charging zone, therefore the ion
concentration in the middle of the charging zone is taken. Increasing L or decreasing
the flow rate for φ  yield a higher value of tnion . The nonlinear increase of tnion
indicates that the ion concentration is not constant at various L . A possible
explanation is that the electric field will extend beyond the charging zone into the
aerosol in- and outlet, leading to a higher effective length. This boundary effect is
obviously less important at higher L .
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Fig. 6.1.3. The product of ion concentration and time tnion  as function of the length of
the charging zone L for different flow rates as indicated in the figure. ionn  is calculated

at ax
2
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6.1.3 Charging efficiency

6.1.3.1 Effects of frequency and electrical potential

The charging efficiency was measured as function of the square wave frequency
and the voltage difference applied between the two meshes in order to find the best
operating conditions. The extrinsic charging efficiency as function of the frequency is
shown in Fig. 6.1.4 for different particle sizes. At frequencies above 100 Hz, the
extrinsic charging efficiency decreases but is almost constant below 100 Hz.
Frequencies below 10 Hz result in undesirable fluctuations of the high voltage of the
corona wires, as the voltage supply is used in the constant current mode. In the
remainder of the experiments a frequency of 50 Hz was used.
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Fig. 6.1.4. Extrinsic charging efficiency as function of the frequency of the square
wave generator for different particle sizes. Further conditions were cI  = 50 µA, V∆  =
400 V, φ  = 1.5 slm , L = 15 cm.

Fig. 6.1.5 shows the extrinsic charging efficiency as function of the voltage
difference V∆  using the whole length of the charging zone, L = 15 cm. After an initial
increase, the charging efficiency eE  is not affected by the value of V∆  when

V∆ >300V. Using a very short charging zone, L = 1 cm, eE  steadily increases with
V∆ . The increase seems to level off around 600 V. Higher voltage differences could

not be applied as the current through the square wave generators became too high.
Therefore, V∆ = 600 V seemed to be optimal for obtaining a high charging efficiency
for all lengths of charging zones.
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ig. 6.1.5. Extrinsic charging efficiency as function of the voltage difference V∆
etween the wire meshes for (a) L = 15 cm and (b) L = 1 cm. Further conditions were
cI  = 50 µA, f = 50 Hz, φ  = 1.5 slm.
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6.1.3.2 Effects of length of charging zone and residence time

After obtaining a lower charging efficiency than we expected with L = 15 cm,
we decided to perform a systematic study into the effect of the length of the charging
zone. The method described earlier for obtaining a variable length is not ideal because
the shorter charging zones have a relatively long entrance zone which causes some
diffusion losses. This will be discussed later on. Building differently sized chargers is
however unpractical and uneconomical. The lowest flow rate through the charger φ
was 1.5 slm, a common flow rate when operating DMAs. For material synthesis
applications, higher flow rates are desirable so this flow rate was increased to 3 and 6
slm in order to investigate the effect of having a shorter residence time in the charger.
The residence times in the charging zone with L = 15 cm are τ = 0.96, 0.46 and 0.23 s
for 1.5, 3 and 6 slm, resp.

Fig. 6.1.6 shows the effect of varying L and φ  for particles with diameter 6 nm
(Fig. 6.1.6a), 10 nm (Fig 6.1.6b) and 20 nm (Fig 6.1.6c). For each particle size and φ
there exists a length where eE  is maximal. This length is L = 3-5 cm for φ  = 1.5 slm
and around L = 10 cm for φ  = 6 slm, independent of particle size. For larger flow rates
clearly a longer charging zone is needed. Furthermore, when the particles become
smaller it seems to become increasingly difficult at higher flow rates to reach the same
charging efficiencies as with φ  = 1.5 slm by changing L.
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Fig. 6.1.6. Extrinsic charging efficiency as function of the length of the charging zone,
for particles with a diameter of (a) 6 nm, (b) 10 nm and (c) 20 nm. The gas flow rates
φ  were varied as indicated in the figures. Operating conditions were cI = 50 µA,
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Fig. 6.1.7 shows the charging efficiency eE  as function of the particle size up to
50 nm, for φ  =1.5 slm (Fig 6.1.7a) and 6 slm (Fig 6.1.7b). Decreasing the particle size
also decreases eE , below 6 nm the efficiency becomes too low for accurate
measurement and for practical application.
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6.1.4 Particle losses in the charging zone

A key in understanding the performance of a nanoparticle charger lies in
understanding by what mechanisms the particles are lost. There are several
mechanisms which might be responsible for the particle losses:
(i) The Brownian diffusion losses affects both charged and uncharged particles.
(ii) The oscillation of charged particles due to the alternating electrical field will

lead to particles moving toward the wire mesh, so that particles relatively close
to the wire mesh will be lost there.

(iii) The space charge due to the unipolar ions in the charging zone will drive
charged particles toward the walls, which are the wire meshes and the upper
and lower isolated parts of the channel. This is difficult to describe by a model,
because the system is two-dimensional and periodically changing.

(iv) Electrostatic effects which will be especially important for the aerosol in the
vicinity of the isolating material at the top and bottom of the charging channel.
The material can become charged due to static electricity or deposition of
charged particles.

Especially the last two effect are very difficult to model, so a series of experiments
were done to investigate the importance of particle losses. The experiments were
performed with charged particles, as diffusion losses of uncharged particles were
found to be small in magnitude compared to the losses of charged particles. The results
are shown in Fig. 6.1.8. Most experiments were performed with the longest charging
section (L=15 cm), because this is the system with the largest losses.

First consider the case (a) with φ=6 slm and V∆ =0 V, so without applied field.
The fraction of charged particles lost increases with decreasing particle sizes, because
smaller particles have a higher electrical mobility, so that they are more ‘sensitive’ to
electrical fields and electrostatic effects. Applying now the square wave potential over
the charging channel, case (b), no significant change in the particle loss is observed.
This means that effect (ii), losses due to the oscillation of the particles, is probably not
very important and that the effects (iii) and (iv) are dominant. When the gas flow rate
φ  is decreased to 1.5 slm, case (c), the losses are seen to increase, except for particles
below some 10 nm. It is probable that a kind of layer exists next to the walls and wire
meshes of the charging channel, where particles have a high probability of being lost
by mechanism (ii) or (iv). The width of this layer will be larger for smaller particles. A
longer residence time increases the probability that charged particles enter this layer by
Brownian diffusion or space charge effects, and furthermore the longer the particles
remain in this layer next to the wall, the higher the probability they will get lost. This
is clearly illustrated by comparison of case (c) for L=15 cm and (d) for L=3 cm. The
losses for L=3 cm are a factor of 5-8 smaller than for L=15 at this low gas flow rate.
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Fig. 6.1.8. Fraction of charged particles lost as function of particle diameter. The
insert shows the values of the gas flow rate φ , voltage difference V∆  and length of the
charging zone L, respectively.

In an attempt to reduce the electrostatic losses, the isolating material
(DELRINTM) which composes the top and bottom of the charging channel was
replaced by an antistatic material which allows charges to dissipate due to a moderate
resistivity in the range of GΩ cm. The losses of charged particles were clearly reduced
but the charging efficiency dropped dramatically. The electrical field lines will
probably not any more be connecting the two wire meshes, but will lead from the wire
meshes toward the bottom and top of the charging material. This leads to a loss of ions
and a decrease in the tnion -product. The use of isolating material might be
advantageous due to the fact that the material becomes slightly charged due to
deposition of ions and charged particles, which can repel charged particles from the
walls. Therefore, care was taken to run the charger in the charging mode before
making measurements.

6.1.5 Discussion

The decreasing charging efficiency with increasing frequency of the square wave
(Fig. 6.1.4) is due to the finite time it takes to fill the charging channel with ions in a
new period. At a too high frequency, the ion concentration in the channel is not yet at
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its’ maximum. The mean ion concentration will therefore drop above a certain
frequency, thereby lowering the charging efficiency. Increasing the voltage difference

V∆  over the charging channel (Fig. 6.1.5) also increases the ion concentration. Above
V∆ =500 V the increase in charging efficiency starts to level off, probably because the

particle loss mechanisms (ii) and (iii) which are dependent on the applied field become
more dominant.

The maximum in the charging efficiency as function of the length L of the
charging channel (Fig. 6.1.6) is more complicated to understand. From the
measurements of the losses of charged particles (Fig. 6.1.8), it is clear that a smaller
value of L leads to a significant decrease in charged particle losses. At the same time,
however, the tnion -product which influences directly the intrinsic charging efficiency
drops with lower L. From Fig. 6.1.3 it can be seen that the decrease in the tnion -
product is more pronounced at lower values of L, probably due to non-uniformity of
the electric field, as the length of the charging channel L is shorter than its’ width at
the smallest value of L. Therefore, the maximum in the charging efficiency occurs
there where the tnion -product is sufficiently high for obtaining a high intrinsic charging
efficiency, but where L is not too high in order to minimize the losses of charged
particles. A higher value of the gas flow rate φ  leads to a lower tnion -product at
constant L (Fig. 6.1.3), so that a longer charging channel is necessary.

The present charger does not use a sheath gas flow along the walls or wire
meshes. A sheath flow have been used in order to decrease the losses of charged
particles. Chen and Pui (1999) report reaching an extrinsic charging efficiency of 65 %
(with a definition based on absolute particle number, not on particle concentration) for
particles with a diameter of 10 nm. However, a large sheath gas flow is applied which
results in a dilution of the aerosol by a factor of four. This dilution is usually not
desired. Using our definition of extrinsic charging efficiency (eq. 6.2.1), an extrinsic
charging efficiency of 16 % would result.

6.2 A Differential Mobility Analyzer design for low pressures

The differential mobility analyzer (DMA) is the predominant instrument for measuring
the size distribution of submicron aerosols. Additionally, the instrument is more and
more being used as a source for delivering particles with a narrow size distribution. In
a DMA, charged particles are separated according to their electrical mobility. In a
cylindrical DMA, the median value of the electrical mobility of the classified particles
is given by (Knutson and Whitby, 1975):

( )
LV

RRQZ cp π2
/ln 12= (6.2.1)
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in which L is the effective electrode length, 1R  and 2R  the inner and outer radii, V the
applied voltage and cQ  the flow rate of the sheath gas. In another DMA design, the
radial DMA originating from Pourprix and tested by Fissan et al. (1998) the electrical
mobility is given by:

( )VRR
hQ

Z c
p 2

1
2
2 −

=
π

(6.2.2)

in which h is the distance between the electrodes. Both DMA types are available in
several design types, and their performance was tested by Fissan et al. (1996). In Fig.
6.2.1 both types are shown.

The mobility pZ can be related to a mobility-equivalent diameter:

p

c
p d

neC
Z

πµ3
= (6.2.3)

where n , e , cC , µ  and pd  are the number of elementary charges, the elementary
electrical charge, the Cunningham correction factor, and the gas viscosity,
respectively. For charged nanoparticles, the number of elementary charges is usually
one.

The performance and suitability of a DMA for a certain application, i.e a given
flow rate and pressure, is a function of the following instrument characteristics:
•  Deviation from the ideal transfer function, e.g. by diffusional broadening effects.

Diffusional broadening is caused by the Brownian movement of the nanoparticles
between inlet and outlet slits, and increases with decreasing particle size.

•  Particle losses inside the instrument, e.g. by diffusional or electrostatic losses.
•  The maximal voltage before sparking between the two electrodes occurs.
•  The maximal flows allowed in the instrument before turbulence occurs.
•  Pressure drop inside the instrument.
The dynamic range of the instrument is usually limited to smaller particle sizes by the
allowed value of the diffusional broadening , and to larger sizes the limitation is given
by the voltage at which sparking occurs.

DMA’s are designed to operate at atmospheric pressure. However, many
nanoparticle synthesis systems operate in the mbar-range. There has been only one
report on a DMA capable to operate under lower pressure conditions, 70-760 Torr
(Seto et al., 1997). The instrument is of the cylindrical type.

There are several considerations for low-pressure operation. When decreasing
the pressure, the diffusion coefficient of particles increases as it is a linear function of
the mean free path. This can be offset by increasing the velocity inside the instrument.
Seto et al. (1997) found out that the performance could be kept on an acceptable level
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when keeping the mass flow rate of the gas constant. A constant mass flow rate
implies a higher gas velocity, as the product of velocity and density is constant.

In this work, a radial DMA is taken as geometry. The main reason is that the
instrument is easily constructed in comparison to cylindrical DMA’s. This can clearly
be seen in Fig. 6.2.1. The performance of radial DMA’s at atmospheric pressure has
been experimentally found to be equal or even surpass that of a cylindrical geometry.

The tendency of a flow to become turbulent is determined by the Reynolds
number. For a simple tube flow, it is given by:

µ
ρ tubevD

=Re (6.2.4)

with ρ  as gas density, v  as gas velocity and tubeD  as tube diameter. When decreasing
the pressure by a factor C , the gas velocity v  is not affected. The gas density changes
with a factor C/1  and the gas velocity is multiplied with a factor C . This means that
the Reynolds number is not affected by changing the pressure. For geometries other
than a tube, the hydraulic diameter hD  has to be used in eq. 6.2.4. The conclusion that
the Reynolds number is independent of system pressure is also valid for other DMA
geometries, as the pressure does not change the hydraulic diameter. For the cylindrical
DMA geometry, the hydraulic diameter can be derived to be:

( )
21

2
1

2
22

rr
rrDh +

−
= (6.2.5)

For a radial DMA, the hydraulic diameter is:

hDh 2= (6.2.6)

The standard conditions for DMA operation are an aerosol flow of 1.45 slm, sheath
flow of 15 slm and N2 carrier gas at STP. It can be shown that most cylindrical DMA’s
operate with Reynolds numbers below 1000. However, for the radial DMA the
velocity is highest close to the central exit. When calculating for r =1.5 mm the
Reynolds number, a value of 3890 is found which is in the turbulent range.
Interestingly, the existing instrument does not show signs of turbulence which would
have been detected by an increase in the transfer function. This can be understood by
the practical experience that it takes some time for turbulences to develop. Because the
flow is initially laminar and the actual position where the flow becomes turbulent is
close to the exit, it looks like turbulence did not develop. The system is, however,
sensitive to small disturbances.
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Fig. 6.2.1. a) Cylindrical (Chen et al., 1998) and (b) radial (Fissan et al., 1998) DMA
design.

a)

b)
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We can now derive the ratio of the Reynolds numbers of the two geometries:

rad

cylcyl

cylhrad

radhcyl

cyl

rad

r
rr

DA
DA

2Re
Re ,2,1

,

, +
== (6.2.7)

Because the typical radial dimensions of a cylindrical DMA are in the cm-range and in
the mm-range for a radial DMA, the radial DMA with a central outlet shows a higher
tendency for turbulence. One solution to decrease the Reynolds number for the radial
DMA which is adopted here, is not to use a central outlet but a slit at some distance to
the central axis. This increases the value of radr  and decreases thus the value of the
Reynolds number.

When designing a DMA, an important performance criterion is the diffusional
broadening at the lowest particle diameter to be classified. This broadening might be
estimated by means of the Péclet number, which is the ratio of the particle convective
to diffusive transport. For the radial DMA, the Péclet number is given by:

( )DRR
hQ

Pe c
rad 2

1
2
2 −

=
π

(6.2.8)

in which D  is the particle diffusion coefficient. Fissan et al. (1997) showed that the
half-width of the transfer function increases with decreasing Péclet number, based on
the mean velocity. This can be seen in Fig 6.2.2. This diagram shows that the
difference from the ideal value of 0.1 becomes more than 50 % when the Péclet
number becomes below smaller than 1000. This result can be used in order to estimate
for given geometry and experimental conditions the smallest particle diameter which
can be fractionated with reasonable accuracy.

Practical experience showed that a DMA configuration usually allows a particle
size range between one and two decades. Therefore it was decided to design two
DMA’s, so that by combining the two instruments a larger measurement range is
obtained. In table 6.2.1. the chosen geometry parameters are shown. Two slits, a larger
one for the aerosol entrance and a smaller one for the monodisperse aerosol outlet are
used. The Reynolds number at the aerosol outlet is now in the laminar range. For the
calculations which assume a slit with zero width, the middle of the slit is used as the
radial position of the slit.
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Fig 6.2.2. Experimental and analytical half-width HW of a radial DMA (SMEC) and a
cylindrical DMA (TSI-short) as a function of the Péclet number. The sheath flow rate
is 10 slm and 15 slm, respectively (Fissan et al., 1997).

Table 6.2.1. Geometry parameters (in mm) of the proposed low-pressure radial
DMA’s.

type R1, inner R1, outer R2, inner R2, inner h
LP-RDMA1 4.6086 6.6517 21 21.9876 10
LP-RDMA2 4.6086 6.6517 82 82.9876 15

For predicting the measurement range of the instruments at a lower pressure, the
following procedure is followed. For each particle size, the Péclet number is calculated
for the usual operation at 1 bar and also at 100 mbar. This is shown in Fig. 6.2.3 for
both DMA geometries. The smaller one (LP-RDMA1) is usually operated with higher
flow rates (15 slm) in order to reduce the diffusional losses, whereas the larger one
(LP-RDMA2) is operated with a lower flow rate in order to enable size fractionation of
larger particles.
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a)

b)

Fig. 6.2.3. Péclet numbers as function of particle diameter  for a) LP-RDMA1 with 15
slm sheath gas and for b) LP-RDMA2 with 3 slm sheath gas.
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It is interesting to see that the Péclet number is not changing substantially when
operating at lower pressures as compared to standard conditions. This is due to the
mass flow rate being constant, so that the actual velocity increases. The increased
diffusion coefficient of particles at lower pressures is compensated by the higher flow
rate at lower pressures. Because the ratio of volumetric flow rate and diffusion
coefficient is used in the Péclet number, it does not change. For larger particles the
deviation is due to the fact that the particles are not any more in the free-molecular
regime for which the diffusion coefficient is inversely proportional to pressure. From
the figures it becomes clear that, when taking Pe=1000 as lower limit where adequate
fractionation is still possible, the LP-RDMA1 has a lower particle diameter limit of 2
nm and the LP-RDMA2 of about 15 nm.

The upper limit for the particle size is determined by the voltage which can be
applied before sparking occurs. The maximal field strength is, however, a pressure-
dependent function and decreases when the pressure decreases, until some point in the
sub-mbar range where it increases again which is not of interest here. In Fig. 6.2.4 the
voltage which has to be applied is shown as function of particle diameter. As indicated
in the figure, the maximum voltage which can be applied is lower in case of the lower
pressure. The upper particle limit with the given sheath flow rates is 30 nm for the
small type and 250 nm for the large type. These are of course estimations and will
have to be experimentally determined.

The preceding engineering estimations result in a particle size range of 2-30 nm
and 15-250 nm at 100 mbar for the small and large type, respectively. It can be
concluded that the lower particle limit is not affected essentially by pressure decrease
but that the reduced maximal field strength results in a lower maximum particle size
than in case of standard conditions. Each particle size decade probably requires an
appropriate DMA.

After these quantitative estimations of the operation range of the two proposed
radial DMA’s, construction designs were made. The design is shown schematically in
Fig. 6.2.5. Important features are:
•  The aerosol outlet is a slit.
•  The excess gas flow is directed toward the outlet by means of a protrusion in the

middle of the central electrode.
•  The electric field is almost perfectly homogeneous inside the fractionation channel.
•  Stainless steel is used for all metal parts and delrin is used as isolation material.
•  There are no holes for screws at the outside of the instrument, as this is not

compliant with the requirement for vacuum tightness. Much care was taken to put
the screws inside the vacuum chamber, but outside the main fractionation channel.
The design requires the upper and lower parts to be assembled before final
assemblage.
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a)

b)

Fig. 6.2.4. Voltage to be applied as function of particle diameter  for a) LP-RDMA1
with 15 slm sheath gas and for b) LP-RDMA2 with 3 slm sheath gas.
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•  Standard KF16 vacuum connections are used as gas and aerosol in- and outlets.
•  The sheath gas is introduced through four large inlet ports. A porous inset (not

shown in the figure) will be used as flow laminarisator. The excess gas outlet has
only one outlet port.

•  The DMA can very quickly be opened and cleaned, which is important for
materials synthesis applications.

•  Both aerosol in- and outlet are positioned at the axis of the instrument.
•  The aerosol inlet does not have a swirling velocity compound in tangential

direction
•  The design is such that the main components can easily be replaced. Several other

delrin isolation inserts allow the distance between the electrodes to be easily
modified.

•  The internal tightness of the different flow channels is obtained by means of O-
rings.

Fig. 6.2.5. Schematic design of the new LP-RDMA.
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The main uncertainties concern the pressure drop in the instrument and the distribution
of the aerosol flow inside the inlet slit. These will have to be resolved experimentally.

6.3 An electrostatic precipitator for measurements under
clean conditions

A nanoparticle aerosol will be of no practical use when the particles are not in some
way deposited on a substrate or imbedded in some matrix. In the method applied in
this work to produce well-defined nanoparticles, the particles leaving the process are
unipolarly charged. A simple method to deposit them onto a substrate is to use an
electrostatic precipitator (ESP). Here, a central electrode connected to a high voltage
(5-15 kV) with the opposite polarity as that of the particles extracts the nanoparticles
from the flow. When a substrate is placed on the central electrode, a thin layer of
nanoparticles develops in form of a circular deposit with a diameter of 5-10 mm,
depending on particle size, electrode diameter and voltage. The ESP is schematically
shown in Fig. 6.3.1.

Fig. 6.3.1. Schematic view of the electrostatic precipitator (ESP).
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The first version of the ESP was developed by Dixkens and Fissan (1997) and
was subsequently adopted for our goals. The modifications include construction from
stainless steel, an easily exchangable central electrode with the goal to change its
diameter and the possibility to insert a small inlet tube which extends closer to the
electrode. Over a critical orifice in the central inlet the apparatus can be used as a low-
pressure impactor when a pump is connected to the gas outlet. This second mechanism
for particle deposition onto a substrate allows the deposition of uncharged particles
and increases the deposition velocity so that particle adhesion can be improved.
Furthermore, it is expected that films formed by uncharged particles are more
homogeneous than those formed by charged particles, as charged particles can lead to
the formation of dendrites, long particle chains pointing away from the surface. The
present version allows to apply both deposition mechanisms and even a combination
of them.

During preliminary measurements of electrical properties of thin films of PbS
nanoparticles, it was found that measurements in ambient air were not particularly
reproducable. The substrates with deposited nanoparticles had to be taken from the
ESP toward a probe station, so that surface contamination occurred. An measurement
of the electrical properties without air exposure is preferable and thus a special ESP
has been constructed. It consists of a deposition chamber, where the ESP itself is
situated, and a chamber which can be evacuated in which the deposition electrode can
be placed after particle deposition. The electrical contact is obtained over
micromanipulators with meaurement tips. The substrate is in its measurement position
placed close to an observation window for accurate observation of the contacting
process by means of a macroscope. Fig. 6.3.2 shows the schematics of the M-ESP.

The advantage of the system is that immediately after particle deposition, the
electrode can be brought in measurement position and evacuated. A pressure of 10-3

mbar was obtained, which was limited by the characteristics of the pump. The
instrument is constructed such that the substrate can easily be connected to a liquid N2-
cooling system.
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Fig. 6.3.2. Schematics of the measurement-ESP (M-ESP).

6.4 Conclusions: Instrumentation for controlling nanoparticle
behavior

In this Chapter, newly developed instrumentation for controlling nanoparticle behavior
‘in-flight’ is described which allow to obtain more control over processes which are
essential for the synthesis and handling methods chosen in this work. These processes
are nanoparticle charging, nanoparticle size fractionation and nanoparticle deposition.

A newly developed nanoparticle charger, the twin-Hewitt charger, allows a
larger fraction of the nanoparticles to be charged, which is important to get a higher
yield. A higher yield would result in a shorter deposition time, which is important
because the deposition of thin nanoparticle layers takes at present still too long. The
instrument has been extensively investigated experimentally in order to find the
optimal charging conditions.

Differential Mobility Analysis at lower pressures than atmospheric pressure has
been investigated theoretically. It was found that the lower particle limit is not changed
fundamentally with lower pressures when keeping the mass flow rate constant, but that
the higher particle limit is decreased due to decrease of the maximum allowed field
strength. A Differential Mobility Analyzer design for low pressure has been presented.
It is important to perform size fractionation at pressures lower than atmopsheric
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pressure, as usually the system pressure is decreased in order to get a higher yield of
smaller nanoparticles.

An Electrostatic Precipitator has been developed which allows the investigation
of electrical properties of nanoparticle films under clean conditions direct after
deposition. This is especially important for semiconductor nanoparticles, where the
surface influences the optical and electronic properties.
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7. Synthesis of PbS and SnOx nanoparticles for
functional applications

The synthesis of semiconducting material (PbS) via the evaporation-condensation
route is undertaken in combination with the control techniques described in the
preceding chapter such as size fractionation and on-line particle size measurements.
By means of an on-line measurement of the agglomerate diameter the evaporation
and sintering characteristics of PbS nanoparticles are investigated and reported in
Chapter 7.1. The measurements allow to obtain a theoretical description of the
evaporation and sintering process. Strictly speaking, the particles are sublimating
but generally the term evaporation is used. These experiments have partly been
published in Kruis et al. (1998c) and the evaluation of the sintering appeared in
Kruis et al. (2000b). Similar synthesis experiments for obtaining SnOx nanoparticles
for gas-sensing applications will be reported in Chapter 7.2.

Quantum confinement effects in semiconducting nanocrystals have been
widely studied since Brus in 1983 focussed the attention of the scientific
community on this phenomenon (Brus, 1983). Almost all investigations have been
done for colloid systems, i.e. in the liquid phase. For most practical applications,
these particles will, however, have to be supported on a substrate. The gas-phase
techniques described in this Habilitation Thesis are ideally suited for this, as both
synthesis and deposition are done in the gas phase. For the system chosen in this
work, PbS, the confinement effects have until now only been reported for PbS
nanoparticles synthesized in the liquid phase. In Chapter 7.3 optical absorption
spectra indicative for quantum confinement effects in size-fractionated PbS
nanoparticles from the gas phase will be shown.

Finally, an experimental method to obtain well-defined composite aggregates
of size-selected nanoparticles in the gas phase is proposed. Such composite
aggregates are interesting for applications in which the properties of
semiconducting nanoparticles are modified by addition of another nanoparticle
material. A well-known example is the addition of Pt nanoparticles to SnO2

nanostructured material, which increases the sensitivity of the gas sensor,
presumably due to catalytic surface reactions on the Pt. As a model for the
composite system semiconductor-metal, PbS-Ag is chosen here, as for both
materials exists experience with the synthesis. Both materials are synthesized
separately by nucleation and aggregation processes in a furnace reactor. The two
oppositely charged aerosols which have been size-selected on the basis of their
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electrical mobility are mixed. The fact that nanoaggregates which contain the two
different materials are uncharged is used in order to separate them from
unaggregated particles and aggregates containing only one component. A paper
dedicated to this subject has been published (Maisels et al., 2000).

7.1 Preparation of size-classified PbS nanoparticles in the gas
phase

Nanocrystals of semiconducting materials can exhibit quantum-size effects
when the particle size becomes comparable to or smaller than the spatial extent of
the wavefunctions of electrons or holes. This results in a blue shift in the optical
absorption spectrum (Brus, 1984). A size uniformity is important in order to study
or make use of quantum size effects, as a distribution of particle sizes will decrease
these effects.

The synthesis of nanocrystals in the vapor phase has several advantages over
other methods such as controlled chemical purity and the generation of clusters with
free surfaces (Saunders et al., 1992). Size-selection has been proven to be also
possible in the gas phase and was applied to produce Si (Camata et al., 1996) and
GaAs (Deppert et al., 1996) nanocrystals. However, the lower atomic mobilities in
the solid phase can inhibit crystallization of the particles and the stoichiometry of
the material is in some systems difficult to maintain (Saunders et al., 1992).

The generation of nearly monodisperse PbS nanocrystals in the gas phase is
demonstrated in this subchapter. PbS is a narrow-gap IV-VI semiconductor with a
cubic rock salt structure. PbS is an attractive candidate for the study of quantum
confinement effects as its hole Bohr radius is 9 nm. This results in strong
confinement effects as compared to the II-VI semiconductors such as CdS and CdSe
with Bohr radii of about 1 nm (Machol et al., 1994).

Previously reported syntheses of PbS nanocrystals with sizes below 20 nm
are all performed in a liquid phase. They include controlled precipitation in
polyvinylalcohol (Nenadovic et al., 1990), sol-gel synthesis (Gacoin et al., 1995) ,
synthesis on Langmuir monolayers (Zhao and McCormick, 1992) and
electrostatically spraying a PbNO3 solution in a H2S atmosphere (Salata et al.,
1994a). Earlier studies on gas-phase synthesis reported loss of stoichiometry due to
dissociation when directly evaporating PbS in Ar (Kaito et al., 1987). On the other
hand, it is known that the IV-VI semiconductors evaporate essentially in a
molecular form (El-Rahaiby and Rao, 1982), and that film formation of
stoichiometric IV-VI compounds is possible by direct evaporation (Lopez-Otero,
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1987). Hereby, the tendency to dissociate is smaller the lower the evaporation
temperature and the higher the pressure.

7.1.1 Experiments

In the present work a gas-phase synthesis method is used at normal pressure
for the preparation of sub-20 nm, crystalline, quasi-spherical, monodisperse PbS
particles. Heating a furnace containing the PbS powder at temperatures between
600°C and 700°C resulted in appreciable particle formation as measured with a
condensation nucleus counter. These particles are formed by homogeneous
nucleation and subsequent aggregation by Brownian motion. Transmission electron
micrographs showed amorphous and partially sintered particles with a standard
deviation between 1.4 and 1.6, typical for gas-phase synthesis.

In order to obtain crystalline and spherical particles, the aerosol flow was
passed initially through a second furnace. Electron micrographs showed crystalline
particles, which were however mostly present in aggregates consisting of several
quasi-spherical particles bonded together by amorphous material. Therefore, it can
be concluded that the particle number concentration is too high when the aerosol
enters the second furnace, causing aggregation at the same time crystallization and
sintering are taking place.

The experimental setup was then changed to that depicted in Fig. 7.1.1. It
contains six elements: a nanocrystal source, an aerosol charger, a size classifier, a
tube furnace, an electrostatic precipitator and a particle size measurement system
consisting of a Differential Mobility Analyzer (DMA) and a condensation nucleus
counter. Fig. 7.1.1 shows a schematic diagram of the setup, which is similar to that
used by Deppert et al. (1994). A PbS aerosol is formed by sublimating a PbS
powder in a tube furnace and after dilution (1:2) charged by a radioactive β−source
(Kr85). Nitrogen obtained from evaporating liquid nitrogen is used as carrier gas.
The total gas flow was kept at 1.5 l/min by means of mass flow controllers (MFC),
and the system is operated at atmospheric pressure. In a Differential Mobility
Analyzer the charged particles are size-selected on the basis of their electric
mobility, which is a function of their charge level, mass and shape. The mobility
equivalent diameter based hereon is defined as the diameter Dm related to the
Stokes-Cunningham formula (Hinds, 1982)  and is equal to the geometric diameter
when the particles are singly charged and spherical. The DMA (NANO-DMA, TSI,
Minneapolis, USA) is capable of delivering monodisperse aerosols with sizes
adjustable between 2 and 50 nm and standard deviations between 1.05 and 1.20,
depending on the flow conditions in the apparatus (Chen et al., 1998) .
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Fig. 7.1.1. Schematic drawing of the experimental setup for gas-phase synthesis and
size fractionation of PbS nanocrystals. Particles are generated in tube furnace 1,
charged by means of a bipolar charger, size-fractionated utilizing a first
Differential Mobility Analyzer (DMA), sintered in tube furnace 2 and deposited
onto a substrate within a deposition chamber. A second DMA, in combination with
a nucleus counter, is used to measure the particle size distribution. The N2 gas flow
is controlled by mass flow controllers (MFCs).

In our studies, the flow ratio was chosen to get a theoretical distribution in
diameter of ± 0.1 Dm.
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An electrostatic precipitator enables the aerosol to be deposited with nearly
100 % efficiency on a substrate placed in a high-voltage field. A condensation
nucleus counter (3025, TSI, Minneapolis, USA) with a lower detection limit of 3
nm enables the monitoring of the aerosol number concentration. By means of a
second DMA after the second furnace it is possible to detect on-line the change in
mobility diameter due to the passage through the second furnace.

As the sintering step now takes place after the size fractionation, the particle
number concentration in the second furnace is roughly two decades smaller, thus
decreasing the rate of aggregation during the crystallization and sintering step. The
smaller number concentration has two causes: the charging efficiency in the
radioactive charger, which is only 5 % for particle with diameter of 10 nm, and the
size fractionation, which takes out part of the size spectrum. The final production
rates of sintered particles with initial mobility diameters Dm

unsintered =15 nm (sintered
at 400°C) and Dm

unsintered =50 nm (sintered at 500°C) are 3 104/cm3 and 105/cm3,
respectively. Typical electron micrographs now showed single crystalline particles.

The second furnace proved to be necessary to obtain monocrystalline
particles. Above 350°C, crystalline particles were detected by XRD, with the
crystallite size increasing with sintering temperature. In Fig.7.1.2 a HRTEM
micrograph of a monocrystalline PbS nanoparticle is shown, as obtained after
sintering a particle fraction with an initial mobility diameter of 50 nm.

However, at too high temperatures the particles evaporated. This can be seen
in Fig. 7.1.3, which shows a size distribution for particles having initially a mobility
diameter of 15 nm. Strictly speaking, the word size distribution is not correct as the
curves are not corrected for the transfer function of the DMA and the charging
efficiency. For our purposes, however, the exact form of the size distribution before
the charger and DMA is not of interest, what is important is the yield of particles
after the size fractionation, as the DMA is an integral part of our synthesis setup.
The amorphous nature of the particles makes sintering however necessary. It can be
seen that the mean mobility diameter shifts to smaller sizes. This is due to the
compaction process caused by restructuring, sintering and crystallization.
Restructuring and sintering processes are known to lead to a smaller mobility
equivalent diameter with increasing temperature (Schmidt-Ott, 1988). This is due to
increased solid state diffusion coefficients which result in more compact particles.
The total number concentration of particles decreases at increasing sintering
temperatures because of increased thermophoretic losses when exiting the furnace,
and at the highest temperature also because of evaporation.
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Fig.7.1.2. HRTEM micrograph of a monocrystalline PbS nanoparticle.
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Fig. 7.1.3. Size distribution of size-selected PbS nanoparticles ( md =15 nm) as a
function of sintering temperature.

The mean mobility diameter as a function of sinter temperature is shown in
Fig. 7.1.4 for PbS particles having different initial mobility diameters. It can be seen
that initially larger particles show a higher decrease in mobility diameter, indicating
an increased compaction rate. This is confirmed by TEM microscopy, from which
we observe a more porous and open structure containing tens of primary particles
for the larger unsintered aggregates, which can be stronger compacted due to
sintering. Smaller particles contain however few primary particles and are therefore
more compact, which means that they can be less easily compacted. At the highest
temperature used, the particle size decreases rapidly.
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Fig. 7.1.4. Mobility diameter of PbS nanoparticles with different initial mobility
diameters as function of the sintering temperature.

This is accompanied by a rapid increase in the half-width of the size
distribution, Fig. 7.1.5. The width of the size distribution increases above a certain
threshold temperature which is a function of the initially selected mobility diameter.
We attribute this to evaporation, which destroys the original size distribution and
can also lead to new particle formation. The origin of the local maximum in the
curves for mobility diameters of 25 and 50 nm is not quite clear, but might be due to
coagulation in the sinter furnace as large porous particles have an increased
coagulation probability at higher temperatures.

The necessity of sintering to obtain spherical particles is clearly seen in Fig.
7.1.6, where electron micrographs of particles with Dm

unsintered =50 nm, sintered at
300°C (A) and at 500°C (B), are shown. The larger ‘volume’ of the agglomerates in
Fig. 7.1.6A as compared to the spherical particles in Fig. 7.1.6B supports our
suggestion that evaporation takes place. From the electron micrographs of quasi-
spherical sintered particles (comparable to those in Fig. 7.1.6B), we have
determined size distributions of the particles (Fig. 7.1.7). Although the
agglomerates shown in Fig. 7.1.6A exhibit a very irregular morphology, we obtain a
rather narrow size distribution with a standard deviation of 1.13 for the quasi-
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spherical particles. The smallest particles obtained with the procedure described
above have a diameter of some 3 nm.

Fig. 7.1.5. Half-width of the size-fractionated distribution after sintering.

Electron diffraction and X-ray diffraction (XRD) were used to confirm the
crystallinity of the PbS samples. A lattice constant of 5.945±0.005 Å was
determined using X-ray diffraction, being within 0.15 % of the bulk value for PbS
(Pearson, 1967). No Pb nor Pb-S-O compounds were detected. Line broadening of
the diffraction pattern was used to determine the grain size. Since the grain size as
determined from XRD is in good agreement with the particle size as taken from the
TEM investigations, the PbS nanoparticles are to be considered monocrystalline.
This is furthermore supported by the observation that the particles show facetting.

From the experimental results, it becomes clear that the sublimation and
sintering temperatures have to meet the following conditions:

Thigh nucleation rate  < Tfurnace for sublimation < Tstoichiometric evaporation
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and

Fig. 7.1.6. Electron micrographs of PbS particles with Dm
unsintered =50 nm sintered at

(a) 300°C and (b) 500°C.
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Fulfilling the first condition ensures that a sufficient number of particles is formed
by homogeneous nucleation at temperatures lower than the temperature where off-
stoichiometric evaporation starts. For InP and GaAs e.g., this relation is not fulfilled
(Deppert et al., 1998) . The second relation is clear from the earlier description of
the experiments: crystalline and quasi-spherical particles have to be obtained by
sintering at temperatures which do not cause extensive evaporation. For PbS, there
is for each particle size a temperature range of some 50 K where the sintering rate is
appreciable while at the same time the evaporation rate is such that the particles
shrink but do not disappear. The optimum sintering temperature turns out to be
400°C for particles having a mobility equivalent diameter of 15 nm and 500°C for
particles having a mobility equivalent diameter of 50 nm.
119

Fig. 7.1.7. Size distributions determined from electron micrographs for particles
synthesized under optimized conditions ( Dm

unsintered =15 nm sintered at 400°C,
Dm

unsintered =25 nm sintered at 475°C and Dm
unsintered =50 nm sintered at 500°C).

Residual agglomerates (~5% of all particles) were not taken into account.
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7.1.2 Analysis of evaporation and sintering mechanisms of PbS

In order to assess the evaporation mechanism, the evaporation rate of a PbS
particle is calculated using the following formula (Hinds, 1982):
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 (7.1.1)

where vD  is the diffusion coefficient of the vapor, M is the molecular weight of the
particle, R  is the gas constant, pρ  is the particle density, pd  is the particle size, ∞p
and sp  refer to the partial pressure in the background gas and at the particle surface,
T  is the temperature and λ  is the mean free path of the gas. ∞p  is assumed to be
negligible in comparison to sp , for which we use the vapor pressure of PbS, fitted
from data in the range 755–1108°C (Gmelin, 1979):

3531.9(K)10809.5
(K)
1101.126-(Torr)log 45 ++= − T

T
p (7.1.2)

The resulting evaporation rates are shown in table 7.1.1. As can be seen from
the table, the evaporation rate is only a slight function of the particle size. With a
residence time of 6 s in the second furnace, the calculations on the evaporation rate
of the PbS nanoparticles predict a decrease in particle diameter of 2.2 nm
(@450°C), 7.2 nm (@475°C), 23 nm (@500°C) and 65 nm (@525°C). This
corresponds well with the experimental observation, e.g. particles with an initial
mobility diameter of 15 nm have completely disappeared with a furnace
temperature of 500°C.

Table 7.1.1. Evaporation rates 
t

d p

d
d

 (nm/s ) of PbS  nanoparticles.

Evaporation rate
(nm/s )

Temperature (°C)

Diameter (nm) 425 450 475 500 525
7 0.09 0.34 1.1 3.6 10.3
50 0.1 0.36 1.2 3.8 10.9
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It is clear that at temperatures below 450°C evaporation will not play an
important role according to this calculation and that the change in mobility
equivalent diameter will be almost exclusively due to restructuring and sintering.
Therefore, a sintering model can be applied in order to obtain information about the
characteristic sintering time. According to  Koch and Friedlander (1990) the
following expression can be used to account for the reduction of surface area of an
aerosol particle being an agglomerate of primary particles:

)(1
d
d

sphaa
t
a −−=

τ
(7.1.3)

where a is the surface area of the agglomerate and spha  is the surface area of the

equivalent sphere. The characteristic sinter time τ  can be written in the following
form, in which the dependencies on the temperature and the primary particle size
are separated:

n
p

Tcn
p dedTc '2

1 ττ == (7.1.4)

where 1c  and 2c  are constants, T is the temperature, 'τ  is some temperature-
dependent sintering function, which is however independent of the primary particle
diameter, n is a coefficient which varies with the sinter mechanism which is still
unknown for PbS nanoparticles (n=3 for volume sintering, n=4 for grain boundary
or surface sintering) and pd  is the diameter of the primary particles composing the
agglomerate:

a
v

d sph
p

6
= (7.1.5)

in which sphv  is the volume of the equivalent sphere. The reason for separating the
dependencies of the characteristic sinter time on the primary particle diameter and
the temperature is that both parameters are varying in the experiments. For
substances with well-known properties, the constants 1c  and 2c  can be calculated
(see e.g. Kruis et al. (1993) for Si), but for PbS these parameters are not available.
Therefore, they are determined on the basis of the experimental data.

According to Seto et al. (1995), the diameter of primary particles can be
determined from experiments using:
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This bases on eq. (7.1.5) with the assumption that the mobility diameter for
nonspherical particles is related to its surface area. Using the measurements of md
from Fig. 7.1.4, we still need to know the diameter of the particle when sintering is
completed, i.e. sphd , for which the mobility diameter at the temperature before
evaporation starts is taken. It is estimated that the sintering is complete at 450°C for
particles having an initial mobility equivalent diameter of 50 nm, at 425°C for 25
nm, at 400°C for 15 nm, at 375°C for 10 nm and at 350°C for 7 nm. This is based
on the experimental observations of the sudden increase of the half-width of the size
distribution above these temperatures (Fig. 7.1.5), which are consistent with TEM
observations of particle morphology at different sintering temperatures and initial
mobility diameter. This enables us to calculate the primary particle size pd  (Fig.
7.1.8a) and consequently the number of primary particles in an aggregate (Fig.
7.1.8b).

The initial primary particle diameter of 5 to 10 nm is in agreement with TEM
observations. The larger number of primary particles in an agglomerate for particles
with larger initial mobility diameters in the case without sintering (at a temperature
of 20°C) has also been observed by means of TEM investigations. It has often been
observed in gas-phase processes that agglomerates of different sizes differ mainly in
the number of primary particles, not so much in primary particle diameter. This is
due to strong dependence of the characteristic sinter time τ  on the primary particle
size pd  according to eq. (7.1.4), so that during the initial agglomerate formation just
after the first furnace the sintering stops when the primary particle size reaches a
certain size. It is also possible to simulate numerically the sintering by solving the
equations (7.1.3) – (7.1.5) for the given residence time in the second furnace, using
the initial conditions obtained from the experiments and using a given value of the
sintering function 'τ  which is constant at a given temperature. It is possible to
obtain information about the values of 'τ  by means of a comparison of the primary
particle diameter obtained from the experiments (Fig.7.1.8a) and from the
simulations as a function of temperature. The results are shown in Fig. 7.1.9 for two
different values of the coefficient n.
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Fig. 7.1.8. (a) Primary particle diameter pd  calculated from experiments on the
basis of eq. (7.1.6) as function of the sintering temperature and initial mobility
equivalent diameter of the corresponding agglomerate and (b) the corresponding
number of primary particles in an agglomerate.
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Fig. 7.1.9. Temperature-dependent sintering function 'τ  determined by comparison
of the primary particle diameter extracted from experiments (eq. 7.1.5) and from
numerical simulations (eq. 7.1.3). Curves fitted according to eq. (7.1.4) are also
shown.

Also shown in Fig. 7.1.9 are the functions fitted to the data according to eq.
(7.1.4): )/4898exp(10068.6' 17 TT=τ  for n=3 and )/9065exp(10787.5' 22 TT=τ  for
n=4, with T expressed in K. A slight change in the slope of the data based on the
experiments occurs for both coefficients above 350°C, which might be indicative
for two different sintering regimes. This change is, however, too small to enable a
clear division between two regimes. It is not possible either to assign clearly a sinter
mechanism to this system, as there is not a clearly better fit for one of the
coefficients. Both combinations of coefficient and temperature-dependent sintering
function 'τ  might be used in predicting the sintering of PbS.

7.2 Preparation of size-classified SnOx nanoparticles in the gas
phase for gas-sensing appllications

Tin oxide is one of the most important semiconducting materials for gas
sensors. Its electrical properties change as a result of the adsorption of gases onto
the surface, as described in Chapter 5.3. In view of the high specific surface and
activity of tin oxide nanoparticles, considerable improvement in sensing properties
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is expected. In order to understand the relationship between gas-sensing behaviour
and particle size better it is necessary to generate monodisperse nanoparticles,
because a distribution of particle sizes will decrease the special properties and
complicates the interpretation of the experimental results. This was also emphasized
by Göpel and Schierbaum (1995) in their review article on future prospects of SnO2

gas sensors: ‘Particular emphasis is put on preparing thin films of SnO2 with
homogeneous particle sizes in the nanometre range’. At the moment no gas sensors
based on almost single sized particles are available. A similar technique as
described in the preceding section is applied here to synthesize monodisperse SnOx

nanoparticles. The subscript ‘x’ is used in order to stress that stoichiometry is here
not necessarily obtained, in fact some oxygen deficiency is desirable.

7.2.1 Experimental set-up

The experimental set-up is similar to the PbS synthesis set-up, the difference
is however that in the second tube furnace a combined oxidation-sintering step is
performed. Sn (99.999 %, Aldrich, Germany) is evaporated to form a Sn aerosol in
the tube furnace 1. In a second experiment SnO powder (>99 %, Aldrich, Germany)
is used. Nitrogen obtained from evaporating liquid nitrogen is used as carrier gas.
The system is operated at atmospheric pressure. The gas flow through the furnace
was kept at 1.5 l/min.

In the second tube furnace the size-fractionated Sn and SnO nanoparticles
can be sintered at different temperatures in order to obtain quasi-spherical particles,
as the as-formed particles are agglomerates. The oxidation rate of the nanoparticles
can be adjusted in the second tube furnace by means of an oxygen flow, controlled
by a MFC. A second DMA allows on-line monitoring of the change in the particle
size distribution due to the sintering and/or oxidation in the second furnace.

7.2.2 Results of structural and electrical characterization

The DMA monitoring technique allows fast optimization of the process
conditions. For each desired particle size, the evaporation temperature in the first
tube furnace has to be tuned for getting the maximal particle number concentration,
whereas the final particle morphology and composition depends on the temperature
of the second furnace. It was found for Sn as evaporation material that the
maximum particle amount shifts to larger particle sizes and that the total quantity of
the particles increases with increasing evaporation temperature. When the
temperature of the second tube furnace was increased up to 750°C, the curves
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shifted to smaller particle sizes and the maximum particle number concentration
decreased with increasing temperature. Two mechanisms can be responsible for this
phenomenon: the first is a compaction process caused by restructuring, sintering
and crystallisation. The second mechanism is evaporating of the particles. In this
system, increasing the temperature from 600 °C to 750 °C did not change the mean
particle diameter any more, which decreased from 10 nm to 6 nm due to
restructuring and sintering.

The evaporation of Sn was not a stable process, however. This can be
attributed to contamination of the carrier gas with oxygen. Therefore the
evaporating material was changed to SnO, resulting in stable particle concentrations
over several days. In Fig. 7.2.1 the particle size distributions are shown when
changing the evaporation temperature. The sintering of the size-fractionated aerosol
(Fig. 7.2.2) shows the compaction and sintering behavior already encountered for
PbS. However, with temperatures above 670 °C a bimodal particle size distribution
appears if SnO is evaporated due to a evaporation-recondensation mechanism (Fig.
7.2.3). Here, the SnO vapour from the evaporating particles condenses after leaving
the sintering furnace, leading to a new particle fraction with smaller diameter
together with the fraction of partly evaporated particles.

Fig. 7.2.1. Particle size distribution when using SnO as evaporation material at
different evaporation temperatures in the first furnace.
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Fig. 7.2.2. Particle size distribution of a size fractionated SnO aerosol (Dp=15 nm)
at different sintering temperatures in the second furnace (evaporation temperature
800 °C).

Fig. 7.2.3. Similar to Fig. 7.2.2, with the insert as sintering temperature, now
showing a bimodal distribution at a sintering temperature above 670 °C.
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It is remarkable that after a running time of several days, the evaporation
behaviour of Sn and SnO becomes similar. This can be understood on the basis of
the vapour pressures of these materials. The vapour pressure of SnO is much higher
compared to Sn at the same temperature, leading to more condensable material in
the gas phase. This explains the higher particle concentrations measured in the SnO
system. If the carrier gas contains a small amount of O2, it is assumed that Sn will
be oxidized and will evaporate due to the high vapour pressure of the SnO. Another
possibility would be to use SnO2 as starting material, but SnO2 decomposes into
SnO and O2 upon heating so that this is not a stable evaporating system.

In order to investigate the morphology of the synthesized nanoparticles,
TEM micrographs were made. In Fig. 7.2.4 a TEM micrograph is shown of SnOx

nanoparticles coming from the first furnace, i.e., without size-fractionation and
sintering/oxidation. The particles are clearly not monocrystalline and monodisperse,
they show however appreciable necking due to sintering, which took place during
the cooling down after the first furnace. The TEM micrographs of size-fractionated
and sintered nanoparticles (Fig. 7.2.5) show much more homogeneous particles.
Electron diffraction was used to identify the crystalline structure.

Fig. 7.2.4. TEM micrograph of unfractionated SnOx nanoparticles coming from the
first tube furnace (T=870°C).
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Fig. 7.2.5. TEM micrographs of fractionated SnOx nanoparticles a) without
addition of O2 in the sinter furnace and b) with addition of O2 (evaporation
temperature 820°C, sintering temperature 650°C, Dp=20 nm). The electron
diffraction patterns are characteristic of romarchite (a) and casserite (b).
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The crystal structure of the nanoparticles which were sintered without addition of
oxygen shows a tetragonal crystal structure, romarchite, characteristic for SnO.
When a flow of O2 was added to the SnO aerosol flow in the sintering furnace, so
that the O2 percentage was approximately 50 vol%, the crystal structure found was a
tetragonal phase, casserite, characteristic for SnO2. Although the exact
stoichiometry could not directly be determined, the presence of different crystal
structures induced by O2 addition indicates that it will be possible to vary the
stoichiometry by changing the concentration of O2 in the second furnace.

In order to get a first impression of the feasibility of the synthesized SnO2

nanoparticles for use in gas-sensing investigations, an electrical characterization
was carried out. To this end, an approximately 0.2 µm thick film of nanoparticles
with a diameter of 35 nm after size-fractionation was deposited on a glass substrate.
The film was electrically contacted by means of silver paste and the I-V
characteristic was measured (Fig. 7.2.6). The addition of 0.5 vol% CO, which is a
reducing gas, increases the current at constant voltage. Thus, the resistance
decreases, which is expected according to the qualitative model described in
Chapter 5.3, which states that a reducing gas decreases the concentration of
chemically absorbed oxygen so that the conductivity increases.

Fig. 7.2.6. I-V characteristics of a thin film (~0.2 µm) of SnO2 nanoparticles which
were 35 nm in diameter after sintering at 650°C. The film itself has not been
sintered.
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Gas sensors detect changes in the gas concentrations by measuring changes
of the resistance of the sensor in a certain gas atmosphere, gR , when compared with
its resistance in pure air, aR . Therefore, the sensitivity, defined here as ga RR / , is
shown in Fig. 7.2.7 and shows the expected increase with temperature, most
probably due to the changes in surface chemistry with temperature. This increased
sensitivity is the reason why gas sensors are operated at higher temperatures,
usually between 200 and 400°C.

Fig. 7.2.7. The sensitivity ga RR /  of a thin SnO2 film (described in Fig. 7.2.5) in 0.5
vol% CO as a function of the temperature in the measurement cell.

Another important characteristic of a gas sensor is its response time. This is
tested by changing rapidly the gas atmosphere, in Fig. 7.2.8 from a CO atmosphere
to air and back to CO. Due to the use of a flow system and a small volume of the
measurement cell, it takes some 5 s to exchange the gas atmosphere. It can be seen
from the figure that the change on adding CO is relatively rapid, in the order of 2
minutes, while it takes longer to recover when the CO is not any more present. It is
clear that the process is not completely reversible, presumable due to the
complicated relationship between chemistry and material properties.
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Fig. 7.2.8. The time-dependence of the resistance of the thin SnO2 layer (described
in Fig. 7.2.6) when changing the gas atmosphere from 0.5 vol% CO to air and back
to 0.5 vol% CO (T=303°C)

The measurements shown were done for thin films which were not yet
sintered, so that the interparticle contacts, which are essential for the gas-sensing
mechanism, were probably not yet fully established. These preliminary
measurements show that it is possible to create thin gas-sensitive layers composed
of equal-sized SnO2 nanoparticles. The experimental procedure allows to produce
thin films, in which the properties of the nanoparticles can be independently
controlled by size-fractionation and in-flight sintering and oxidation. In the usual
thin film synthesis techniques, such as sputtering and vacuum-evaporation, the
particle formation and film formation take place in one step, so that the control over
the final morphology of the nanostructured film is not as good as in the method
described here.
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7.3 Quantum confinement in size-classified PbS nanoparticles

As already discussed in Chapter 2.1, it well known that semiconductor
nanocrystals exhibit quantum confinement effects when the particle size is of the
order of the Bohr exciton. This is indicated by a blue shift in the optical absorption
spectra. PbS is an attractive candidate for the study of quantum confinement effects
as the Bohr radius is 9 nm and the effect in PbS nanoparticles synthesized by
different chemical routes are well studied (Wang et al., 1987, Zhao and
McCormick, 1992, Salata et al., 1994a). Quantum confinement effects have also
been observed in evaporated composite films of PbS nanoparticles (Thielsch et al.,
1998). In this subchapter, quantum confinement effects in PbS nanoparticles
synthesized in the gas phase are reported. Advantages of the gas-phase synthesis
method described earlier in this chapter over liquid-phase synthesis methods for
investigating quantum confinement effects are the possibility of size-fractionation
and the absence of ligands and other impurities. Furthermore, the sintering process
involved in the synthesis allows control over crystallinity and shape.

7.3.1 Experimental methods

Single crystalline PbS nanoparticles with different crystalline sizes are
synthesized by the gas phase technique described earlier in this chapter. For the
optical absorption studies, different crystalline sizes are sintered at different
temperature. The name of the samples are given according to the initial mobility
diameter. In this context it is worth pointing out that the size and shape of the
particles depend on the sintering temperature. The sintering temperatures are well
below the respective evaporation temperatures. Several monolayers of nanoparticles
were deposited by means of the electrostatic precipitator onto a glass substrate.

The optical absorption spectra at room temperature were recorded using a
Beckman-spectrophotometer (Model UV-5240) which is able of recording spectra
between 300 and 3000 nm. For this, a bare glass plate was put in front of the
reference beam while the glass substrate with PbS films was placed in front of the
sample beam. The thickness of the PbS layers was estimated by knowing the area of
deposition, the rate of deposition and the size of the particles deposited with the
assumption that the particles are spherical. The absorption spectra were normalized
with respect to the thickness of the film thus estimated.
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7.3.2 Results and discussion

The optical absorption spectra for PbS nanoparticles with different sizes are
shown in Fig. 7.3.1. As PbS is a direct band gap semiconductor, the band gap can
be determined from the plot ( )2ναh vs νh  by extrapolating ( )2ναh to zero value,
where α  is the absorption coefficient and νh is the photon energy. The band gap is
the value of νh for which ( )2ναh is zero. The large blue shift in the absorption
spectra with respect to the bulk band gap of 0.4 eV is indicative of the quantum
confinement effect.

Fig. 7.3.1. The optical absorption spectrum (normalized with respect to film
thickness) of PbS nanoparticles of different sizes ( 0mD  is the initial mobility
diameter and mD  is the mobility diameter after in-flight sintering at sT )

It can be seen from the figure that the band gaps of the particles with
mobility diameters between 6 and 17 nm are all between 1.5 and 1.8 eV, whereas
this band gap range was found for PbS nanoparticles synthesized in a liquid
between 3 and 4 nm, as can be seen from Fig. 2.1. Several explanations are
possible. The mobility diameter is not related in any way to the crystallite size. A
particle might be polycrystalline and be composed of several smaller crystallites, so
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that a larger bandgap would result. Another possibility is that the particle are
composed of a crystalline core with an amorphous shell or even an oxide layer,
which would reduce the effective crystallite diameter. Furthermore, the literature
data (as shown in Fig 2.1) are for particles suspended in a liquid and protected
against aggregation by means of organic ligands, which might influence their
electronic properties. The compact PbS nanoparticle films investigated here do not
have such ligands, but the nanoparticles have no or very small interparticle
distances, which also might influence their properties. Finally, the possibility exists
that the particles are non-spherical. When they are in the form of platelets, this is
difficult to detect using TEM, and the smallest particle dimension tends to have the
largest influence on the quantum confinement (Zhao and McCormick, 1992).

The comparison between the samples with different diameters is difficult due
to the fact that both the initial mobility diameter and the sintering temperature play
a role. An attempt to elucidate the effect of sintering temperature is shown in Fig.
7.3.2.

Fig. 7.3.2. The optical absorption spectrum (normalized with respect to film
thickness) of PbS nanoparticles with an initial mobility diameter of 50 nm and
sintered at the temperature indicated.
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As discussed in subchapter 7.1., the geometry of the particles depends on the
sintering temperature. When the sintering temperature is increased, the mobility
equivalent diameter is found to decrease - a consequence of the restructuring,
sintering and crystallisation. Furthermore, evaporation can play a role above a
certain temperature which is particle size-dependent. For the particles sintered at
400°C and 450°C, there is little difference observed in the absorption and the band
gap does not change clearly. At 475°C however, the bandgap is shifted toward the
blue which is an indication for smaller particles. This agrees very well with the
results from subchapter 7.1. – evaporation which reduces particle size is negligible
at 450°C and starts taking place at 475°C.

Another effect which was found to influence the experimental results, is the
time between film deposition and measurement of the optical absorption spectrum.
As can be seen in Fig. 7.3.3, the band gap shifts to a higher value one month after
deposition, but then seems to be stable. The change in the band gap might be due to
oxidation of the nanoparticles, as they were stored in air, or due to morphological
changes, as in TEM observations sintering at room temperature has been observed.

Fig. 7.3.3. The optical absorption spectrum (normalized with respect to film
thickness) of PbS nanoparticles with an initial mobility diameter of 50 nm and
sintered at 475 °C at different times after deposition.
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When comparing the band gaps for the samples having initially a mobility
diameter of 50 nm, in the range 0.6-0.7 eV, and for the samples having a mobility
diameter of 25 nm or smaller, in the range 1.5-1.8 eV, it is interesting to see that the
range of 0.7-1.5 eV is not yet covered. This range contains the commercially
interesting range around 1.3 eV, used for very fast optical data transfer by means of
GaAs solid state lasers. By choosing initial mobility diameters in between 25 and 50
nm, it should be possible to attain this band gap. Further investigations should be
accompanied by careful observations of the actual particle diameter and crystallinity
after sintering at different temperatures, preferably by means of high-resolution
transmission microscopy.

7.4 Experimental investigation of synthesis of tailored composite
nanoparticles in the gas phase

A special case of nanostructured materials is formed by composite particles, here
defined as aggregates composed of two different particle classes. Three different
basic classes of such composite particles can be distinguished (Fig. 7.4.1):
- a single particle containing two compounds mixed on an atomic scale,
- a ‘core-shell’ particle, in which the core and the shell are composed of different

compounds,
- a ‘nanoaggregate’, which is a compound particle consisting of two particles of

different chemical composition

Fig. 7.4.1. Basic classes of composite nanoparticles: a composite nanoparticle, a
core-shell nanoparticle and a nanoaggregate.

The technological use of such particles is manyfold, e.g.:
- improve the mixing characteristics when two ultrafine powders have to be

mixed: when the powders are mixed in aerosol form, the occurance of large
aggregates of one component, which is detrimental for the mixing, can be
suppressed,
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- improve the functional properties of semiconductor nanoparticles by adding a
second semiconductor particle which provides a charge transfer, thereby
improving the quantum yield,

- improve the functional properties of nanoparticles by adding another
nanoparticle which has catalytic properties, such as Pt or Pd which enhances the
sensitivity of SnO2 nanoparticles used for gas sensors,

- improve the superconductive properties of YBCO particles by adding smaller
particle which act as flux pinning enhancement (Takao et al., 1997)

Most methods rely on Brownian aggregation between two different aerosols, which
is however difficult to control. Here an experimental procedure is proposed for the
controlled synthesis of composite nanoparticles in the gas phase. The theoretical
background is already given in Chapter 4.3. Two oppositely charged aerosol flows
with different nanoparticles are mixed and the ensuing aggregation will lead to
formation of a fraction of composite nanoparticles.

7.4.1 Experimental methods

Nanoparticles of two different substances, PbS and Ag, were generated
separately in the gas phase by means of the DMA fractionation technique. and
mixed bipolarly. The experimental set up is presented in Fig. 7.4.2.
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The experimental setup contains five main elements: two synthesis units
which deliver monosized quasi-spherical nanoparticles of PbS and Ag, an
aggregation tube, an electrostatic precipitator and a particle size measurement
system. The entire process took place in purified N2 at 1 bar. The synthesis unit for
PbS has been described earlier. Briefly, powders of PbS or Ag are heated at 680°C
and 1150°C, respectively, in a tube furnace under flowing N2 and form particles by
homogeneous nucleation in the cooling vapor and subsequent aggregation by
Brownian motion. It results in relative broad size distribution. The aerosols are
charged bipolarly by a radioactive β−source (Kr85) and size-selected by means of a
Differential Mobility Analyzer (NANO-DMA, TSI, Minneapolis, USA and VIE06-
3/150, HAUKE GmbH, Austria). The DMA selects particles on the basis on their
electrical mobility and is operated such that geometric standard deviations of about
1.1 are obtained. Applying voltages of opposite polarities inside the DMA’s one can
obtain oppositely singly charged aerosols. The irregularly–formed aerosol particles
are then sintered in-flight ( Ct °= 400Ag sinter, , Ct °= 475PbS sinter, ) in order to obtain quasi-
spherical nanoparticles, which facilitates their identification. The values of particle
number concentrations for both components were approximately matched (between
7.0×104 cm-3 and 9.5×104 cm-3), measured by means of a condensation nucleus
counter (UCPC, TSI, Minneapolis, USA).

Both the PbS and Ag aerosols with quasi-spherical, monosized and
oppositely charged nanoparticles were lead to the aggregation tube, which consisted
of copper tubes with a length of 5 or 10 m and a diameter of 20 or 32 mm. The
resulting size distribution was measured by a measurement setup consisting of a
bipolar charger, a DMA and a condensation nucleus counter. To remove the
remaining charged particles, the aerosol flow could be passed through an
electrostatic filter so that only electrically neutral particles came through. An
electrostatic precipitator (ESP) was used to deposit these selected composite
nanoparticles on a TEM grid after recharging them by means of an excimer lamp
( λ =172 nm) or a radioactive source.

7.4.2 Results and discussion

The resulting particle size scans after mixing oppositely charged Ag and PbS
nanoparticles with diameters of about 20 and 24 nm, respectively, are shown in Fig.
7.4.3 for different residence times in the aggregation tube. Again, these scans have
not been corrected for charging efficiency of the radioactive source and
transmission efficiency of the DMA, and are strictly speaking no size distributions.
The curves show three features: the first two corresponding to primary,
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unaggregated nanoparticles and the third corresponding to nanoaggregates. When
applying electrostatic filtering, only the uncharged nanoaggregates with an effective
mobility diameter of 30 nm are left. It can be seen that doubling the residence time
in the aggregation tube increases the number of nanoaggregates approximately by a
factor of two, which is in accordance with aggregation kinetics.

Fig. 7.4.3. Scan over the particle mobility diameter of the resulting aerosol after
different residence times in an aggregation tube when Ag and PbS nanoparticle
aerosols with diameters of about 20 and 24 nm and a one negatively and positively
elementary charge, respectively, are mixed. Also shown are the corresponding
scans after applying electrostatic filtering, so that only uncharged particles which
are Ag-PbS nanoaggregates are left.

The relative low value of the primary particle concentrations AgN  and PbSN
due to the size-selection results in low values of composite particle concentration

PbS-AgN , which can be estimated from 211212 dd NNtN β=  , so that long residence
times are necessary. As particle diffusion losses to the walls of the aggregation tube
do not depend on the diameter of the tube for a given volumetric flow but increase
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with the tube length, increasing the diameter of the aggregation tube seems to be the
best way to obtain a larger residence time and thus a higher concentration of
composite nanoparticles. With the largest residence time some 7% of the primary
particles are aggregated in form of composite nanoparticles, so that after
electrostatic filtering a concentration of 7 103 cm-3 of composite nanoparticles is
obtained.

An additional information contained in Fig. 7.4.3 is the direct experimental
determination of the mobility diameter for aggregates consisting of two well-
defined primary particles. The aggregate mobility diameter can be estimated using
the concept of fractal dimension. In this approach, the value of the mobility
diameter md  depends on the primary particle diameter 0d , number of primary
particles in the aggregate n  and the fractal dimension fD  as follows:

fD
m ndd 0=   (7.4.1)

This equation was shown to be valid for small aggregates ( 20<n ) in the free
molecular regime, for which a fractal dimension of 2.18 was experimentally found
(Cai and Sorensen, 1994). Using eq. (7.4.1) yields a mobility diameter of 30.6 nm
with the primary particle diameter taken here as the volumetric mean value of the
two diameters (20 and 24 nm). This value agrees well with the experimentally
found mobility diameter, being about 30 nm.

On transmission electron micrographs of the deposited composite
nanoparticles (Fig. 7.4.4) one can clearly see nanoaggregates composed of two
primary particles to prevail. Also some nanoaggregates composed of four primary
particles were observed, which results from the electrostatic filtering allowing to
pass only uncharged aggregates. Uncharged aggregates can be composed of equal
numbers of PbS and Ag primary particles. In the TEM micrograph, also some
particles look like single primary particles. This might be due to a discharging of
primary particles in the aggregation tube or due to one particle being shielded from
view by another one.

Electron diffraction shows the presence of both silver and lead sulfide in
crystalline form. An EDX line-scan over a single nanoaggregate along a line
between the particle centers is shown in Fig. 7.4.5. Both Ag and PbS were detected,
the maxima of the distributions being some 13 nm apart which is approximately the
distance between primary particle centers as determined from TEM (the insert in the
figure). The relatively broad distribution of the components is due to the finite
width of the electron beam, here about 10 nm.
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Fig. 7.4.4. Transmission electron micrograph of Ag-PbS nanoaggregates,
composed of PbS nanoparticles with a mobility diameter of 17.5 nm and Ag
nanoparticles with a mobility diameter of 21.5 nm.
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Fig. 7.4.5. EDX line-scan over a nanoaggregate, composed of size-fractionated Ag
and PbS primary particles, as described in the caption of Fig. 7.4.4. The insert
shows the TEM micrograph of the corresponding nanoaggregate.

Due to the low concentrations of the nanoparticle pairs formed (some 103

cm-3), the applications of the method are at present limited to fundamental
investigations of the properties of the formed particle pairs, e.g. in optical materials,
sensors, solar cells and catalyst and to applications where only very thin layers are
needed. Higher concentrations can be reached when the size fractionation step is
deleted and two aerosols are mixed after having been charged unipolarly and
oppositely, but at expense of the high degree of control in the present process
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7.5 Conclusions: Synthesis of PbS and SnOx nanoparticles for
functional applications

Synthesis of the semiconductors PbS and SnOx is showed to be possible with the
help of carefully controlled techniques such as size fractionation and in-flight
sintering. With techniques basing on electrical effects, nanoparticle composite pairs
have been obtained experimentally. The process of sintering PbS has been
investigated for PbS with help of a quantitative model which allowed the
determination of sintering parameters. As a first indication of changing physical
properties with particle size, the absorption spectrum of PbS particles is shown to
shift toward the blue, indicative for quantum confinement effects. Thin films
composed of SnOx nanoparticles show gas-sensitive behavior.
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8. Conclusions

There is a great deal of interest today in the special properties of nanoparticles and
their potential applications. An overview of the potential functional applications,
which include electronic, optical and magnetic applications, based on these special
properties shows the broad range of possible applications. Most applications demand
some control over particle size, width of the particle size distribution, crystallinity,
stoichiometry, inter-particle connections and mixing or doping with other materials.

Gas-phase processes, although having some drawbacks, have the largest means
of control and are therefore the method of choice here. Processes based on pure
physical processes are used more often than chemical methods as they allow to obtain
the highest purity. The evaporation-condensation method is chosen in this work as
synthesis method. The Brownian coagulation inherent to this method makes it
impossible to obtain narrow particle size distributions but allows to obtain a mixing of
particles of different materials for the synthesis of nanocomposites.

The formation of nanoparticles by the evaporation-condensation technique was
analyzed using a moment model describing nucleation, condensation and coagulation.
Using the model, it was shown that the temperature in the evaporation furnace and the
cooling rate determines the mean particle size and that an aerosoldynamical model
allows the prediction of the temperatures needed for nanoparticle formation.

For describing more complicated systems having more degrees of freedom,
such as distribution of particle sizes, different chemical compositions, distribution of
charges and distribution of number of primary in an aggregate, a newly developed
Direct Simulation Monte Carlo method was shown to be suitable. Two examples of
practical relevance containing multi-dimensional particle dynamics were given:
coagulation with chemical reaction in droplets (microreactors) and the coating of solid
particles with nanoparticles.

Aggregation of mixtures of charged nanoparticles is useful for obtaining
composites. This was studied by means of the Direct Simulation Monte Carlo method.
The selectivity of mixing is characterized by means of the fraction of symmetric
aggregates. It was shown that for each charge distribution different conditions lead to a
highest possible selectivity of mixing.

Two chemical compounds were selected for further experimental study based
on a literature review. One component is selected for its potential quantum
confinement effects. PbS is a narrow-gap IV-VI semiconductor with a cubic rock salt
structure and is an attractive candidate for the study of quantum confinement effects as
its hole Bohr radius is 9 nm. This results in strong confinement effects. The
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confinement results in a blue shift in the optical absorption spectrum. The other
material, SnOx, is selected for its gas-sensing properties.

A size uniformity is important in order to study or make use of quantum size
effects, as a distribution of particle sizes will decrease or smear out these effects. In
view of the high specific surface and activity of SnOx nanoparticles, considerable
improvement in sensing properties is expected. In order to understand the relationship
between gas-sensing behaviour and particle size better it is necessary to generate
monodisperse nanoparticles, because a distribution of particle sizes will decrease the
special properties and complicates the interpretation of the experimental results. At the
moment no gas sensors based on almost equal-sized nanoparticles are available. For
this goal, size fractionation by means of a Differential Mobility Analyzer was applied.
This decreases the yield, but for functional applications the quality more than the
quantity of the nanoparticles is decisive, as most of the functional applications need
only thin films.

Several new instruments have been developed in this work which allow to
obtain more control over processes which are essential for the synthesis method
chosen here. They allow nanoparticle charging, nanoparticle size fractionation and
nanoparticle deposition.

A newly developed nanoparticle charger, the twin Hewitt charger, allows a
larger fraction of the nanoparticles to be charged, which is important to get a higher
yield. A higher yield would result in a shorter deposition time, which is important
because the deposition takes at present hours to days. The instrument has been
extensively investigated experimentally in order to find the optimal charging
conditions.

Differential Mobility Analysis at lower pressures than atmospheric pressure has
been investigated theoretically. It was found that the lower particle limit is not changed
fundamentally with lower pressures when keeping the mass flow rate constant, but that
the higher particle limit is decreased due to decrease of the maximum allowed field
strength. A Differential Mobility Analyzer design for low pressure has been presented.
It is important to perform size fractionation at pressures lower than atmospheric
pressure, as usually the system pressure is decreased in order to get a higher yield of
smaller nanoparticles and to increase the cleanness of the system.

An Electrostatic Precipitator has been developed which allows the investigation
of electrical properties of nanoparticle films under clean conditions direct after
deposition. This is especially important for semiconductor nanoparticles, where the
surface influences the optical and electronic properties.

Synthesis of the semiconductors PbS and SnOx in form of almost equal-sized
monocrystalline nanoparticles is showed to be possible with the help of carefully
controlled techniques such as size fractionation and in-flight sintering. The processes
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of sintering of PbS has been investigated with help of a quantitative model which
allowed the determination of sintering parameters, which are usually unknown for
semiconducting materials. The process should be controlled such that sufficient
sintering and crystallisation but no evaporation and re-condensation occurs, as this
destroys the monodispersity.

As examples of the suitability of synthesized PbS and SnOx nanoparticles for
functional applications, the absorption spectrum of PbS and the gas-sensitivity of thin
films composed of SnOx nanoparticles were investigated. As a first indication of
changing physical properties with particle size, the absorption spectrum of PbS
particles is shown to shift toward the blue, indicative for quantum confinement effects.
The measurements also indicate that the optical properties are strongly influenced by
the handling of the nanoparticles directly after their formation, such as sintering and/or
evaporation processes taking place in the sintering furnace. By choosing suitable initial
mobility diameters, it should be possible to attain the commercially interesting
bandgap range around 1.3 eV, used for very fast optical data transfer by means of
GaAs solid state lasers. Further investigations should be accompanied by careful
observations of the actual particle diameter and crystallinity after sintering at different
temperatures, preferably by means of high-resolution transmission microscopy.

First measurements show that it is possible to create thin gas-sensitive layers
composed of equal-sized SnO2 nanoparticles. The experimental procedure allows to
produce thin films, in which the properties of the nanoparticles can be independently
controlled by size-fractionation and in-flight sintering and oxidation. Further
properties of the films, such as the inter-particle contacts which are very important for
the electrical conductivity, can be influenced by post-deposition annealing This opens
a way to investigate fundamental gas-sensing properties of a better controlled
microstructure than available at present.

Finally, the possibility of gas-phase synthesis of tailored composite
nanoparticles by means of aggregation of oppositely charged, size-selected
nanoparticles of two different materials is shown. Electrical effects are applied for
size-selection, selective mixing, separating the composite nanoparticles from
unaggregated nanoparticles and the deposition of nanoaggregates. Size, size dispersion
and materials can be selected independently. As an illustration of the method,
composite nanoparticles consisting of differently sized Ag and PbS nanoparticles have
been obtained. The method allows the investigation of fundamental properties of
composite nanoparticles both in-flight and after deposition in form of a thin film.

Concluding, the field of nanoparticles for functional applications is exciting and
rapidly developing. Synthesis and handling methods are available, but the main
challenge lies in obtaining a better control over the particle characteristics so that the
desired properties of the functional applications can be attained.
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